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Exterior Gateway Protocol Fornal Specification

0. Status of this Menp

This RFC is the specification of the Exterior Gateway Protoco
(EGP). This docunent updates RFCs 827 and 888. This RFC specifies a
standard for the DARPA comunity. Interactions between gateways of
di fferent autononmous systens in the ARPA-Internet nust follow this
pr ot ocol

1. Introduction

This docunent is a formal specification of the Exterior Gateway
Protocol (EGP), which is used to exchange net-reachability information
bet ween I nternet gateways belonging to the sane or different autononous
systems. The specification is intended as a reference guide for
i npl enentation, testing and verification and includes suggested
al gorithmc paraneters suitable for operation over a wi de set of
configurations, including the ARPANET and many | ocal - net wor k
technol ogi es now part of the Internet system

Specifically excluded in this docunent is discussion on the
background, application and limtations of EG, which have been
di scussed el sewhere (RFC-827, RFC-888). |If, as expected, EGP evolves to
i ncl ude topol ogies not restricted to tree-structures and to incorporate
full routing capabilities, this specification will be amended or
obsol eted accordingly. However, it is expected that, as new features
are added to EGP, the basic protocol mechanisns described here will
remai n substantially unchanged, with only the format and interpretation
of the Update nessage (see bel ow) changed.

Section 2 of this docunent describes the nonenclature used, while
Section 3 describes the state-nachi ne nodel, including events, actions,
paraneters and state transitions. Section 4 contains a functiona
description of the operation of the machine, together with specific
procedures and al gorithns. Appendi x A describes the EGP nessage
formats, while Appendix B contains a summary of the minor differences
between these and the formats described in RFC-888. Appendix C presents
a reachability analysis including a table of conposite state transitions
for a system of two conmuni cati ng EGP gat eways.

1.1. Sunmmary and Overview

EGP exists in order to convey net-reachability information between
nei ghbori ng gat eways, possibly in different autononous systems. The
prot ocol includes nechanisns to acquire neighbors, nonitor neighbor
reachability and exchange net-reachability information in the form of
Updat e nessages. The protocol is based on periodic polling using
Hel l o/ 1 -Heard-You (I-H U nessage exchanges to nonitor nei ghbor
reachability and Poll commands to solicit Update responses.

Specification of EGP is based on a formal nodel consisting of a
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finite-state automaton with defined events, state transitions and
actions. The follow ng diagram shows a sinplified graphica
representation of this machine (see Section 3.4 for a detailed state
transition table).
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Following is a brief summary and overvi ew of gateway operations by
state as determ ned by this nodel

Idle State (0)

In the Idle state the gateway has no resources (table space)
assigned to the neighbor and no protocol activity of any kind is in
progress. It responds only to a Request command or a Start event
(systemor operator initiated) and ignores all other conmands and
responses. The gateway may optionally return a Cease-ack response
to a Cease conmand in this state.

Upon recei pt of a Request command the gateway initializes the state
vari abl es as described in Section 3.1, sends a Confirmresponse and
transitions to the Down state, if resource conmittnents pernit, or
sends a Refuse response and returns to the Idle state if not. Upon
receipt of a Start event it sends a Request command and transitions
to the Acquistion state.

Acqui sition State (1)

In the Acquisition state the gateway periodically retransmts
Request commands. Upon receiving a Confirmresponse it initializes
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the state variables and transitions to the Down state. Upon
receiving a Refuse response it returns to the Idle state. The

gat eway does not send any other commands or responses in this state,
since not all state variables have yet been initialized.

Down State (2)

In the Down state the gateway has received a Request conmand or a
Confirm response has been received for a previously sent Request.
The nei ghbor-reachability protocol has decl ared the nei ghbor to be
down. In this state the gateway processes Request, Cease and Hell o
commands and responds as required. It periodically retransnits
Hell o conmands if enabled. It does not process Poll conmands and
does not send them but may optionally process an unsolicited Update
i ndi cati on.

Up State (3)

In the Up state the neighbor-reachability protocol has declared the
nei ghbor to be up. In this state the gateway processes and responds
to all commands. It periodically retransnmits Hello commands, if
enabl ed, and Poll commands.

Cease State (4)

A Stop event causes a Cease command to be sent and a transition to
the Cease state. In this state the gateway periodically retransmits
the Cease command and returns to the Idle state upon receiving a
Cease-ack response or a another Stop event. The defined state
transitions are designed to ensure that the nei ghbor does with high
probability receive the Cease command and stop the protocol

In foll owi ng sections of this docunent document a state machine
whi ch can serve as a nodel for inplenentation is described. It may
happen that inplenentators nay deviate fromthis nodel while conformng
to the protocol specification; however, in order to verify confornance
to the specification, the state-nachine nodel is intended as the
ref erence nodel

Al t hough not nentioned specifically in this docunent, it should be
understood that all Internet gateways nust include support for the
I nternet Control Message Protocol (I1CW), specifically |ICVMP Redirect and
| CVMP Destination Unreachabl e nessages.

2. Nonmencl at ur e

The following EGP nessage types are recognized in this docunent.
The format of each of these nessages is described in Appendi x A
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Narme Functi on

Request request acquisition of neighbor and/or
initialize polling variables

Confirm confirmacquisition of neighbor and/or
initialize polling variables

Ref use refuse acquisition of neighbor

Cease request de-acquisition of neighbor

Cease- ack confirm de-acqui sition of neighbor

Hel | o request neigbor reachability

l-H U confirm nei gbor reachability

Pol | request net-reachability update

Updat e net-reachability update

Error error

EGP nessages are cl assed as commands whi ch request sone action,
responses, which are sent to indicate the status of that action, and
i ndi cations, which are sinmlar to responses, but nay be sent at any
time. Following is a list of conmands along with their possible
responses.

Command Cor respondi ng Responses
Request Confirm Refuse, Error
Cease Cease-ack, Error

Hel | o I-H U, Error

Pol | Update, Error

The Update and Error nessages are classed both as responses and
i ndi cations. Wien sent in reply to a previous conmand, either of these
messages is classed as a response. In sone circunstances an unsolicited
Updat e message can be sent, in which case it is classed as an
i ndi cation. The use of the Error nmessage other than as a response to a
previous command is a topic for further study.

3. State Machine

This section describes the state-machine nodel for EGP, including
the variabl es and constants which establish the state at any tinme, the
events which cause the state transitions, the actions which result from
these transitions and the state-transition table which defines the
behavi or.

3.1. State Variables

The state-nmachi ne nodel includes a nunber of state variables which
establish the state of the protocol between the gateway and each of its
nei ghbors. Thus, a gateway naintaining EGP with a nunber of nei ghbors
nmust maintain a separate set of these state variables for each nei ghbor
The current state, events and actions of the state machine apply to each
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nei ghbor separately.

The nodel assunes that systemresources, including the set of state
vari ables, are allocated when the state machine | eaves the Idle state,
ei ther because of the arrival of a Request specifying a new nei ghbor
addreess, or because of a Start event specifying a new nei ghbor address.
Wien either of these events occur the values of the state variables are
initialized as indicated below. Upon return to the Idle state all
resources, including the set of state variables, are deallocated and
returned to the system |Inplenentators nmay, of course, elect to
dedi cate resources and state vari abl es pernananently.

I ncl uded anong the set of state variables are the follow ng which
determine the state transitions of the nodel. Initial values for all of
the vari abl es except the send sequence nunber S are set during the
initial Request/Confirmexchange. The initial value for Sis arbitrary.

Nare Function

R recei ve sequence numnber

S send sequence numnber

T1 i nterval between Hell o conmmand retransm ssi ons

T2 interval between Poll conmmand retransni ssions

T3 i nterval during which nei ghbor-reachability
i ndi cations are counted

M hell o polling node

tl timer 1 (used to control Request, Hello and Cease
command retransmn ssi ons)

t2 tinmer 2 (used to control Poll command retransm ssions)

t3 timer 3 (abort tiner)

Addi tional state variables nmay be necessary to support various timer and
simlar internal housekeeping functions. The function and nanagenent of
the cited variables are discussed in Section 4.

3.2. Fixed Paraneters

This section defines several fixed paraneters which characterize
the gateway functions. Included is a suggested value for each paraneter
based on experinental inplenentations in the Internet system These
val ues nmay or nmay not be appropriate for the individual configuration

Following is a list of time-interval parameters which contro
retransm ssi ons and ot her tine-dependent functions.
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Narme Val ue Descri ption

P1 30 sec mininuminterval acceptabl e between successive
Hel | o conmands received

P2 2 mn m ni mum i nterval acceptabl e between successive
Pol | commands recieved

P3 30 sec interval between Request or Cease command
retransm ssi ons

P4 1 hr i nterval during which state variables are

mai ntai ned i n the absence of conmands or
responses in the Dowmn and Up states.

P5 2 mn interval during which state variables are
mai ntai ned in the absence of responses in the
Acqui sition and Cease states

Paraneters P4 and P5 are used only if the abort-timer option is
i npl enented. Paraneter P4 establishes how long the nachine will remain
in the Down and Up states in the absence of commands or responses and
woul d ordinarily be set to sustain state information while the nei ghbor
i s dunped and restarted, for exanple. Paranmeter P5 establishes how | ong
the machine will remain in the Acquisition or Cease states in the
absence of responses and would ordinarily be set in the same order as
t he expected value of T3 vari abl es.

Following is a list of other paraneters of interest.

Nare Active Passive Description
i 3 1 nei ghbor-up threshol d
k 1 4 nei ghbor - down t hreshol d

The j and k paraneters establish the "noise inmunity" of the
nei ghbor-reachability protocol described later. The values in the
Active columm are suggested if the gateway elects to do hello polling,
while the values in the Passive colum are suggested otherw se.

3. 3. Event s

Following is a list of events that can cause state transitions in
t he nodel
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Nane Event

Up At | east j neighbor-reachability indications have been
received within the | ast T3 seconds.

Down At nost k neighbor-reachabilitiy indications have been
received within the last T3 seconds.

Request Request comand has been received.

Confirm Confirm command has been received.

Ref use Ref use response has been received.

Cease Cease command has been recei ved.

Cease- ack Cease- ack response has been received.

Hel l o Hell o command has been recei ved.

l-H U | -H U response has been received.

Pol | Pol I comand has been received.

Updat e Updat e response has been received.

Start Start event has been recogni zed due to system or
operator intervention.

Stop/t3 Stop event has been recogni zed due to (a) systemor
operator intervention or (b) expiration of the abort
timer t3.

tl Tinmer t1 has counted down to zero.

t2 Timer t2 has counted down to zero.

There is one special event, called a neighbor-reachability

i ndi cati on,

whi ch occurs when:

1. The gateway is operating in the active node (hello polling enabl ed)
and either a Confirm I-H U or Update response is received.

2. The gateway is operating in the passive node (hello polling
di sabl ed) and either a Hello or Poll command is received with the

"Up state"

code in the Status field.

3.4. State Transition Tabl e

The following table sunmari zes the state transitions that can occur

in response to the events listed above. Transitions are shown in the
formn/a, where n is the next state and a represents the action.
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0 Idle 1 Agsn 2 Down 3 Up 4 Cease

R R R R R +
Up |0 | 1 | 3/ Pol | | 3 | 4 |
Down |0 | 1 | 2 | 2 | 4 |
Request | 2/ Confirm*| 2/ Confirm |2/ Confirm |2/ Confirm |4/ Cease |
Confirm |0/ Cease **|2 | 2 | 3 | 4 |
Ref use | O/ Cease **|0 | 2 | 3 | 4 |
Cease | 0O/ Cease- ack| 0/ Cease- ack| 0/ Cease- ack| 0/ Cease- ack]| 0/ Cease- ack|
Cease-ack |0 | 1 | 2 | 3 | 0 |
Hel l o | 0/ Cease **|1 |[2/1-H U [3/1-HU | 4 |
l-H U | 0/ Cease **|1 | 2/ Process |3/Process |4 |
Pol | | O/ Cease **|1 | 2 | 3/ Updat e | 4 |
Updat e | O/ Cease **|1 | 2 | 3/ Process |4 |
Start | 1/ Request | 1/ Request |1/ Request |1/ Request |4 |
Stop/t3 | 0 | 0 | 4/ Cease | 4/ Cease | 0 |
tl | 0 | 1/ Request |2/ Hello | 3/ Hel l o | 4/ Cease |
t2 |0 | 1 | 2 | 3/ Pol | | 4 |

S S S S S +

Note *: The transition shown applies to the case where the

nei ghbor-acqui sition request is accepted. The transition "0/Refuse"
applies to the case where the request is rejected.

Note **: The Cease action shown is optional.

3.5. State Transitions and Actions

The followi ng table describes in detail the transitions of the
state nmachine and the actions evoked.

Next Message
Event State Sent Acti ons
Idle State (0)
Request 2 Confirm Initialize state variables and
Hel | o reset timer t1 to T1 seconds and
reset tinmer t3 to P5 seconds.
(or) 0 Ref use Ret urn resources.
Cease 0 Cease- ack Return resources.
Start 1 Request Reset tiner t1 to P3 seconds and

reset tiner t3 to P5 seconds.
Acqui sition State (1)

Request 2 Confirm Initialize state variables and
Hel |l o reset tinmer t1 to Tl seconds and
reset tiner t3 to P5 seconds.
Confirm 2 Hel | o Initialize state variabl es and
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reset tinmer t1 to Tl seconds and
reset tinmer t3 to P5 seconds.
Stop tinmers and return

r esour ces

Stop tinmers and return

r esour ces

Reset tinmer t1 to P3 seconds and

reset tiner

t3 to P5 seconds.

Ref use 0

Cease 0 Cease- ack
Start 1 Request
Stop/t3 0

tl 1 Request

Down State (2)

Stop tinmers and return
resour ces
Reset tinmer t1 to P3 seconds.

Note: Reset timer t3 to P4 seconds on receipt of a reachability

i ndi cati on.

Up 3 Pol

Request 2 Confirm
Hel | o

Cease 0 Cease- ack

Hel l o 2 l-H U

l-H U 2

Start 1 Request

Stop/t3 4 Cease

tl 2 Hel l o

Up State (3)

Reset tinmer t2 to T2 seconds.
Reinitialize state vari abl es and
reset tinmer t1 to Tl seconds and
reset tinmer t3 to P5 seconds.
Stop tinmers and return

r esour ces

Process nei ghbor-reachability

i nf o.

Reset tinmer t1 to P3 seconds and
reset tiner t3 to P5 seconds.
Reset tinmer t1 to P3 seconds and
reset tiner t3 to P5 seconds.
Reset tinmer t1 to T1 seconds.

Note: Reset timer t3 to P4 seconds on receipt of a reachability

i ndi cati on.

Down 2

Request 2 Confirm
Hel | o

Cease 0 Cease- ack

Hel l o 3 l-H U

l-H U 3

Pol | 3 Updat e

Updat e 3

Start 1 Request

Stop/t3 4 Cease

Stop tinmer t2.

Renitialize state variables and
reset tinmer t1 to Tl seconds and
reset tiner t3 to P5 seconds.
Stop timers and return

r esour ces

Process nei ghbor-reachability
i nfo.

Process net-reachability info.
Reset tinmer t1 to P3 seconds and
reset tiner t3 to P5 seconds.
Reset tinmer t1 to P3 seconds and
reset tinmer t3 to P5 seconds.
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tl 3
t2 3 Po

0] Reset timer t1 to T1 seconds.
Reset tinmer t2 to T2 seconds.

Cease State (4)

Request 4 Cease

Cease 0 Cease- ack Stop tinmers and return
resour ces

Cease- ack 0 Stop tinmers and return
resour ces

Stop/t3 0 Stop tinmers and return
resources

tl 4 Cease Reset tiner t1l to P3 seconds

4. Functional Description

This section contains detailed descriptions of the various
procedures and al gorithns used to nmanage the protocol

4.1. Managing the State Variables

The state variabl es which characterize the protocol are sunmmarized
in Section 3.1. This section describes the detail ed nanagenent of these
vari abl es, including sequence nunbers, polling intervals and tiners.

4.1.1. Sequence Numnbers

Al'l EGP commands and replies carry a sequence nunber. The state
variable R records the | ast sequence nunber received in a comand from
that nei ghbor. The current value of Ris used as the sequence nunber
for all replies and indications sent to the neighbor until a comrand
with a different sequence nunber is received fromthat neighbor.

I mpl enentors are free to nmanage the sequence nunbers of the
conmmands sent; however, it is suggested that a separate send state
variable S be naintai ned for each EGP nei ghbor and that its val ue be
incremented just before the time an Poll conmmand is sent and at no other
times. The actions upon receipt of a response or indication with
sequence number not equal to S is not specified; however, it is
recommended t hese be di scarded.

4.1.1. Polling Intervals

As part of the Request/Confirm exchange a set of polling intervals
are established including T1, which establishes the interval between
Hel l o conmand retransm ssions, and T2, which establishes the interva
bet ween Pol | retransm ssions.

Each gateway configuration is characterized by a set of fixed
paraneters, including P1, which specifies the minimmpolling interva
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at which it will respond to Hello commands, and P2, which specifies the
m nimum polling interval at which it will respond to Poll commands. Pl
and P2 are inserted in the Hello Interval (S1) and Poll Interval (S2)
fields, respectively, of Request commands and Confirm responses.

A gateway receiving a Request conmand or Confirmresponse uses the
S1 and S2 fields in the nmessage to calculate its own T1 and T2 state
vari abl es, respectively. Inplementors are free to performthis
calculation in arbitrary ways; however, the follow ng constraints nust
be observed:

1. If Tl < S1 the neighbor nmay discard Hello commands. |If T2 < S2 the
nei ghbor may di scard Pol | conmands.

2. The time window T3 in which neighbor-reachability indications are
counted is dependent on Tl. |In the case where two nei ghbors sel ect
widely differing values for their T3 state variables, the
nei ghbor-reachability algorithmmay not work properly. This can be
avoided if T1 > max(P1, S1).

3. If either S1 or S2 or both are unacceptable for sone reason (e.g.
exceed useful limts), the neighbor may either send a Refuse
response or declare a Stop event, depending on state.

It is suggested that T3 be conputed as four times the value of T1,
gi ving a wi ndow of four neighbor-reachability indications, which has
been found appropriate in the experinental inplenmentations.
| mpl enentors may choose to make T3 a fixed paraneter in those cases
where the path between the nei ghbors has well-known characteristics.

Note that, if a gateway attenpts to send Hell o commands near the
rate max(P1, S1) or Poll conmands near the rate max(P2, S2), the
nei ghbor may observe their succeeding arrivals to violate the polling
restrictions due to bunching in the net. For this reason the gateway
shoul d send at rates sonewhat bel ow these. Just how rmuch bel ow t hese
rates is appropriate depends on nany factors beyond the scope of this
speci fication.

4.1.3. Hello Polling Mde

The nei ghbor-reachability algorithmcan be used in either the

active or passive node. In the active node Hell o commands are sent
periodically along with Poll commands, with reachability deterni ned by
the corresponding |I-H U and Update responses. In the passive node Hello

commands are not sent and |-H U responses are not expected.
Reachability is then determ ned fromthe Status field of received Hello
or Poll conmmands or Update responses.

The M state variable specifies whether the gateway operates in the
active or passive node. At |east one of the two nei ghbors sharing the
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protocol must operate in the active node; however, the

nei ghbor-reachability protocol is designed to work even if both

nei ghbors operate in the active node. The value of Mis deternined from
the Status field of a Request conmand or Confirmresponse. The sender
sets this field according to whether the inplenentation supports the
active node, passive node or both:

Status Sender capabilities

0 ei ther active or passive
1 active only
2 passi ve only

The receiver inspects this field and sets the value of M according
toits own capabilities as foll ows:

Status Receiver capabilites

field 0 1 2
0 * active passive
1 passi ve active passive
2 active active **

In the case of "*" the node is determ ned by conparing the
aut ononous system nunbers of the neigbors. The neighbor with the
smal | est such nunber assunmes active node, while the other nei ghbor
assunes passive node. In the case of "**" the neighbor may either send
a Refuse response or declare a Stop event, depending on state.

4.1.4. Tiners

There are three timers defined in the state machine: t1, used to
control retransm ssion of Request, Hello and Cease nessages, t2, used to
control retransm ssion of Poll commands, and t3, which serves as an
abort-tinmer nechani smshould the protocol hang indefinately. The tiners
are set to specified values upon entry to each state and count down to
zero.

In the case of t1 and t2 state-dependent events are decl ared when
the tinmer counts down to zero, after which the tinmer is reset to the
specified value and counts down again. |In the case of t3 a Stop event
is declared when the tiner counts down to zero. |Inplenentors may choose
not to inplement t3 or, if so, may choose to inplenent it only in
certain states, with the effect that Request, Hell o and/or Cease
commands may be retransmtted indefinately.

The following table shows the initial values for each of the tiners
in each state. A nissing value indicates the tinmer is not used in that
state. Note that tiner t3 is set to P4 upon receipt of a
nei ghbor-reachability indication when in either the Down or Up states.
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Idle Agsn Down Up Cease
Ti mer 0 1 2 3 4
tl P3 T1 P3
t2 T2
t3 P5 P5 P5

4.2. Starting and Stopping the Protoco

The Start and Stop events are intrinsic to the system environnent
of the gateway. They can be declared as the result of the gateway
process being started and stopped by the operator, for exanple. A Start
event has nmeaning only in sone states; however, a Stop event has
meaning in all states.

In all except the Idle state the abort timer t3 is presuned
running. This tinmer is initialized at P5 seconds upon entry to any
state and at P4 seconds upon recei pt of a neighbor-reachability
indication in the Down and Up states. If it expires a Stop event is
declared. A Stop event can also be declared by an intrinsic system
action such as a resource probl em or operator comrmand

If the abort tinmer is not inplenented a manually-initiated Stop
event can be used to stop the protocol. |If this is done in the Down or
Up states, the machine will transition to the Cease state and enit a
Cease command. | f the neighbor does not respond to this conmand the
machine will stay in the Cease state indefinately; however, a second
Stop event can be used in this state to force a transition to the Idle
st at e.

A Cease command received in any state will cause the gateway to
i medi ately send the Cease-ack response and transition to the Idle
state. This causes the protocol to be stopped and all systemresources
committed to the gateway process to be released. The interval between
the tine the gateway enters the Idle state as the result of receiving a
Cease command and the time when it next sends a Request comand to
resune the protocol is not specified; however, it is recommended this
interval be at |east P5 seconds.

It may happen that the Cease-ack response is lost in the network,
causi ng the neighbor to retransnit the Cease response indefinately, at
least if it has not inplenented the abort-timer option. 1In order to
reduce the likelihood of this happening, it is suggested that a gateway
inthe Idle state be prepared to reply to a Cease command with a
Cease- ack response whenever possible.

4.3. Determ ning Neighbor Reachability

The purpose of the neighbor-reachability algorithmis to confirm
that the nei ghbor can safely be considered operational and capabl e of
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providing reliable net-reachability information. An equally inportant
purpose is to filter noisy reachability informati on before sending it on
to the remainder of the Internet gateway system thus avoiding
unneccesary reachability changes.

As descri bed above, a gateway operating in the active node sends
periodic Hello comrands and listens for I-H U responses in order to
det ermi ne nei ghbor-reachability indications. A gateway operating in the
passi ve node deternines reachability indications by nmeans of the Status
field in received Hell o commands. Poll commands and Update responses
can be used in lieu of Hello conmands and | -H U responses respectively,
since they contain the sane Status-field infornation.

The nei ghbor-reachability algorithmruns continuously while the
gateway is in the Down and Up states and operates as follows. Define a
moving window in tinme starting at the present and extendi ng backwards
for t seconds. Then count the nunber n of neighbor-reachability
i ndi cations which have occured in that window. |If n increases to j,
then declare a Up event. |If n decreases to k, then declare a Down
event. The nunber n is set to zero upon entering the Down state from
any state other than the Up state.

The windowt in this algorithmis defined as T3 seconds, the val ue
of which is suggested as four times T1, which itself is determ ned
during the Request/ Confirm exchange. For proper operation of the
al gorithm only one nei ghbor-reachability indication is significant in
any wi ndow of T1 seconds and additional ones are ignored. Note that the
only way n can increase is as the result of a new nei ghbor-reachability
i ndication and the only way it can decrease is as the result of an old
nei ghbor-reachability indication noving out of the w ndow.

The behavi or of the algorithm described above and using the
suggested fixed paraneters j and k differs dependi ng on whether the
gateway is operating in the active or passive node. |In the active node
(j =3, k=1 and T3/T1 = 4), once the nei ghbor has been declared down
it will be forced down for at least two Tl intervals and, once it has
been declared up it will be forced up for at least two Tl intervals. It
wi Il not change state unless at |east three of the last four
determ nati ons of reachability have indicated that change

In the passive node (j =1, k = 4 and T3/ Tl = 4), the neighbor wll
be considered up fromthe first tinme the Status field of a Hello or Pol
command or Update response indicates "Up state" until four successive T1
i nterval s have passed without such indication. This design, suggested
by simlar designs used in the ARPANET, has proven effective in the
experinental inplementations, but nmay need to be adjusted for other
configurations.

It is convenient for the active gateway to send Hell o conmmands at a
rate of one every T1 seconds and substitute a Poll comand for a Hello
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command approxi mately once every T2 seconds, with the

nei ghbor-reachability indication generated by the corresponding |-H U or
Updat e responses. |Its passive nei ghbor generates nei ghbor-reachability
i ndications fromthe Status field of received Hello and Poll comrands
and Update responses.

| mpl enentors may find the followi ng nodel useful in the
under st andi ng and i npl enentation of this algorithm Consider an n-bit
shift register that shifts one bit to the right each Tl-second interval
I f a neighbor-reachability indication was received during the preceedi ng
Tl-second interval a one bit is shifted into the register at the end of
the interval; otherwise, a zero bit is shifted. A table of 2**n
entries indexed by the contents of the register can be used to cal cul ate
t he nunber of one bits, which can then be used to declare the
appropriate event to the state machine. A value of n equal to four has
been found useful in the experinental inplenentations.

4.4. Determining Network Reachability

Net work reachability information is encoded into Update nmessages in
the formof lists of nets and gateways. The IP Source Address field of
the Poll command is used to specify a network conmon to the autononobus
systens of each of the neighbors, which is usually, but not necessarily,
the one comon to the neighbors thensel ves. The Update response
includes a list of gateways on the common net. Associated with each
gateway is a list of the networks reachable via that gateway together
wi th correspondi ng hop counts.

It is inmportant to understand that, at the present state of
devel opnent as described in RFC-827 and RFC-888, the EGP architectura
nmodel restricts the interpretation of "reachable" in this context. This
consi deration, as well as the inplied topological restrictions, are
beyond the scope of discussion here. The reader is referred to the RFCs
for further discussion.

Two types of gateway lists can be included in the Update response,
the format of which is described in Appendix A. Both lists include only
those gateways directly connected to the net specified in the | P Source
Network field of the |ast-received Poll conmand. The internal [ist
i ncludes sone or all of the gateways in the sane autononbus system as
the sender, together with the nets which are reachable via these
gateways, with the sending gateway listed first. A net is reachable in
this context if a path exists to that net including only gateways in the
system The external list includes those gateways in other autononmous
systems known to the sender. It is inportant to realize that the hop
counts do not represent a routing netric and are conparabl e between
different gateways only if those gateways belong to the same autononobus
system that is, are in the internal Iist.
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According to the current system architectural nodel, only gateways
bel onging to a designated system called the core system nmay include
the external list in their Update responses. All other gateways may
i nclude only those gateways bel onging to the same system and can claim
reachability for a particular net only if that net is reachable in the
sane system

The interval between successive Poll comrands T2 is detern ned
during the Request/Confirm exchange. However, the specification permts
at nost one unsolicited Update indication between succeedi ng Pol
commands received fromthe neighbor. It is the intent of the nodel here
that an Update indication is sent (a) upon entry to the Up state and (b)
when a change in the reachability data base is detected, subject to this
limtation.

Cccasionally it may happen that a Poll command or Update response
is lost in the network, with the effect that net-reachability
i nformati on may not be available until after another T2 interval. As an
i mpl enentation option, the gateway sending a Poll command and not
recei ving an Update response after Tl seconds may send another Poll
The gateway receiving this Poll may either (a) send an Update response
if it never received the original Poll for that interval, (b) send a
second Update response (which counts as the unsolicited Update
i ndi cation nentioned in the preceedi ng paragraph) or (c) send an Error
response or not respond at all in other cases.

4.5. FError Messages

Error messages can be used to report problens such as described in
Appendi x A in connection with the Error Response/lndi cati on nessage
format. In general, an Error nessage is sent upon receipt of another
conmand or response with bad format, content or ordering, but never in
response to another Error nessage. Receipt of an Error message shoul d
be consi dered advisory and not result in change of state, except
possi bly to evoke a Stop event.
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Appendi x A, EGP Message Fornmats

The formats for the various EGP nessages are described in this
section. Al EGP nmessages include a ten-octet header of six fields,
which may be followed by additional fields dependi ng on nessage type.
The format of the header is shown below along with a description of its
fields.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| EGP Version # | Type | Code | St at us
B Lt r s i i i o o T s ks S R S
| Checksum | Aut ononous System #
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Sequence # |
B ol ok ks o S S S e e e S
EGP Version # assi gned nunber identifying the EGP version
(currently 2)
Type identifies the nessage type
Code identifies the nessage code (subtype)
St at us cont ai ns nessage- dependent status information
Checksum The EGP checksumis the 16-bit one’s conpl enent
of the one’s conpl enent sum of the EGP nessage
starting with the EGP version nunber field. Wen
computing the checksumthe checksumfield itself
shoul d be zero.
Aut ononobus System # assigned nunmber identifying the particul ar
aut ononous system
Sequence # send state variable (comrands) or receive state

vari abl e (responses and i ndi cations)

Following is a description of each of the nessage formats. Note
that the above description applies to all fornats and will not be
r epeat ed.
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A. 1. Neighbor Acquisition Messages
0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| EGP Version # | Type | Code | St at us
s S S T it S
| Checksum | Aut ononous System #
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Sequence # | Hel l o Interval
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Poll Interval |
S S S S SR S
Note: the Hello Interval and Poll Interval fields are present only in
Request and Confirm nessages.
Type 3
Code 0 Request comand
1 Confirm response
2 Ref use response
3 Cease conmmand
4 Cease- ack response
Status (see bel ow) 0 unspeci fi ed
1 active node
2 passi ve node
3 i nsufficient resources
4 adm ni stratively prohibited
5 goi ng down
6 par amet er probl em
7 protocol violation
Hel l o Interval m ni mum Hel 1l o conmand pol ling interval (seconds)
Pol I Interval m numum Pol | conmand polling interval (seconds)

Following is a summary of the assigned Status codes along with a list of
scenarios in which they m ght be used.
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Code St at us

0 unspeci fi ed

1 active node

2 passi ve node

3 i nsufficient resources

4 adm ni stratively
prohi bi ted

5 goi ng down

6 par anet er probl em

7 protocol violation

when nothing else fits
Request/ Confirmonly
Request/ Confirm only

1. out of table space
2. out of systemresources

1. unknown Aut ononobus System
2. use anot her gateway

1. operator initiated Stop
2. abort timeout

1. nonsense polling paraneters
2. unabl e to assune conpati bl e node

1. Invalid command or response
received in this state
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A. 2. Nei ghbor Reachability Messages

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| EGP Version # | Type | Code | St at us
B Lt r s i i i o o T s ks S R S
| Checksum | Aut ononous System # |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Sequence # |
B ol ok ks o S S S e e e S
Type 5
Code 0 Hel | o conmand
1 | -H U response
St at us 0 i ndet erm nate
1 Up state
2 Down state
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A. 3. Poll Conmand

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| EGP Version # | Type | Code | St at us

B Lt r s i i i o o T s ks S R S
| Checksum | Aut ononous System #

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Sequence # | Reserved |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| | P Source Network

B Lt r s i i i o o T s ks S R S

Type 2
Code 0
St at us i ndet ernmi nat e

0
1 Up state
2 Down state

| P Source Network | P network nunber of the network about which
reachability information is being requested
(coded as 1, 2 or 3 octets, left justified with
trailing zeros)
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A 4. Update Response/lndication

3

2

1

0

01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| St at us |

Code

R I T S S T it ST e S S S S i e S T oS S S S

Type

EGP Version # |

Aut ononous System # |

Checksum
B s T s s e T o e S T ks et s oot ST S S S o S S 3

# of Ext Gws |

Int Gws |

# of

I P Sour ce Network
B Lt r s i i i o o T s ks S R S

Sequence # |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

(1-3 octets)

Gateway 1 | P address (wi thout network #)

B T ST S T S S i S S S

# Di st ances
i T R i el i it S SRR R S SR SR S

# Nets

D stance 1
B s o o S e e N el ks S TR T e T S e S e s o i

(1-3 octets)

|
+

(1-3 octets)

|
+

e T

# Nets

D st ance 2
B s s i S S S o il S S S S

(1-3 octets)
(1-3 octets)

|
+
|
+

T S i o S S e i < S S S S S S S S S S

n | P address (w thout network #) |

Gat eway

i S S S T i S S S s s S S S B S S S S e

# Di st ances
Bk o I I e S S T e e e e

# Nets

D stance 1
B s T s s e T o e S T ks et s oot ST S S S o S S 3

(1-3 octets)

(1-3 octets)

# Nets

Di st ance 2 |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

(1-3 octets)

(1-3 octets)
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Code

St at us

# of Int OGws

# of Ext Owys

| P Sour ce Network

Gat eway | P addresses

# of Di stances

D st ances

# of Nets

Net s

Page 23

1

0

0 i ndeterm nate

1 Up state

2 Down state

128 unsol i cited nessage bit

nunber of interior gateways appearing in this
nessage

nurmber of exterior gateways appearing in this
nessage

| P networ k nunber of the network about which
reachability information is being supplied
(coded as 1, 2 or 3 octets, left justified with
trailing zeros)

| P address (w thout network nunber) of the
gateway bl ock (coded as 1, 2 or 3 octets)

nunber of distances in the gateway bl ock

nunbers dependi ng on aut ononmous system
architecture

nunber of nets at each di stance

| P network nunber reachable via the gateway
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A. 5. Error Response/lndication

0
0
+- +-
EGP Version # |
+- +-
Checksum

Sequence #

1 2 3

1234567890123456789012345678901
T Sl S T i wis i i SHE SN e S

Type | Code | St at us
| Aut ononous System #

| Reason

S s T SE S A A T S L

i S i S T L s i st SR i S S S S S

Error Message Header

(first three 32-bit words of EGP header)

+-
I
+-
I
T S T S S T < S S e T T e SIS
I
+-
I

I

I

I
+-

i S T o o S S S e S S S S S e T T

Type
Code

St at us

Reason (see bel ow)

Error Message Header

8

0

0 i ndeterm nate

1 Up state

2 Down state

128 unsol i cited nessage bit

0 unspeci fi ed

1 bad EGP header format

2 bad EGP data field format
3 reachability info unavail able
4 excessive polling rate

5 no response

first three 32-bit words of EGP header

Following is a summary of the assigned Reason codes along with a |ist

scenari os in which they

m ght be used.

I
I
I
I
+

of
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Code Reason Scenari os
0 unspeci fi ed when nothing else fits
1 bad EGP header fornmat 1. bad nessage |ength

2. invalid Type, Code or Status fields

Not es: The reci pi ent can deternine which
of the above hold by inspecting the EGP
header included in the nessage. An

i nstance of a wong EGP version or bad
checksum shoul d not be reported, since
the original recipient can not trust the
header format. An instance of an unknown
aut ononous system shoul d be caught at
acqui stion tinmne.

2 bad EGP data field 1. nonsense polling rates
f or mat (Request/ Confirm
2. invalid Update nessage format
3. response | P Net Address field does
not match command (Updat e)

Not es: An instance of nonsense polling
intervals (e.g. too long to be useful)
specified in a Request or Confirm should
result in a Refuse or Cease with this
cause specified.

3 reachability info 1. no info available on net specified in
unavai |l abl e | P Net Address field (Poll)
4 excessive polling rate 1. two or nore Hello commuands received
Wi thin m ni mum specified polling
i nterval

2. two or nore Poll commands received
within mni mum specified polling
i nterval

3. two or nore Request conmands received
wi thin sonme (reasonably short)
i nterval

Not es: The reci pi ent can deternine which
of the above hold by inspecting the EGP
header included in the nessage.

5 no response 1. no Update received for Poll within
sonme (reasonably long) interva
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Appendi x B. Conparison with RFC 888

M nor functional enhancenents are necessary in the RFC- 888 nessage
formats to support certain features assuned of the state-nmachine nodel
in particular the capability to request a neighbor to suppress Hello
commands. | n addition, the nodel suggests a mapping between its states
and certain status and error indications which clarifies and generalizes
the interpretation.

Al'l of the header fields except the Status field (called the
Information field at sone places in RFC-888) renain unchanged. The
followi ng table sumari zes t he suggested format changes in the Status
field for the various nessages by (Type, Code) cl ass.

d ass Messages St at us Codes

3,0 Request 0 unspecified

3,1 Confirm 1 active node

3,2 Ref use 2 passi ve node

3,3 Cease 3 i nsufficient resources

3,4 Cease- ack 4 adm ni stratively prohibited
5 goi ng down
6 par anet er probl em

5,0 Hell o 0 i ndetermi nate

51 I-H U 1 Up state

2,0 Pol | 2 Down state

1,0 Updat e 128 unsol icited nessage bit

8,0 Error

The changes from RFC-888 are as fol |l ows:

1. The status codes have been conbined in two classes, one for those
messages involved in starting and stopping the protocol and the
other for those nessages involved in maintaining the protocol and
exchangi ng reachability information. Sone nessages of either class
may not use all the status codes assigned.

2. The status codes for the Request and Confirmindi cate whether the
sender can operate in active or passive node. |In RFC-888 this field
nmust be zero; however, RFC-888 does not specify any nechanismto
deci de how t he nei ghbors poll each other

3. The status codes for the Cease, Refuse and Cease-ack have the sane
interpretation. This provides a clear and unanbi guous i ndication
when the protocol is term nated due to an unusual situation, for
instance if the NOC dynanically repartitions the ARPANET. The
assigned codes are not consistent with RFC-888, since the codes for
the Refuse and Cease were assigned conflicting values; however, the
di fferences are mnor and should cause no significant problens.
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4. The status codes for the Hello, I-H U, Poll, Update and Error have
the sane interpretation. Codes O through 2 are nutually exclusive
and are chosen solely on the basis of the state of the sender. In
the case of the Update (and possibly Error) one of these codes can
be conbined with the "unsolicited bit," which corresponds to code
128. |In RFC-888 this field is unused for the Poll and Error and nay
contain only zero or 128 for the Update, so that the default case is
to assunme that reciprocal reachability cannot be determni ned by these
nessages.

5. Sone of the reachability codes defined in RFC-888 have been renoved
as not applicable.
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Appendi x C. Reachability Analysis

The follow ng tabl e shows the state transitions which can occur in
a system of two nei ghboring EGP gateways. Besides being useful in the
design and verification of the protocol, the table is useful for
i mpl enentation and testing.

The system of two nei ghboring EGP gateways is nodelled as a
finite-state automaton constructed as the cartesian product of two state
machi nes as defined above. Each state of this machine is represented as
[i1,j], where i and j are states of the original nmachine. Each |ine of
the table shows one state transition of the machine in the form

[i1,j1] ->[i2,j2] E A

whi ch specifies the machine in state [i1,j1] presented with event E
transitions to state [i2,]j2] and generates action A. Miltiple actions

are separated by the "/" synbol. The special synbol "*" represents the
set of lines where all "*"s in the line take on the (sane) values 0 - 4
in turn.

The table shows only those transitions which can occur as the
result of events arriving at one of the two neighbors. The full table
i ncludes a duplicate set of lines for the other neighbor as well, with
each line derived froma line of the table bel ow using the
transformation:

[i1,j1] ->[i2,j2] E A => [j1,i1] ->[j2,i2] E A

State State Event Acti ons

[*,4] ->[0,4] Cease Cease- ack

[0,1] ->[2,1] Request Confirm Hell o/ Up/t1l
[0,1] ->[0,1] Request Ref use

[0,*] ->[1,*] Start Request/t1

[1,1] ->[2,1] Request ConfirmHell o/ Up/t1l
[1,2] ->[2,2] Confirm Hel lo/Up/t1l

[1,3] ->[2,3] Confirm Hel lo/Up/t1l

[1,0] ->[0,0] Refuse Nul

[1,*] ->[1,*] Start Request/r1

[1,*] ->[0,*] Stop Nul

[1,*] ->[1,*] t1 Request/t1

[2,1] ->[3,1] Up Down/ Hel l o/ Pol 1 /t1/t2
[2,1] ->[2,1] Request ConfirmHell o/ Up/t1l
[2,2] ->[2,2] Hello l-H U

[2,3] ->[2,3] Hello l-H U

[2,2] ->[2,2] I-HU Process



Exterior Gateway Protocol Formal Specification Page 29
D.L. MlIls

[2,3] ->[2,3] I-HU Process
[2,*] ->[1,*] Start Request/r1l
[2,*] ->[4,*] Stop Cease/t1
[2,1] ->[2,1] t1 Hello/t1l
[2,2] ->[2,2] t1 Hello/t1l
[2,3] ->[2,3] t1 Hello/t1l
[3,1] ->[2,1] Down Nul |

[3,2] ->1[2,2] Down Nul |

[3,3] ->[2,3] Down Nul

[3,1] ->[2,1] Request ConfirmHell o/ Up/t1l
[3,2] ->[3,2] Hello l-H U
[3,3] ->[3,3] Hello I-H U
[3,2] ->[3,2] I-HU Process
[3,3] ->[3,3] I-HU Process
[3,3] ->1[3,3] Poll Updat e
[3,3] ->[3,3] Update Process
[3,*] ->[1,*] Start Request/r1
[3,*] ->[4,*] Stop Cease/t1
[3,1] ->1[3,1 t1 Hello/t1l
[3,2] ->[3,2] t1 Hello/t1l
[3,3] ->[3,3] t1 Hello/t1l
[3,1] ->[3,1] t2 Poll/t2
[3,2] ->[3,2] t2 Poll/t2
[3,3] ->[3,3] t2 Poll/t2
[4,1] ->[4,1] Request Cease
[4,*] ->[0,*] Cease Cease- ack
[4,0] ->[0,0] Cease-ack Nul

[4,] ->[0,*] Stop Nul

[41*] -> [41*] tl Cease/t1

In the state-nachi ne nodel defined in this docunent all states of
t he above machi ne are reachable; however, sone are reachable only in
extrene cases when one nei ghbor crashes, for exanple. |In the conmon
case where only one of the neighbors initiates and terni nates the
protocol and neither one crashes, for exanple, not all states are
reachable. Following is a matrix showi ng the states which can be
reached in this case, where the neighbor that initiates and term nates
the protocol is called the active gateway and the other the passive
gat enay.
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Active
Gat eway +
0 Idle
1 Agsn
2 Down |
3 Up |
4 Cease

In the
whi | e t hose
persist for

for exanple.
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Passi ve Gat eway
0 Ildle 1 Agsn 2 Down 3 Up 4 Cease
---------- T
| stabl e | | | | unst abl e |
| unst abl e | unst abl e | unst abl e | unst abl e | unst abl e
| | stabl e | unst abl e | |
| unst abl e | stabl e | |
| unst abl e | unst abl e | unst abl e | unst abl e | unst abl e
---------- T

above matrix the blank entries represent unreachabl e states,
mar ked unst abl e represent transient states which cannot
I ong, due to retransm ssion of Request and Hell o nessages,



