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Abst r act

Thi s docunent describes an abstract mechani sm by whi ch senders inform
the network about the congestion recently encountered by packets in
the sane flow. Today, network elenents at any |ayer may signa
congestion to the receiver by dropping packets or by Explicit
Congestion Notification (ECN) narkings, and the receiver passes this
i nformati on back to the sender in transport-Ilayer feedback. The
nmechani sm descri bed here enables the sender to also relay this
congestion information back into the network in-band at the |IP |ayer,
such that the total anount of congestion fromall elenents on the
path is revealed to all IP elenents along the path, where it coul d,
for exanple, be used to provide input to traffic nmanagenent. This
mechani smis call ed Congesti on Exposure, or ConEx. The conpani on
docunent, "Congestion Exposure (ConEx) Concepts and Use Cases"

(RFC 6789), provides the entry point to the set of ConEx
docunent at i on.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7713
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1

I ntroduction

Thi s docunent describes an abstract mechani sm by which, to a first
approxi mati on, senders informthe network about the congestion
encountered by packets earlier in the sane flow It is not a

conpl ete protocol specification because it is known that designing an
encodi ng (e.g., packet formats, codepoint allocations, etc.) is
likely to entail conpronises that preclude sone uses of the protocol
The goal of this docunent is to provide a franework for devel opi ng
and testing algorithnms to evaluate the benefits of the ConEx protocol
and to eval uate the consequences of the conpronises in various

di fferent encoding designs. This docunent |ays out requirenents for
concrete protocol specifications.

A conpani on docunent [ RFC6789] provides the entry point to the set of
ConEx documentation. It outlines concepts that are prerequisites to
under st andi ng why ConEx is useful, and it outlines various ways that
ConEx m ght be used.

Overvi ew

As typical end-to-end transport protocols continually seek out nore
networ k capacity, network el ements signal whenever congestion
results, and the transports are responsible for controlling this
networ k congestion [RFC5681]. The nore a transport tries to use
capacity that others want to use, the nore congestion signals will be
attributable to that transport. Likew se, the nore transport
sessions sustained by a user and the |onger the user sustains them
the nore congestion signals will be attributable to that user. The
goal of ConEx is to ensure that the resulting congestion signals are
sufficiently visible and robust, because they are an ideal netric for
networks to use as the basis of traffic managenent or other rel ated
functions.

Net wor ks i ndi cate congestion by three possible signals: packet |oss,
ECN nar ki ng, or queueing delay. ECN narking and sone packet | oss may
be the outcone of Active Queue Managenent (AQV), which the network
uses to warn senders to reduce their rates. Packet loss is also the
nat ural consequence of conplete exhaustion of a buffer or other
networ k resource. Some experinmental transport protocols and TCP
variants infer inpending congestion fromincreasing queuing del ay.
However, delay is too anorphous to use as a congestion netric. In
this and other ConEx docunments, the term’'congestion signals’ is
general ly used solely for ECN markings and packet | osses because they
are unanbi guous signals of congestion
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In both cases, the congestion signals follow the route indicated in
Figure 1. A congested network device sends a signal in the data
streamon the forward path to the transport receiver, the receiver
passes it back to the sender through transport-I|evel feedback, and
t he sender nmkes sone congestion control adjustnent.

Thi s docunent extends the capabilities of the Internet protocol suite
with the addition of a new Congestion Exposure signal. To a first
approxi mation, this signal (also shown in Figure 1) relays the
congestion information fromthe transport sender back through the
internetwork | ayer where it is visible to any interested

i nternetwork-1ayer devices along the forward path. This docunent
franmes the engi neering problem of designing the ConEx Signal. The
requirenents are described in Section 3 and sone exanpl e encodi ngs
are presented in Section 4. Section 5 describes all of the protocol
conponents.

This new signal is expressly designed to support a variety of new
policy nechani sns that night be used to instrunent, nonitor, or
manage traffic. The policy devices are not shown in Figure 1 but
m ght be placed anywhere along the forward data path (see

Section 5.4).

iTransporti iTransportl
| Sender | . | Recei ver

| | /] | |
| B R I Congest i on- Feedback- Si gnal s--<-------- . |
| | |/ | | |
| | [\ Transport Layer Feedback Fl ow | | |
| | |\ | | |
| | Y | | |
| | | R R : : | | |
| | | | | |\ | | |
| | | | P Layer | | Dat a Fl ow \ | | |
| | | (Congest ed)| I U B |
| | | | Network |--Congestion-Signals--->-"'

| | | | Device | \ |
| | | | _ /] |
| femmee e - - - >--(new)- | P-Layer - ConEx- Si gnal s-------- >| |
| | | | I |
| | | | I |
| | | | 1 |

Figure 1: The Fl ow of Congestion and ConEx Signals
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Since the policy devices can affect howtraffic is treated, it is
assumed that there is an intrinsic notivation for users,
applications, or operating systens to understate the congestion that
they are causing. Therefore, it is inportant to be able to audit
ConEx Signals and to be able to apply sufficient sanction to

di scourage cheating of congestion policies. The general approach to
auditing is to count signals on the forward path to confirmthat
there are never fewer ConEx Signals than congestion signals. Many
ConEx design constraints conme fromthe need to assure that the audit
function is sufficiently robust. The audit function is described in
Section 5.5; however, significant portions of this docunent (and
prior research [Refb-dis]) are notivated by issues relating to the
audit function and naking it robust.

The congestion and ConEx Signals shown in Figure 1 represent a series
of discrete events: ECN marks or |ost packets, carried by the forward
data stream and fed back into the internetwork layer. The policy and
audit functions are nost likely to act on the accunul ated val ues of
these signals, for which we use the term"volune". For exanple,
"traffic volume" is the total nunber of bytes delivered optionally
over a specified time interval and over sone aggregate of traffic
(e.g., all traffic froma site), while "loss volune" is the tota
anmount of bytes discarded from sone aggregate over an interval. The
term "congestion-volune" is defined precisely in [RFC6789]. Note
that volunme per unit time is average rate.

A design goal of the ConEx protocol is that the inportant policy
mechani sms can be inpl enented per logical link without per-flow state
(see Section 5.4). However, the trade-off is that per-flow state
could be needed to audit ConEx Signals (Section 5.5). This is
justified in that i) auditing at the edges, with a linmited nunber of
flows, enables policy elsewhere, including in the core, wthout any
per-flow state; ii) auditing can use soft flow state, which does not
require route pinning.

There is a long standing argunent over units of congestion: bytes vs
packets (see [RFC7141] and its references). Section 4.6 explains why
this probl em nust be addressed carefully. However, this docunent
does not take a strong position on this issue. Nonetheless, it does
require that the units of congestion nmust be an explicitly stated
property of any proposed encodi ng, and the consequences of that

desi gn deci sion nust be eval uated along with other aspects of the
desi gn.

To be successful, the ConEx protocol needs to have the property that

the rel evant stakehol ders each have the incentive to unilaterally
start on each stage of partial deploynent, which in turn creates
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incentives for further deploynent. Furthernore, |egacy systens that
wi Il never be upgraded do not becone a barrier to deployi ng ConEx.
Issues relating to partial deployment are described in Section 6.

Not e that ConEx Signals are not intended to be used for fine-grained
congestion control. They are anticipated to be nost useful at |onger
tinme scales and/or at coarser granularity than single mcroflows.

For exanple, the total congestion caused by a user night serve as an
i nput to higher-level policy or accountability functions designed to
create incentives for inproving user behavior, such as choosing to
send large quantities of data at off-peak times, at |lower data rates
or with |l ess aggressive protocols such as Low Extra Del ay Background
Transport (LEDBAT) [ RRFC6817]; see [RFC6789].

Utimately, ConEx Signals have the potential to provide a nechani sm
to regul ate gl obal Internet congestion. Fromthe earliest days of
research on congestion control, there has been a concern that there
is no nechanismto prevent transport designers fromincrenentally
maki ng protocols nore aggressive wi thout bound and spiraling to a
"tragedy of the commons" Internet congestion collapse. The "TCP
friendly" paradigmwas created in part to forestall this failure.
However, it no |longer commands any authority because it has little to
say about the Internet of today, which has noved beyond the scaling
range of standard TCP. As a consequence, nmny transports and
applications are opening arbitrarily |large nunmbers of connections or
using arbitrary levels of aggressiveness. ConEx represents a
recognition that the I ETF cannot regulate this space directly because
it concerns the behaviour of users and applications, not individua
transport protocols. Instead, the |IETF can give network operators
the protocol tools to arbitrate the space thenselves with better bul k
traffic managenent. This, in turn, should create incentives for
users and desi gners of applications and of transport protocols to be
nmore ni ndful about contributing to congestion

2.1. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

ConEx Signals in I P packet headers fromthe sender to the network

Not - ConEx: The transport (or at least this packet) is not using
ConEx.

ConEx- Capabl e: The transport is using ConEx. This is the opposite
of Not - ConEx.
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3.

3.

ConEx Signal: A signal in a packet sent by a ConEx-capabl e
transport. It carries at least one of the follow ng signals:

Re- Echo- Loss: The transport has experienced a | oss.

Re- Echo- ECN:  The transport has detected an ECN Congestion
Experi enced (CE) nark.

Credit: The transport is building up credit to signal advance
notice of the risk of packets contributing to congestion, in
contrast to signalling only after inherently del ayed feedback
of actual congestion

ConEx- Not - Mar ked: The transport is ConEx-capable but is not
signal i ng Re-Echo-Loss, Re-Echo-ECN, or Credit.

ConEx- Marked: At | east one of Re-Echo-Loss, Re-Echo-ECN, or Credit.
ConEx- Re- Echo: At | east one of Re-Echo-Loss or Re-Echo- ECN
Requirements for the ConEx Abstract Mechani sm

First-tinme readers may wish to skimthis section, since it is nore
under st andabl e having read the entire docunent.

1. Requirenents for ConEx Signals

Ideally, all the follow ng requirenents would be met by a Congestion
Exposure Si gnal

a. The ConEx Signal SHOULD be visible to internetwork-1layer devices
along the entire path fromthe transport sender to the transport
receiver. Equivalently, it SHOULD be present in the |Pv4d or |Pv6
header and in the outernost I P header if using IP-in-1P
tunneling. It MAY need to be visible if other encapsul ating
headers are used to interconnect networks. The ConEx Signa
SHOULD be i mutabl e once set by the transport sender. A
corollary of these requirenents is that the chosen ConEx encoding
SHOULD pass silently w thout nodification through preexisting
net wor ki ng gear.

b. The ConEx Signal SHOULD be useful under only partial deploynent.
A mninal depl oynent SHOULD only require changes to transport
senders. Furthernore, partial deploynent SHOULD create
i ncentives for additional deploynent, both in terns of enabling
ConEx on nore devices and adding richer features to existing
devices. Nonet hel ess, ConEx depl oynent need never be universal
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and it is anticipated that some hosts and sone transports nmay
never support the ConEx protocol and sone networks nay never use
t he ConEx Signals.

c. The ConkEx Signal SHOULD be tinmely. There will be a m ni nrum del ay
of one RTT and often longer if the transport protocol sends
i nfrequent feedback (consider Real -tinme Transport Contro
Protocol (RTCP) [RFC3550] [RFC6679], for exanple).

d. The ConEx Signal SHOULD be accurate and auditable. The genera
approach for auditing is to observe the volunme of congestion
signals and ConEx Signals on the forward data path and verify
that the ConEx Signals do not underrepresent the congestion
signals (see Section 5.5).

e. The ConEx Signals for packet |oss and ECN marki ng SHOULD have
di stinct encodi ngs because they are likely to require different
audi ti ng techniques.

f. Additionally, there SHOULD be an auditable ConEx Credit signal
A sender can use Credit to indicate potential future congestion
for exanple, as is often seen during startup. ConEx Credit is
intended to overestimate congestion actually experienced across
t he network.

It is already known that inplenmenting ConEx Signhals is likely to
entail some conpronises, and therefore, all the requirenments above
are expressed with the keyword "SHOULD' rather than "MJST". The only
mandatory requirenent is that a concrete protocol description MJST

gi ve sound reasoning if it chooses not to neet sone requirenent.

3.2. Constraints on the Audit Function

The role of the audit function and constraints on it are described in
Section 5.5. There is no intention to standardi se the audit

function. However, it is necessary to lay down the follow ng
normative constraints on audit behaviour so that transport designers
wi Il know what to design against and inplenenters of audit devices
will know what pitfalls to avoid:

Mnimal False Hits: Audit SHOULD i ntroduce mninmal false hits for
honest fl ows.

M ni mal Fal se M sses: Audit SHOULD quickly detect and sanction
di shonest flows, ideally on the first dishonest packet.
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3.3.

Mat

Transport Cblivious: Audit SHOULD NOT be designed around one
particular rate response, such as any particular TCP congestion
control algorithmor one particular resource-sharing regine such
as TCP friendliness [ RFC5348]. An inportant goal is to give
i ngress networks the freedomto unilaterally allow different rate
responses to congestion and different resource sharing regines
[ Evol cc] without having to coordinate with other networks over
details of individual flow behaviour

Sufficient Sanction: Audit SHOULD introduce sufficient sanction
(e.g., loss in goodput) such that senders cannot gain from
under stati ng congestion

Proportionate Sanction: To the extent that the audit m ght be
subject to false hits, the sanction SHOULD be proportionate to the

degree to which congestion is understated. |f the audit over-
puni shes, attackers will find ways to harness it into anplifying
attacks on others. ldeally the audit should, in the long run,

cause the user to get no better perfornmance than they woul d get by
bei ng accurate.

Manage Menory Exhaustion: Audit SHOULD be able to counter state-
exhaustion attacks. For instance, if the audit function uses flow
state, it should not be possible for senders to exhaust its nenory
capacity by gratuitously sending nunerous packets, each with a
different flow ID.

Identifier Accountability: Audit SHOULD NOT be vul nerable to
“identity whitewashing’, where a transport can | abel a flowwth a
new | D nore cheaply than paying the cost of continuing to use its
current | D [ CheapPseud].

Requi rements for Non-abstract ConEx Specifications

An experinmental ConEx specification SHOULD describe the foll ow ng
protocol details:

Net wor k Layer

A. the specific ConkEx Signal encodings with packet formats, bit
fields, and/or codepoints;

B. an inventory of invalid conbinations of flags or invalid
codepoints in the encoding, as well as whether security
gat eways should normalise, discard, or ignore such invalid
encodi ngs, and what val ues they shoul d be consi dered
equi val ent to by ConEx-aware el enents;
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an inventory of any conflated signals or any other effects
that are known to conpromi se signal integrity;

whet her the source is responsible for allowing for the round-
trip delay in ConEx Signals (e.g., using a Credit marking),
and if so, whether Credit is maintained for the duration of a
flow or degrades over tine, and what defines the end of the
duration of a flow

a specification for signal units (bytes vs. packets, etc.),
any approxi mations allowed, and the algorithnms to do any
i npl i ed conversions or accounting;

if the units are bytes, a definition of which headers are
included in the size of the packet;

how tunnel s shoul d propagate the ConEx encodi ng;

whet her the encoding fields are nutable or not, to ensure that
header aut hentication, checksum cal cul ation, etc., process
them correctly; a ConEx encoding field SHOULD be i nmutabl e
end-to-end, then endpoints can detect if it has been tanpered
with in transit;

if a specific encoding allows nutability (e.g., at proxies),
then an inventory of invalid transitions between codepoints;
in all encodings, transitions fromany ConEx marking to Not-
ConEx MJUST be invalid;

a statenent that the ConEx encoding is only applicable to
uni cast and anycast and that forwarding el enents shoul d
silently ignore any ConEx signalling on nulticast packets
(they shoul d be forwarded unchanged);

the definition of any extensibility;

backward and forward conpatibility and potential mgration
strategies; in all cases, a ConEx encodi ng MJUST be arranged so
that | egacy transport senders inplicitly send Not-ConEx;

any (optional) nodification to data-plane forwardi ng dependent
on the encoding (e.g., preferential discard, interaction with
D ffserv, ECN, etc.); and

any warning or error nessages relevant to the encoding.
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Note regarding itemJ on nmulticast: A nulticast tree may involve
different | evels of congestion on each leg. Any traffic
managenent can only nonitor or control nulticast congestion at or
near each receiver. It would make no sense for the sender to try
to expose "whol e-path congestion” in sent packets because it
cannot hope to describe all the differing congestion |evels on
every leg of the tree.

Transport Layer:

A. a specification of any required changes to congestion feedback
in particular transport protocols;

B. a specification (or, nmnimally, a recommendation) for how a
transport should estinmate credits at the beginning of a
connection and while it is in progress;

C. a specification of whether any other protocol options should
(or nust) be enabled along with an inplenmentation of ConEx
(e.g., at least attenpting to negotiate ECN and Sel ective
Acknow edgenent (SACK) capability);

D. a specification of any configuration that a ConEx stack may
require (or, preferably, confirmation that it requires no
configuration); and

E. a specification of the statistics that a protocol stack should
Il og for each type of marking on a per-flow or aggregate basis.

Security:

A. an exanple of a strong audit algorithmsuitable for detecting
if asingle flowis msstating congestion; this algorithm
shoul d present mnimal false results but need not have opti nal
scaling properties (e.g., may need per-flow state).

B. an exanple of an audit algorithm suitable for detecting
nm sstated congestion in a large aggregate (e.g., no per-flow
state).

C. a definition of the |evel of ConEx-Re-Echo and ConEx-Credit
signals that will be sufficient to pass audit (see
Section 5.5).

The possibility exists that these specifications overconstrain the
ConEx design and can not be fully satisfied. An inportant part of
the evaluation of any particular design will be a thorough inventory
of all ways in which it mght fail to satisfy these specifications.
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4. Encodi ng Congestion Exposure

Most protocol specifications start with a description of packet
formats and codepoints with their associ ated neani ngs. This docunent
does not: It is already known that choosing the encoding for ConEx is
likely to entail sone engi neering conproni ses that have the potentia
to reduce the protocol’s usefulness in sone settings. For instance,

t he experinmental ConEx encodi ng chosen for | Pv6 [ CONEX- DESTOPT] had
to nmake conproni ses on tunnelling. Rather than naking these

engi neering choices prematurely, this docunment sidesteps the encodi ng
problem by making it abstract. It describes several different
representations of ConEx Signals, none of which are specified to the
| evel of specific bits or codepoints.

The goal of this approach is to be as conplete as possible for

di scovering the potential usage and capabilities of the ConEx
protocol, so we have sone hope of making optinmal design decisions
when choosing the encoding. Even if experinents reveal particular
probl ens due to the encoding, then this docunent will still serve as
a reference nodel

4.1. Naive Encoding

For tutorial purposes, it is helpful to describe a naive encodi ng of
the ConEx protocol for TCP and sinmilar protocols: set a bit (not
specified here) in the | P header on each retransni ssion and on each
ECN-si gnal | ed wi ndow reduction. Network devices along the forward
path can see this bit and act on it. For exanple, any device al ong
the path might limt the rate of all traffic if the rate of marked
(congest ed) packets exceeds a threshol d.

This sinple encoding is sufficient to illustrate many of the benefits
envi sioned for ConEx. At first glance, it looks like it might
nmotivate people to deploy and use it. It is a one-line code change
that a small nunber of OS devel opers and content providers could
unilaterally deploy across a significant fraction of all Internet
traffic. However, this encoding does not support auditing so it
woul d al so notivate users and/or applications to misrepresent the
congestion that they are causing [ RFC3514]. As a consequence, the
nai ve encoding is not likely to be trusted and thus creates its own
di sincentives for depl oynment.

Nonet hel ess, this Naive encodi ng does present a clear nental nodel of

how t he ConEx protocol might function under various uses. It is
useful for thought experinents where it can be stipulated that al
participants are honest and it does illustrate sone of the incentives

that m ght be introduced by ConEx.
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4.2. Null Encoding

Inlimted contexts, it is possible to inplenent ConEx-like functions
wi t hout any signals at all by measuring rest-of-path congestion
directly from  TCP headers. The algorithmis to keep at |east one RTT
of past TCP headers and match each new header against the history to
count duplicate data.

This could inplenent many ConEx policies, wthout any explicit
protocol. It is fairly easy to inplenment, at |least at lowrate
(e.g., in a software-based edge router). However, it would only be
useful in cases where the network operator can see the TCP headers.
At the time of witing (2014), those cases are the mgjority of
traffic because UDP, |Psec, and VPN tunnels are used far less than
Secure Socket Layer (SSL) or Transport Layer Security (TLS) over
TCP/ 1P, which do not hide TCP sequence nunbers from network devices.
However, anyone specifically intending to avoid the attention of a
congestion policy device would only have to hide their TCP headers
fromthe network operator (e.g., by using a VPN tunnel).

4.3. ECN Based Encodi ng

The re-ECN specification [ RE-ECN-TCP] presents an encodi ng of ConEx
in IPvd and IPv6 that was tightly integrated with ECN encoding in
order to fit into the I Pv4 header. Any individual packet may need to
represent any ECN codepoint and any ConEx Signal val ue independently.
So, ideally, their encoding should be entirely independent. However,
given the linited nunber of header bits and/or codepoints, re-ECN
chooses to partially share codepoints and to re-echo both | osses and
ECN with just one codepoint.

The central theme of the re-ECN work is an audit nechani smthat

provi des sufficient disincentives against mnisrepresenting congestion
[ RE-ECN- MOTI VATION]. It is analyzed extensively in Briscoe’'s PhD

di ssertation [Refb-dis]. For a tutorial background on re-ECN
notivation and techni ques, see [Re-fb] and [FairerFaster].

Re-ECN i s an exanpl e of one chosen set of conpronises attenpting to
nmeet the requirenments of Section 3. The present docunent takes a
step back, ainming to state the ideal requirements in order to all ow
the Internet community to assess whether different conprom ses m ght
be better.

The problemwith re-ECNis that it requires that receivers be ECN
enabled in addition to sender changes. Newer encodings

[ CONEX- DESTOPT] overcone this problem by being able to represent |oss
and ECN-based congestion separately.
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4.4. |ndependent Bits

Thi s encoding involves flag bits, each of which the sender can set
i ndependently to indicate to the network one of the foll owi ng four
si gnal s:

ConEx (Not-ConEx): The transport is (or is not) using ConEx with
t his packet (network-layer encoding requirement L in Section 3.3
says the protocol must be arranged so that |egacy transport
senders inplicitly send Not-ConEx).

Re- Echo- Loss ( Not - Re- Echo-Loss): The transport has (or has not)
experienced a | oss.

Re- Echo- ECN ( Not - Re- Echo-ECN): The transport has (or has not)
experi enced ECN signall ed congestion

Credit (Not-Credit): The transport is (or is not) building up
congestion credit (see Section 5.5 on the audit function).

A packet with ConEx set, conbined with all the three other flags
cl eared, inplies ConEx-Not - Marked.

Thi s encodi ng does not inply any exclusion property anong the
signals. Miltiple types of congestion (ECN, |oss) can be signalled
on the sane ACK. So, ideally, a ConEx sender would be able to
reflect these in the next packet. However, there will be many

i nval id conbinations of flags (e.g., Not-ConEx conbined with any of
t he ConEx- Marked flags), which a malicious sender could use to
advant age agai nst naive policy devices that only check each flag
separately.

As long as the packets in a flow have uniformsizes, it does not
matter whether the units of congestion are packets or bytes.

However, if an application sends very irregul ar packet sizes, it may
be necessary for the sender to mark nultiple packets to avoid being
in technical violation of an audit function nmeasuring in bytes (see
Section 4.6).

4.5. Codepoi nt Encodi ng

Thi s encodi ng i nvol ves signaling one of the followi ng five
codepoi nts:

ENUM { Not - ConEx, ConEx- Not - Mar ked, Re-Echo-Loss, Re-Echo-ECN, Credit}
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Each nanmed codepoint has the sane neaning as in the encodi ng using
i ndependent bits in the previous section. The use of any one
codepoint inplies the negative of all the others.

I nherently, the semantics of nbst of the enunerated codepoints are

mutual ly exclusive. 'Credit’ is the only one that m ght need to be
used in conbination with either Re-Echo-Loss or Re-Echo-ECN, but even
that requirement is questionable. It nust not be forgotten that the

enurer at ed encoding loses the flexibility to signal these two

conbi nati ons, whereas the encoding with four independent bits is not
so limted. Aternatively, tw extra codepoints could be assigned to
these two conbi nations of senmantics. The comment in the previous
section about units also applies.

4.6. Units Inplied by an Encodi ng
The followi ng coments apply generally to all the other encodings.

Congestion can be due to exhaustion of bit-carrying capacity or
exhausti on of packet-processing power. Wen a packet is discarded or
mar ked to indicate congestion, there is no easy way to know whet her
the | ost or marked packet signifies bit congestion or packet
congestion. The above ConEx encodings that rely on marking packets
suffer fromthe sane anbiguity.

This problemis nost acute when audit needs to check that one count
of markings matches another. For exanple, if there are ConEx
mar ki ngs on three large (1500 B) packets, is that sufficient to match
the loss of five small (60 B) packets? |If a packet marking is
defined to nmean all the bytes in the packet are nmarked, then we have
4500 B of ConEx- Marked data against 300 B of lost data, which is

easily sufficient. |If instead we are counting packets, then we have
three ConEx packets against five | ost packets, which is not
sufficient. This problemw Il not arise when all the packets in a

flow are the sane size, but a choice needs to be made for flows in
whi ch packet sizes vary, such as BGP, SPDY, and sone variable-rate
vi deo encodi ng schenes.

Whet her to use bytes or packets is not obvious. For instance, the
nost expensive links in the Internet, in terms of cost per bit, are
all at lower data rates, where transm ssion tinmes are |arge and
packet sizes are inportant. |In order for a policy to consider wire
time, it needs to know the nunber of congested bytes. However, high
speed networ ki ng equi pnent and the transport protocols thensel ves
sonet i mes gauge resource consunption and congestion in terms of
packets.
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[ RFC7141] advi ses that congestion indications should be interpreted
in units of bytes when responding to congestion, at |east on today's
Internet. [RFC6789] takes the sanme viewin its definition of
congesti on-vol unme, again, for today’'s Internet.

In any TCP inplenentation, this is sinple to achieve for varying size
packets given that TCP SACK tracks losses in bytes. |f an encoding
is specified in units of bytes, the encoding should also specify

whi ch headers to include in the size of a packet (see network-|ayer
requirenent F in Section 3.3).

RFC 7141 constructs an argunment for why equi pnent tends to be built
so that the bottleneck will be the bit-carrying capacity of its
interfaces, not its packet-processing capacity. However, RFC 7141
acknow edges that the position may change in future and notes that
new techni ques will need to be devel oped to distinguish packet and
bit congesti on.

G ven this docunent describes an abstract ConEx mechanism it is
intended to be tineless. Therefore, it does not take a strong
position on this issue. However, a ConEx encoding will need to
explicitly specify whether it assunmes units of bytes or packets
consistently for both congestion indications and ConEx markings (see
networ k-1 ayer requirement E in Section 3.3). It nay help to refer to
t he guidance in [ RFC7141].

5. Congestion Exposure Conponents

The conponents shown in Figure 1 as well as policy and audit are
described in nore detail.

5.1. Network Devices (Not Mdified)

Congestion signals originate fromnetwork devices as they do today.
A congested router, switch, or other network device can discard or
ECN- mar k packets when it is congested.

5.2. Modified Senders

The sending transport needs to be nodified to send Congestion
Exposure signals in response to congestion feedback signals (e.g.

for the case of a TCP transport, see [TCP-MODI FICATION]). W want to
permt ConEx without ECN (e.g., if the receiver does not support

ECN). However, we want to encourage a ConEx sender to at |east
attenpt to negotiate ECN (a ConEx transport protocol specification
may require this) because it is believed that ConEx w thout ECN is
harder to audit and thus potentially exposed to cheating. Since
honest users have the potential to benefit from stronger nechani sns
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to manage traffic, they have an incentive to depl oy ConEx and ECN
together. This incentive is not sufficient to prevent a di shonest
user from constructing (or configuring) a sender that enables ConEx
after choosing not to negotiate ECN, but it should be sufficient to
prevent this from being the sustained default case for any
significant pool of users.

Permitting ConEx without ECN is necessary to facilitate bootstrapping
ot her parts of ConEx depl oynent.

5.3. Receivers (Optionally Mdified)

Any receiving transport nay al ready feedback sufficiently usefu
signals to the sender so that it does not need to be altered.

The native | oss or ECN signaling mechani smrequired for conpliance
wi th existing congestion control standards (e.g., RTCP, Stream
Control Transni ssion Protocol (SCTP)) will typically be sufficient
for the Sender to generate ConEx Signals.

TCP' s | oss feedback is sufficient for ConEx if SACK is used

[ RFC2018]. However, the original specification for ECNin TCP

[ RFC3168] signals congestion no nore than once per round trip. The
sender may require nore precise feedback fromthe receiver otherw se
it is at risk of appearing to be understating its ConEx Signals.

| deal Iy, ConEx should be added to a transport |ike TCP without

mandat ory nodifications to the receiver. But in the TCP-ECN case, an
optional nodification to the receiver could be reconrended for

preci sion (see [ RFC7560], which is based on the approach originally
taken when adding re-ECN to TCP [ RE-ECN-TCP]).

5.4. Policy Devices

Pol i cy devices are characterised by a need to be configured with a
policy related to the users or nei ghboring networks being served. In
contrast, auditing devices solely enforce conpliance with the ConEx
protocol and do not need to be configured with any client-specific
policy.

One of the design goals of the ConEx protocol is that none of the

i mportant policy nechanisns requires per-flow state and that policy
mechani snms can even be inplenented for heavily aggregated traffic in
the core of the Internet with conplexity akin to accunul ati ng marki ng
vol unmes per logical link. O course, policy nechanisns may sonetines
choose to focus down on individual flows, but ConEx ains to make
aggregate policy devices feasible.
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5. 4.

5. 4.

1. Congestion Mnitoring Devices

Pol i cy devices can typically be deconposed into two functions:

i) monitoring the ConEx Signal to conpare it with a policy; then ii)
acting in sonme way on the result. Various actions nmight be invoked
agai nst 'out of contract’ traffic, such as policing (see

Section 5.4.3), re-routing, or downgradi ng the class of service.

Alternatively, a policy device mght not act directly on the traffic,
but instead report to managenent systens that are designed to contro
congestion indirectly. For instance, the reports mght trigger
capacity upgrades, penalty clauses in contracts, |evy charges based
on congestion, or nerely send warnings to clients who are causing
excessi ve congestion

Nonet hel ess, whatever action is invoked, the congestion nonitoring
function will always be a necessary part of any policy device.

2. Rest-of-Path Congestion Mnitoring

ConEx Signals indicate the |evel of congestion along a whole path
fromsource to destination. |In contrast, ECN signals nmonitored in
the mddle of a network indicate the | evel of congestion experienced
so far on the path (of course, only in ECN-capable traffic).

If a nonitor in the mddle of a network (e.g., at a network border)
nmeasures both of these signals, it can subtract the I evel of ECN
(path so far) fromthe | evel of ConEx (whole path) to derive a
measure of the congestion that packets are likely to experience

bet ween the nonitoring point and their destination (rest-of-path
congestion).

It will often be preferable for policy devices to nonitor rest-of-
path congestion if they can, because it is a nmeasure of the
downst ream congestion that the policy device can directly influence
by controlling the traffic passing through it.

5.4.3. Congestion Policers

Mat

A congestion policer can be inplemented in a very simlar way to a
bit-rate policer, but its effect can be focused solely on traffic of
users causi ng congesti on downstream which ConEx Signals nake
visible. Wthout ConEx Signals, the only way to nitigate congestion
istoblindly linmt the traffic bit-rate on the assunption that high
bit-rate is nore likely to cause congestion
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A congestion policer nonitors all ConEx traffic entering a network or
sonme identifiable subset. Using ConEx Signals and/or Credit signals
(and preferably subtracting ECN signals to yield rest-of-path
congestion), it measures the anpunt of congestion that this traffic
is contributing sonewhere downstream If this persistently exceeds a
policy-configured 'congestion-bit-rate’, the congestion policer can
limt all the nonitored ConEx traffic.

A congestion policer can be inplemented by a sinple token bucket
applied to an aggregate. But unlike a bit-rate policer, it rempves
tokens only when it forwards packets that are ConEx- Marked,

ef fectively treating Not-ConEx-Marked packets as invisible.
Consequent |y, because tokens give the right to send congested bits,
the fill rate of the token bucket will represent the all owed
congestion-bit-rate. This should provide sufficient traffic
managenment w t hout having to additionally constrain the straight bit-
rate at all. See [ISOLATION-PCLICING for details.

Note that the policing action could be to introduce a throttle
(discard sone traffic) i mediately upstream of the congestion
monitor. Alternatively, this throttle could introduce delay using a
queue with its own AQM which potentially increases the whole path
congestion. |In effect, the congestion policer has noved the
congestion earlier in the path and focused it on one user to protect
downstream resources by reducing the congestion in the rest of the
pat h.

5.5. Audit

The nost critical aspect of ConEx is the capability to support robust
auditing. It can be assuned that sanctions based on ConEx Signals
will create an intrinsic notivation for users to understate the
congestion that they are causing. So, w thout strong audit
functions, the ConEx Signal woul d become understated to the point of
bei ng usel ess. Therefore, the nost inportant feature of an encoding
design is likely to be the robustness of the auditing it supports.

The general goal of an auditor is to nake sure that any ConEx-enabl ed
traffic is sent with sufficient ConEx-Re-Echo and ConEx- Credit
signals. A concrete definition of the ConEx protocol MJST define
what sufficient neans.

If a ConEx-enabl ed transport does not carry sufficient ConEx Signals,
then an auditor is likely to apply sone sanction to that traffic.

Al t hough sanctions are beyond the scope of this docunment, an exanple
sanction mght be to throttle the traffic inmediately upstream of the
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auditor to prevent the user fromgetting any advantage by
understating congestion. Such a throttle would likely include sone
conbi nati on of delaying or dropping traffic.

A ConEx auditor m ght use one of the follow ng techniques:

Ceneric loss auditing: For congestion signalled by |oss, totally
accurate auditing is not believed to be possible in the genera
case because it involves a network node detecting the absence of
some packets when it cannot always necessarily identify
retransm ssions or mssing packets. The m ssing packet m ght
sinmply be taking a different route, or the I P payload nay be
encrypt ed.

It is for this reason that it is desirable to notivate the
depl oyi ng of ECN, even though ECN is not strictly required for
ConEx.

ECN auditing: Directly observe and conpare the vol une of ECN and
ConEx marks. Since the volunme of ECN narks rises nonotonically
along a path, ECN auditing is nost accurate when | ocated near the
transport receiver. For this reason, ECN should be nonitored
downstream of the predom nant bottl eneck

TCP-specific loss auditing: For non-encrypted standard TCP traffic
on a single path, a tactical audit approach could be to nmeasure
| osses by detecting retransm ssions, which appear as duplicate
sequence nunmbers upstream of the | oss and out of order data
downstream of the loss. Since sone reordering is present in the
Internet, such a loss estimtor would be nbst accurate near the
sender. Such an audit device should treat non-ECN capabl e packets
with encrypted | P payl oad as Not-ConEx, even if they claimto be
ConEx- capabl e, unless the operator is also using one of the other
two techni ques bel ow that can audit such packets agai nst | osses.

Predom nant bottleneck |oss auditing: For networks designed so that
| osses predom nantly occur under the control of one |P-aware
bottl eneck node on the path, the auditor could be located at this
bottleneck. It could sinply conpare ConEx Signhals with actua
| ocal packet discards (and ECN marks). This is a good nodel for
nmost consuner access networ ks where audit accuracy could well be
sufficient even if | osses occasionally occur el sewhere in the
net wor k.

Al t hough the auditor at the predonmi nant bottl eneck would not be

able to count |osses at other nodes, transports would not know
where | osses were occurring either. Therefore, a transport would
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not know which | osses it could cheat and which ones it couldn’t
wi t hout getting caught.

ECN tunnel loss auditing: A network operator can arrange IP-in-1P
tunnels (or IP-in-MPLS, etc.) so that any | osses within the
tunnels are deferred until the tunnel egress. Then, the audit

function can be deployed at the egress and be aware of all | osses.
This is possible by enabling ECN nmarking on switches and routers
within a tunnel, irrespective of whether end systens support ECN

by exploiting a side effect of the way tunnels handl e the ECN
field. After encapsulation at the tunnel ingress, the network
shoul d arrange for any non- ECN packets (with 00" in the ECN field
of the outer) to be set to the ECN- capabl e transport (ECT(0))
codepoint. Then, if they experience congestion at one of the ECN
capabl e switches or routers within the tunnel, sonme will be ECN
mar ked rather than i mredi ately dropped. However, when the tunne
decapsul ator strips the outer from such an ECN-nmar ked packet, if
it finds the inner header has '00° in the ECN field (rmeaning that
t he endpoints do not support ECN), it will automatically drop the
packet, assuming it conplies with [ RFC6040]. Thus, an audit
function at the decapsul ator can know whi ch packets woul d have
been dropped within the tunnel (and even which are genui nely ECN
mar ked for the end-to-end protocol). Non-ECN end systens outside
the tunnel see no sign of the use of ECN internally.

In addition, other audit techniques may be identified in the future.

[ Ref b-di s] gives a conprehensive inventory of attacks agai nst audit
proposed by various people. It includes pseudocode for both
determnistic and statistical audit functions designed to thwart
these attacks and anal yses the effectiveness of an inplenentation
Al t hough this work is specific to the re-ECN protocol, nost of the
material is useful for designing and assessing audit of other
speci fi ¢ ConEx encodi ngs, against both ECN and | oss.

The auditing function should be able to trigger sufficient sanction
to di scourage understating congestion [Salvatori05]. This seens to
require designing the sanction in concert with the policy functions,
even though they might be inplemented in different parts of the
networ k. However, [Refb-dis] proves audit and policy functions can
be i ndependent as long as audit drops sufficient traffic to
"nornmal i se’ actual congestion signals to be no greater than ConEx

Si gnal s.

Simlarly, the job of incentivising the sending of ConEx-enabl ed

packets is proper solely to policy devices independent of the audit
function. The audit function’s job is policy neutral, so it should
be solely confined to checking for correctness within those packets
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that have been narked as ConEx-capable. Even if there are Not-ConEx
packets m xed with ConEx packets within a flow, audit will not need
to nmonitor any Not-ConEx packets.

Note that in the future it mght prove to be desirable to provide
advice on uniformy inplenenting sanctions, because ot herw se
insufficient sanctions could inpair the ability to inplenent policy
el sewhere in the network

Some of the audit algorithnms require per-flow state. This cost is
expected to be tol erabl e because these techni ques are npbst apropos
near the edges of the network where traffic is generally nuch |ess
aggregated so the state need not overwhel many one device. The flow
state required for the audit creates itself as it detects new fl ows.
Therefore, a floww Il not fail if it is re-routed away fromthe
audit box currently holding its flow state, so auditing does not
require route pinning and works fine with nmultipath fl ows.

Hol ding flow state seens to create a vulnerability to attacks that
exhaust the auditor’s nenory by openi ng nunmerous new short fl ows.
The audit function can protect itself fromthis attack by not

al l ocating new fl ow state unl ess a ConEx- Marked packet arrives (e.qg.
credit at the start of a flow). Because policy devices rate limt
ConEx- Marked packets, this sets a natural linmt to the rate at which
a source can create flow state in audit devices. The auditor would
treat all the remaining flows w thout any ConEx- Marked packets as a
si ngl e nmi sbehavi ng aggregat e.

Auditing can be distributed and redundant. One flow nay be audited
in nmultiple places, using nultiple techniques. Sonme audit techniques
do not require any per-flow state and can be applied to aggregate
traffic. These mght be able to detect the presence of understated
congestion at |large scale and support recursively hunting for

i ndi vidual flows that are understating their congestion. Even at

| arge scales, flows can be randomy sel ected for individual auditing.

Sanpl i ng techni ques can also be used to bound the total auditing
menory footprint, although the inplenmenter needs to counter the
tactic where a source cheats until caught by sanpling, then sinply
discards that flow ID and starts cheating with a new one (terned
“identifier whitewashi ng when caught’).

For the concrete ConEx protocol encodi ng defined in [ CONEX- DESTOPT],
ConEx Credit and ConEx- Re-Echo signals are intended to be audited
separately. The Credit signal can be audited directly agai nst actua
congestion (loss and ECN). However, there will be an inherent delay
of at |least one round trip between a congestion signal and the
subsequent ConEx- Re-Echo signal it triggers, as shown in Figure 1
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Ther ef ore, ConEx- Re-Echo signals will need to be audited with some
al l owance for this delay. Further discussion of design and

i mpl ement ati on choices for functions intended to audit this concrete
ConEx encodi ng can be found in [ CONEX- AUDI T] .

6. Support for Increnental Depl oynent

The ConEx abstract protocol described so far is intended to support
i ncrenental deploynent in every possible respect. For convenience,
the following Iist collects together all the features that support
i ncrenental deploynent in the concrete ConEx specifications and
points to further information on each:

Packets: The wire protocol encoding allows each packet to indicate
whether it is using ConEx or not (see Section 4 on
Encodi ng Congesti on Exposure).

Senders: ConEx requires a nodification to the source in order to
send ConEx packet markings (see Section 5.2). Al though ConEx
support can be indicated on a packet-by-packet basis, it is likely
that all the packets in a floww Il either consistently support
ConEx or consistently not. It is also likely that, if the
i npl ementation of a transport protocol supports ConEx, all the
packets sent fromthat host using that protocol will be ConEx-
Capabl e.

The i npl enentations of some of the transport protocols on a host
m ght not support ConEx (e.g., the inplenentation of DNS over UDP
m ght not support ConEx, while perhaps RTP over UDP and TCP will).
Any non-upgraded transports and non-upgraded hosts will sinply
continue to send regul ar Not-ConEx packets as al ways.

A network operator can create incentives for senders to
voluntarily reveal ConEx information (see the itemon increnmenta
depl oynent by ’ Networ ks’ bel ow) .

Recei vers: A ConEx source should be able to work with the regul ar
receiver for the transport in question w thout requiring any
ConEx-specific nodifications. This is true for nodern transport
protocols (RTCP, SCTP, etc.) and it is even true for TCP, as |ong
as the receiver supports SACK, which is widely deployed anyway.
However, it is not true for ECN feedback in TCP. The need for
nore preci se ECN feedback in TCP is not exclusive to ConkEx; for
i nstance, Data Centre TCP [DCTCP] uses precise feedback to good
effect. Therefore, if a receiver offers precise feedback
[RFC7560] it will be best if ConEx uses it (see Section 5.3).
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Al ternatively, without sufficiently precise congestion feedback
fromthe receiver, the source nmay have to conservatively send
extra ConEx markings in order to avoi d understating congestion

Proxies: Although it was stated above that ConEx requires a
nodi fication to the source, ConEx Signals could theoretically be
i ntroduced by a proxy for the source as long as it can intercept
feedback fromthe receiver. Sinmilarly, nore precise feedback
could theoretically be provided by a proxy for the receiver rather
than nmodi fying the receiver itself.

Forwarding: No nodification to forwarding or queuing is needed for
ConEx.

However, once sone ConEx is deployed, it is possible that a queue
i npl enmentation could optionally take advantage of the ConEx
information in packets. For instance, it has been suggested

[ CONEX- DESTOPT] that a queue woul d be nore robust agai nst flooding
if it preferentially discarded Not-ConEx packets then Not-Marked
ConEx packets.

A ConEx sender re-echoes congestion whether the queues signaling
congestion are ECN enabl ed or not. Nonethel ess, an operator
relying on ConEx Signals is recommended to enable ECN i n queues
wher ever possible. This is because auditing works best if nost
congestion is indicated by ECN rather than | oss (see Section 3).
Al so, nonitoring rest-of-path congestion is not accurate if there
are congested non- ECN queues upstream of the nonitoring point
(Section 5.4.2).

Networks: |If a subset of traffic sources (or proxies) use ConEx
Signals to reveal congestion in the internetwork |ayer, a network
operator can choose (or not) to use this information for traffic
managenent. As long as the end-to-end ConEx Signals are present,
each network can unilaterally choose to use them-- independently
of whether other networks do.

ConEx marked packets may safely traverse a network that ignores
them ConEx Signhals are defined to remai n unchanged once set by
the sender, but some encodi ngs may all ow changes in transit (e.g.

by proxies). 1In no circunstances will a network node change
ConEx- Capabl e packets to Not-ConEx (network-|ayer encodi ng
requirenent | in Section 3.3). |If necessary, endpoints should be

able to detect if a network is renmoving ConEx Signals (network-
| ayer encoding requirement Hin Section 3.3).
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7.

An operator can deploy policy devices (Section 5.4) wherever
traffic enters its network in order to nonitor the downstream
congestion that inconing traffic contributes to and control it if
necessary. A network operator can create incentives for the

devel opers of sending applications and transports to voluntarily
reveal ConEx information. Wthout ConEx information, a network
operator tends to have to limt the bit-rate or volune froma site
nore than is necessary, just in case it might congest others.

Wth ConEx information, the operator can solely Iimt congestion-
causing traffic and otherw se allow conplete freedom This
greater freedom acts as an i nducenent for the source to vol unteer
ConEx information. An operator may al so nonitor whether a source
transport has sent ConEx packets and treat the sane transport with
greater suspicion (e.g., a nore stringent rate linit) whenever it
sel ectively sends packets w thout ConEx support. See [RFC6789]
for further discussion of deploynent incentives for networks and
ref erences to scenari os where sone networks use ConEx-based policy
devi ces and others don't.

An operator can deploy audit devices (Section 5.5) unilaterally
within its owm network to verify that traffic sources are not
understating ConEx information. Fromthe viewpoint of one network
operator (say N a), it only cares that the | evel of ConEx
signaling is sufficient to cover congestion in its own network.

If traffic continues into a congested downstream network (say

N b), it is of no concern to the first network (N a) if the end-
to-end ConEx signaling is insufficient to cover the congestion in

N b as well. This is N b's concern, and N b can both detect such
anomal ous traffic and deal with it using ConEx-based audit devices
itself.

Security Considerations

The only known risk associated with ConEx is that users and
applications are very likely to be notivated to underrepresent the
congestion that they are causing. Significant portions of this
docunent are about nechanisns to audit the ConEx Signals and create
sufficient sanction to inhibit such underrepresentation. In
particul ar, see Section 5.5.

Security attacks and their defences are best discussed against a
concrete protocol specification, not the abstract nmechanismof this
docunent. A concrete ConEx protocol will need to be acconpani ed by a
docunent describing how the protocol and its audit nechani sns defend
against likely attacks. [Refb-dis] will be a useful source for such
a docunent. It gives a conprehensive inventory of attacks agai nst
audit that have been proposed by various parties. It includes
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pseudocode for both deterministic and statistical audit functions
designed to thwart these attacks and anal yses the effectiveness of an
i mpl enent ati on.

However, [Refb-dis] is specific to the re-ECN protocol, which
signall ed ECN and | oss together, whereas the concrete ConEx protocol
defined in [ CONEX- DESTOPT] signals them separately. Therefore,

al though likely attacks will be simlar, there will be nore

conbi nations of attacks to worry about, and defences and their
analysis are likely to be alittle different for ConEx.

The mai n known attacks that a security docunment for a concrete ConEx
protocol will need to address are |listed bel ow and [ Ref b-dis] should
be referred to for how re-ECN was designed to defend against sinmilar
att acks:

o Attacks on the audit function (see Section 7.5 of [Refb-dis]):

Fl ow | D Wi t ewashi ng: Designing the audit function so that a
source cannot gain fromstarting a new fl ow once audit has
detected cheating in a previous flow

Draggi ng Down an Aggregate: Avoiding audit discardi ng packets
fromall flows within an aggregate, which would allow one flow
to pull down the average so that the audit function would
di scard packets fromall flows, not just the offending flow

Draggi ng Down a Spoofed Flow ID:  An attacker understates ConEx
mar ki ngs in packets that spoof another flow, which fools the
audit function into dropping the genuine user’s packets.

0o Attacks by networks on other networks (see Section 8.2 of
[ Ref b-dis]):

Dumy Traffic: Sending dunmy traffic across a border with
under stated ConEx markings to bring down the average ConEx
mar ki ngs in the aggregate of border traffic. This attack can
be conmbined with a TTL that expires before the packets reach an
audit function.

Si gnal Poi soning with *Cancelled” Marking: Sending high vol unes
of valid packets that are both ConEx- Marked and ECN- mar ked,
whi ch seens to represent congestion upstream but it nakes
t hese packets immune to being further ECN- marked downstream
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It is planned to docunent all known attacks and their defences
(including all of the above) in the RFC series against a concrete
ConEx protocol specification. 1In the interim [Refb-dis] and its
ref erences should be referred to for details and ways to address
these attacks in the case of re-ECN
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