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Abstract

Thi s docunent defines a Constrained Application Protocol (CoAP) Usage
for REsource LCcation And Discovery (RELOAD). The CoAP Usage
provides the functionality to federate Wrel ess Sensor Networks
(WBNs) in a peer-to-peer fashion. The CoAP Usage for RELOAD al |l ows
CoAP nodes to store resources in a RELOAD peer-to-peer overlay,

provi des a | ookup service, and enables the use of RELOAD overlay as a
cache for sensor data. This functionality is inplenented in the
RELOAD overlay itself, without the use of centralized servers. The
RELCAD AppAttach nethod is used to establish a direct connection

bet ween nodes through whi ch CoAP nessages are exchanged.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7650.
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1. Introduction

The Constrained Application Protocol (CoAP) Usage for REsource
LCcation And Di scovery (RELOAD) all ows CoAP nodes to store resources
in a RELOAD peer-to-peer overlay, provides a |ookup service, and
enabl es the use of RELOAD overlay as a cache for sensor data. This
functionality is inplenented in the RELOAD overlay itself, wthout
the use of centralized servers

This usage is intended for interconnected devices over a w de-area
geogr aphi cal coverage, such as in cases where nultiple Wreless
Sensor Networks (WBNs) need to be federated over sone wi der-area
network. These WBNs woul d i nterconnect by nmeans of nodes that are
equi pped with long range nodules (e.g., 2G 3G 4G as well as short
range ones (e.g., XBee, ZigBee, Bluetooth LE)

Constrai ned devices are likely to be heterogeneous when it cones to
their radio | ayer; however, we expect themto use a common
application-layer protocol -- CoAP, which is a specialized web
transfer protocol [RFC7252]. It realizes the Representational State
Transfer (REST) architecture for the nobst constrained nodes, such as
sensors and actuators. CoAP can be used not only between nodes on
the sane constrai ned network but al so between constrai ned nodes and
nodes on the Internet. The latter is possible since CoAP can be
translated to Hypertext Transfer Protocol (HTTP) for integration with
the web. Application areas of CoAP include different fornms of

machi ne-t o- machi ne (M2M conmuni cati on, such as home automation
construction, health care or transportation. Areas with heavy use of
sensor and actuator devices that nonitor and interact with the
surroundi ng envi ronnent.

As specified in [ RFC6940], RELOAD is fundanentally an overl ay

network. It provides a |layered architecture wth pluggable
application layers that can use the underlaying forwarding, storage,
and | ookup functionalities. Figure 1 illustrates where the CoAP

Usage is placed within the RELOAD architecture.
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Figure 1: Architecture
The CoAP Usage involves three basic functions:

Regi stration: CoAP nodes that can use the RELOAD data storage
functionality, can store a mapping fromtheir CoAP URI to their Node-
IDin the overlay. They can also retrieve the Node-IDs of other
nodes. Nodes that are not RELOAD aware can use ot her nechani sns, for
exanple [CORERESDIR] in their |ocal network.

Lookup: Once a CoAP node has identified the Node-ID for an URl it
wi shes to retrieve, it can use the RELOAD nessage routing systemto
set up a connection that can be used to exchange CoAP nessages.
Simlarly as with the registration, nodes that are not RELOAD aware
can use CoAP nmessages with a RELOAD Node (RN) that will in turn
performthe | ookup in the overlay.
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Cachi ng: Nodes can use the RELOAD overlay as a caching nechani smfor
i nformation about what CoAP resources are avail able on the node.
This is especially useful for power-constrained nodes that can make
their data available in the cache provided by the overlay while in
sl eep node.

For instance, a CoAP proxy (See Section 3) could register its Node-ID
(e.g. "9996172") and a list of sensors (e.g. "/sensors/tenp-1;

/ sensors/tenmp-2; /sensors/light, /sensors/humidity") under its UR
(e.g. "coap://overlay-1.con proxy-1/").

Wien a node wants to discover the values associated with that URI, it
queries the overlay for "coap://overlay-1.confproxy-1/" and gets back
the Node-1D of the proxy and the list of its associated sensors. The
requesti ng node can then use the RELOAD overlay to establish a direct
connection with the proxy and to read sensor val ues.

Mor eover, the CoAP proxy can store the sensor infornmation in the
overlay. In this way, information can be retrieved directly fromthe
overlay w thout performing a direct connection to the storing proxy.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

We use the terninology and definitions fromthe RELOAD Base Protoco
[ RFC6940] extensively in this docunment. Sone of those concepts are
further described in the "Concepts and Term nol ogy for Peer to Peer
SIP" [P2PSI P] docunent.

3. Architecture

In our architecture we extend the different nodes present in RELOAD
(Peer, dient) and add support for sensor devices or other
constrai ned devices. Figure 2 illustrates the overlay topology. The
di fferent nodes, according to their functionality, are:

dient
As specified in [ RFC6940], clients are nodes that do not have
routing or storage responsibilities in the Qverlay.

Peer
As specified in [ RFC6940], peers are nodes in the overlay that can
route nessages for nodes other than those to which it is directly
connect ed.
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Sensor
Devi ces capabl e of measuring a physical quantity. Sensors usually
acquire quantifiable information about their surrounding
envi ronnment such as: tenperature, humidity, electric current,
nmoi sture, radiation, and so on.

Act uat or
Devi ces capabl e of interacting and affecting their environnent
such as: electrical notors, pneumatic actuators, electric
switches, and so on

Pr oxy Node
Devi ces having sufficient resources to run RELOAD either as client
or peer. These devices are located at the edge of the sensor
network and, in case of Wrel ess Sensor Networks (WSN), act as
coordi nators of the network.

Physi cal devices can have one or several of the previous functiona
roles. According to the functionalities that are present in each of
t he nodes, they can be:

Const r ai ned Node
A Constrained Node (CN) is a node with limted conputationa
capabilities. CN devices belong to classes of at least Cl and C2
devices as defined in [ RFC7228], their nain constraint being the
i mpl ement ati on of the CoAP protocol. If the CNis wireless, then
it will be part of a Low Rate Wrel ess Personal Area Network
(LR-WPAN), also ternmed Low Power and Lossy Network (LLN). Lastly,
devices will usually be in sleep node in order to prevent battery
drain, and will not comruni cate during those periods. A CNis NOT
part of the RELOAD overlay, therefore it cannot act as a client,
peer, nor proxy. A CNis always either a Sensor or an Actuator
In the latter case, the node is often connected to a continuous
energy power supply.

RELCAD Node
A RELOAD Node (RN) MUST inplenent the client functionality in the
Overlay. Additionally, the node will often be a full RELQOAD peer
An RN may al so be sensor or actuator since it can have those
devi ces connected to it.

Pr oxy Node
A Proxy Node (PN) MJUST inplenent the RN functionality and act as a
sink for the LR-WPAN network. The PN connects the short range
Wreless Network to the Wde Area Network or the Internet. A
Proxy Node fulfills the "Proxy Node" role as described previously
in the Architecture.
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Fi gure 2: Overlay Topol ogy
4. Registering CoAP URI s

CoAP URIs are typically resolved using a DNS. Wen CoAP is needed in
a RELOAD environment, URI resolution is provided by the overlay as a
whol e. Instead of registering a URI, a peer stores a

CoAPRegi stration structure under a hash of its owm URI. This uses

t he CoAP REG STRATION Kind-1D, which is formally defined in

Section 8.1 and uses a DI CTI ONARY dat a nodel .

In this exanple, a CoAP proxy that is located in an overlay
overlay-1.comusing a Node-ID "9996172" wants to register four
different sensors to the URI "coap://overlay-1.com proxy-1/.well -
known/". We will be using the Iink format specified in [ RFC6690] to
store the followi ng mapping in the overlay:
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Resource-1D = h(coap://overlay-1. conf proxy-1/.well-known/)
KEY = 9996172,

VALUE = |
</sensors/tenp-1>;rt="tenperature-c";if="sensor",
</ sensors/tenp-2>;rt="tenperature-c";if="sensor",
</sensors/light>rt="1ight-lux";if="sensor",
</sensors/hunmidity>;rt="hum dity-p";if="sensor"

]

Note that the Resource-ID stored in the overlay is cal cul ated as hash
over the URI, that is -- h(URI), which in RELOAD is usually SHA-1.

This would inform any other node performng a | ookup for the previous
URI "coap://overlay-1.com proxy-1/.well-known" that the Node-1D val ue
for proxy-1 is "9996172". In addition, this mapping provides

rel evant information as to the nunber of sensors (CNs) and the URI
path to connect to them usi ng CoAP.

5.  Lookup

The RELQAD overlay supports a rendezvous systemthat can be used for
the | ookup of other CoAP nodes. This is done by fetching nmapping
i nformation between CoAP URIs and Node- | Ds.

As an exanple, if a node RN located in the overlay overlay-1.com
wi shes to read which resources are served at an RN with UR
coap://overlay-1.com proxy-1/, it performs a fetch in the overlay.
The Resource-ID used in this fetch is a SHA-1 hash over the UR
"coap://overlay-1.conl proxy-1/.well-known/".

After this fetch request, the overlay will return the follow ng
result:

Resource-1D = h(coap://overlay-1.con proxy-1/.well-known/)
KEY = 9996172,

VALUE = |
</sensors/tenp-1>;rt="tenperature-c";if="sensor",
</sensors/tenp-2>;rt="tenperature-c";if="sensor",
</sensors/light>rt="1ight-lux";if="sensor",
</sensors/hunmdity>;rt="hum dity-p";if="sensor"

]

The obtained KEY is the Node-ID of the RN responsible of this KEY/
VALUE pair. The VALUE is the set of URIs necessary to read data from
the CNs associated with the RN
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Usi ng the RELOAD DI CTI ONARY nodel allows for nultiple nodes to
performa store to the same Resource-I1D. This can be used, for
exanple, to performa store of resources of the sane type or with
simlar characteristics. After perfornming a |ookup, this feature
allows the fetching of those nmultiple RNs that host CNs of the same
cl ass.

As an exanple, provided that the previous peer (9996172) and anot her
peer (9996173) have stored the links to their respective tenperature
resources in this sane Resource-1D (tenperature), an RN (e.qg.,
node-A) can do a fetch to the URI "coap://overlay-1.com
tenperature/.well-known/", obtaining the follow ng results:

Resource-1D = h(coap://overlay-1.conitenperature/.well-known/)

KEY = 9996172,

VALUE = [
</ sensors/tenp-1>;rt="tenperature-c";if="sensor",
</ sensors/tenp-2>;rt="tenperature-c";if="sensor",

]

KEY = 9996173,
VALUE = [
</ sensors/tenp-a>; rt="tenperature-c";if="sensor",
</ sensors/tenp-b>;rt="tenperature-c";if="sensor"
]

6. Forming a Direct Connection and Readi ng Data

Once an RN (e.g., node-A) has obtained the | ookup information for a
node in the overlay (e.g., proxy-1), it can directly connect to that
node. This is performed by sending an AppAttach request to the
Node- | D obt ai ned during the | ookup process.

After the AppAttach negotiation, node-A can access the values of the
CNs at proxy-1 using the information obtained during the | ookup.

Fol I owi ng the exanple in Section 5, and according to [ RFC6690], the
requests for accessing the CNs at proxy-1 would be:

REQ GCET /sensors/tenp-1
REQ GCET /sensors/tenp-2
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Fi gure 3 shows a sanple of a node readi ng tenperature data.

O + e eeaao - + O + +---+
| PNA | OVERLAY | | PNB | | CNBJ
L + e ea - + L + +---+

| | | |
| | | |
| 1. RELOAD | | |
| FetchReq | | |
[EEEREEERREES > | |
| | | |
| 2. RELOAD | | |
| FetchAns | | |
| <----------- +| | |
| | | |
| 3. RELOAD | | |
| AppAttach | | |
| +----m-m-m-- >| | |
| | 4. RELOAD | |
| | AppAttach | |
| | +-------- - >| |
| | | |
| | 5. RELOAD | |
| 6. RELOAD | AppAt t achAns| |
| AppAttachAns | <---------- +| |
| <----------- +| | |
| | | |
| | |
| e | |
| / 7.1 CE \ | |
| \ connectivity checks /| |
| s | |
| | |
| 8. CoAP CON | |
| CET /sensors/tenp-1 | |
| #--mmmmm e >| |
| | 9.CoAP GET |
| | / sensors/tenp-1 |
| [ +---mmmmee - >|
| | 10. CoAP |
| 11. CoAP | ACK 200 |
| ACK 200 [ <----mmmmeea oo - +|
| <--mmmmmmiie e +| |
| | |
Figure 3: An Exanpl e of a Message Sequence
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7. Caching Mechani sns

The CoAP protocol itself supports the caching of sensor infornmation
in order to reduce the response tine and network bandw dth
consunption of future, equivalent requests. CoAP caching is
specified in Section 5 of [RFC7252]. It consists of reusing stored
responses when new requests arrive. This type of storage is done in
CoAP proxi es.

Thi s CoAP usage for RELQAD proposes an additional caching nechani sm
for storing sensor information directly in the overlay. |In order to
do so, it is necessary to define how the data should be stored. Such
caching nechanismis primarily intended for CNs with sensor
capabilities, not for RN sensors. This is due to the battery
constraints of CNs, forcing themto stay in sleep node for |ong

peri ods of tine.

Whenever a CN wakes up, it sends the nobst recent data fromits
sensors to its proxy (PN, which stores the data in the overlay using
a RELOAD StoredData structure defined in Section 6 of [RFC6940]. W
use the StoredbDataVal ue structure defined in Section 6.2 of

[ RFC6940], in particular we use the SingleValue format type to store
the cached values in the overlay. Fromthat structure |ength,
storage tinme, lifetinme and Signature are used in the sane way. The

only difference is DataVal ue, which in our case can be either a
ProxyCache or a Sensor Cache:

enum { reserved (0), proxy_cache(l), sensor_cache(2), (255) }
CoAPCachi ngType

struct {

CoAPCachi ngType coap_cachi ng_type

sel ect (coap_caching_type) {

case proxy_cache: ProxyCache proxy_cache_entry;
case sensor_cache: SensorCache sensor_cache_entry;
/* extensions */

}
} CoAPCachi ng;
7.1. ProxyCache

ProxyCache is neant to store values and sensor infornation (e.qg.
inactivity time) for all the sensors associated with a certain proxy,
as well as their CoAP URIs. SensorCache, on the other hand, is used
for storing the informati on and cached val ue of only one sensor (CoAP
URI is not necessary, as it is the sane as the one used for
generating the Resource-1D associated to that SensorCache entry).
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ProxyCache contains the Node-1D, length, and a series of SensorEntry
types.

struct {

Node-1 D Node_I D;

ui nt 32 | engt h;

Sensor Entry sensors|count];
} ProxyCache;

Node- | D
The Node-1D of the Proxy Node (PN) responsible for different
sensor devi ces;

| ength
The length of the rest of the structure;

Sensor-Entry
Li st of sensors in the formof SensorEntry types;

SensorEntry contains the coap uri, sensor_info, and a series of
Sensor Val ue types.

struct {

opaque coap_uri

SensorlInfo sensor _info;

uint32 |ength;

Sensor Val ue sensor_val ue[ count];
} SensorEntry;

coap_uri
CoAP nane of the sensor device in question

sensor_info
cont ai ns rel evant sensor information

| ength
The I ength of the rest of the structure;

sensor_val ue
contains a list of values stored by the sensor;
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7.2. SensorCache
Sensor Cache: contains the information related to one sensor

struct {

Node-|1 D Node_I D;

Sensor | nfo sensor_info;

uint32 |ength;

Sensor Val ue sensor_val ue[ count];
} Sensor Cache;

Node_| D
identifies the Node-ID of the Proxy Node responsible for the
sensor;

sensor _info
contai ns rel evant sensor information

| ength
The length of the rest of the structure;

sensor _val ue
contains a list of values stored by the sensor

Sensorlnfo contains rel evant sensor information that is dependent on
the use case. As an exanple, we use the sensor nanufacturer as
rel evant infornation.

struct {
opaque dev_i nfo;

/* extensions */

} Sensorl nfo;

dev_info
Contai ns specific device infornmation as defined in [ RFC6690] --
for exanple, tenperature, lunminosity, etc. |t can also represent

other semantic information about the device.

Sensor Val ue contains the neasurenent _tine, lifetine, and val ue of the
nmeasur enent .
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struct {
uint 32 neasurenent _tine;
uint32 Ilifetine;

opaque val ue;
/* extensions */
} Sensor Val ue;

nmeasurenent _tinme
i ndi cates the noment when the nmeasure was taken, represented as
the nunber of nilliseconds el apsed since nmidnight Jan 1, 1970 UTC
not counting | eap seconds.

lifetine
indicates the validity tine of that neasured value in mlliseconds
si nce nmeasurenent _tine.

val ue
i ndi cates the actual value neasured. It can be of different types
(integer, long, string); therefore, opaque has been used.

8. CoAP Usage Kinds Definition
This section defines the CoAP- REG STRATI ON and CoAP- CACHI NG Ki nds.
8.1. CoAP- REG STRATI ON Ki nd

Ki nd- | Ds
The Resource Nanme for the CoAP- REA STRATION Kind-ID is the CoAP
URI. The data stored is a CoAPRegistration, which contains a set
of CoAP URIs.

Dat a Mbdel
The data nodel for the CoAP- REG STRATION Kind-1D is dictionary.
The dictionary key is the Node-I1D of the storing RN. This allows
each RN to store a single nmapping.

Access Control

URI - NODE- MATCH. The "coap:" prefix needs to be renoved fromthe
COAP URI bef ore mat chi ng.
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Data stored under the COAP- REG STRATION Kind is of type
CoAPRegi stration, defined bel ow

struct {
Node- | D Node_I D;
uintl6 coap_uris_length;
opaque coap_uris (0..2"16-1);
} CoAPRegi strati on;

8.2. CoAP- CACH NG Ki nd

Ki nd- | Ds
The Resource Nanme for the CoAP-CACH NG Kind-ID is the CoAP URI.
The data stored is a CoAPCachi ng, which contains a cached val ue.

Dat a Mbdel
The data nodel for the CoAP-CACH NG Kind-1D is single val ue.

Access Control
URI - MATCH. The "coap:" prefix needs to be renoved fromthe COAP
URI before matching.

Data stored under the CoAP-CACH NG Kind is of type CoAPCachi ng,
defined in Section 7.

9. Access Control Rules

As specified in RELOAD Base [ RFC6940], every Kind that is storable in
an overlay nmust be associated with an access control policy. This
policy defines whether a request froma given node to operate on a

gi ven val ue should succeed or fail. Usages can define any access
control rules they choose, including publicly witable val ues.

CoAP Usage for RELQAD requires an access control policy that allows
multiple nodes in the overlay read and wite access. This access is
for registering and caching informati on using CoAP URI s as
identifiers. Therefore, none of the access control policies
specified in RELOAD Base [ RFC6940] are sufficient.

Thi s docunent defines two access control policies, called URI - MATCH
and URI - NODE- MATCH. In the URI - MATCH policy, a given value MJIST be
written and overwritten if and only if the signer’s certificate
contains an uni fornResourceldentifier entry in the subjectAltNanme
Ext ensi on [ RFC5280] that in canonicalized formhashes to the
Resource-1D for the resource. As explained in Section 6.3 of

[ RFC7252] the "coap" and "coaps" schenmes conformto the generic UR
thus they are normalized in the generic formas explained in
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Section 6 of [RFC3986]. The hash function used is specified in
Section 10.2 of [RFC6940]. The certificate can be generated as
specified in Section 9 of [RFC7252], using Certificate node.

In the URI - NODE- MATCH policy, a given value MIST be witten and
overwritten if and only if the condition for URI-MATCH is net and, in
addition, the dictionary key is equal to the Node-ID in the
certificate and that Node-ID is the one indicated in the
Signerldentity value cert_hash

These Access Control Policies are specified for 1ANA in Section 11.3.
10. Security Considerations

The security considerations of RELOAD [ RFC6940] and CoAP [ RFC7252]
apply to this specification. RELOAD s security nodel is based on
public key certificates, which are used for signing nessages and
stored objects. At the connection |evel, RELOAD can use either TLS
or DILS. In the case of CoAP, several security nodes have been
defined. Inplenmentations of this specification MJST follow all the
security-related rules specified in the RELOAD [ RFC6940] and CoAP

[ RFC7252] specifications.

Additionally, in RELOAD every Kind that is storable in an overlay
nmust be associated with an access control policy. This docunent
specifies two new access control policies, which are specified in
Section 9. These policies cover the nost typical deploynent
scenari os.

During the phase of registration and | ookup, security considerations
rel evant to RELOAD apply. A CoAP node that advertises its existence
via this nmechanism is nore likely to be attacked, conpared to a node
(especially a sleepy node) that does not advertise its existence.
Section 11 of [RFC7252] and Section 13 of [RFC6940] have nore

i nformati on about the kinds of attack and mitigation possible.

The cachi ng mechani sm specified in this docunent is additional to the
caching al ready done in CoAP. Access control is handl ed by the
RELCAD overl ay, where the peer storing the data is responsible for
validating the signature on the data bei ng stored.
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11. | ANA Consi derations
11. 1. CoAP- REQ STRATI ON Ki nd-1D

Thi s docunent introduces a data Kind-1D to the "RELOAD Data Ki nd-1D"
registry:

T IRy I I +
| Kind | Kind-1D | RFC |
o m e e e e e e me o oo Fomm e e e o - S +
| CoAP- REG STRATI ON | 0x105 | RFC 7650 |
e e e a - B S Fomm e - +

This Kind-1D was defined in Section 8. 1.
11.2. CoAP- CACH NG Ki nd-1D

Thi s docunent introduces another data Kind-1D to the "RELOAD Dat a
Kind-1 D" registry:

. I Fommemeaa +
| Kind | Ki nd-1D | RFC |
B TS S Fom e e - +
| CoAP- CACHI NG | 0x106 | RFC 7650 |
e . N +

This Kind-1D was defined in Section 8. 2.
11.3. Access Control Policies

| ANA has created a "CoAP Usage for RELOAD Access Control Policy"
registry. This registry has been added to the existing RELOAD
registry. Entries in this registry are strings denoting access
control policies, as described in Section 9. New entries in this
registry are to be registered per the Specification Required policy
in [RFC5226]. The initial contents of this registry are:

e e e oo [ T +
| Access Policy | RFC |
B S +
| URI - NODE- MATCH | RFC 7650 |
| URI- MATCH | RFC 7650 |
oo B +

This access control policy was described in Section 9.
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