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1. Introduction

The general goals and rel evant definitions for Autonom c NetworKking
are discussed in [RFC7/575]. In sumary, the fundanental goal of an
Aut ononmi ¢ Network is self-managenent, including self-configuration
self-optim zation, self-healing, and self-protection. Wereas
interior gateway routing protocols such as OSPF and | S-1S largely
exhi bit these properties, nost other aspects of networking require
top-down configuration, often involving human adninistrators and a

consi derabl e degree of centralization. In essence, Autonomc
Networking is putting all network configurations onto the sane
footing as routing, linmting manual or database-driven configuration

to an essential mnimum It should be noted that this is highly
unlikely to elim nate the need for human adm ni strators, because many
of their essential tasks will remain. The ideais to elinminate

tedi ous and error-prone tasks, for exanple, manual cal cul ations,
cross-checki ng between two different configuration files, or tedious
data entry. Higher-level operational tasks, and conpl ex

troubl eshooting, will remain to be done by hunans.

Thi s docunent represents the consensus of the IRTF s Network
Managenment Research Group (NVRG. It first provides background by
i dentifying exanples of partial autonom c behavior in the Internet
and by describing inportant areas of non-autonom c behavior. Based
on these observations, it then describes m ssing general nechani sns
that woul d al |l ow aut onomnmi ¢ behaviors to be added throughout the

I nternet.

2. Term nol ogy
The termi nol ogy defined in [ RFC7575] is used in this docunent.
3. Automatic and Autonomic Aspects of Current |P Networks

This section discusses the history and current status of automatic or
aut onomi ¢ operations in various aspects of network configuration, in
order to establish a baseline for the gap analysis. In particular
routing protocols already contain el enments of autonom c processes,
such as informati on exchange and state synchroni zation

3.1. | P Address Managenment and DNS

For many years, there was no alternative to conpletely nanual and
static nmanagenent of |P addresses and their prefixes. Once a site
had received an | Pv4 address assignment (usually a Cass C /24 or
Cass B /16, and rarely a Class A/8), it was a matter of paper-and-
pencil design of the subnet plan (if relevant) and the addressing
plan itself. Subnet prefixes were manually configured into routers,
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and /32 addresses were assigned administratively to individual host
conmput ers and configured nanual ly by system adninistrators. Records
were typically kept in a plain text file or a sinple spreadsheet.

Clearly, this nethod was clunmsy and error-prone as soon as a site had
nore than a few tens of hosts, but it had to be used until DHCP

[ RFC2131] becane a viable solution during the second half of the
1990s. DHCP nade it possible to avoid nmanual configuration of

i ndi vi dual hosts (except, in many deploynents, for a snmall nunber of
servers configured with static addresses). Even so, prefixes had to
be manual |y assigned to subnets and their routers, and DHCP servers
had to be configured accordingly.

In terms of nmanagenment, there is a |linkage between | P address
managenent and DNS rmanagenent, because DNS mappi ngs typically need to
be appropriately synchronized with | P address assignnents. At
roughly the sane tinme as DHCP cane into w despread use, it became
very laborious to manually naintain DNS source files in step with IP
address assignnents. Because of reverse DNS | ookup, it al so becane
necessary to synthesi ze DNS nanmes even for hosts that only played the
role of clients. Therefore, it becane necessary to synchroni ze DHCP
server tables with forward and reverse DNS. For this reason, IP

addr ess managenent tools energed, as discussed for the case of
renunbering in [ RFC7010]. These are, however, centralized sol utions
that do not exhibit autonom c properties as defined in [ RFC7575].

Arelated issue is prefix delegation, especially in IPv6 when nore
than one prefix may be del egated to the sane physical subnet. DHCPv6
Prefix Del egation [ RFC3633] is a useful solution, but it requires
specific configuration so cannot be considered autonomic. How this
topic is to be handled in hone networks is still in discussion
[Pfister]. Still further away is autononic assignnment and del egation
of routable | Pv4 subnet prefixes.

An | Pv6 network needs several aspects of host address assignments to
be configured. The network m ght use statel ess address

aut oconfiguration [ RFC4862] or DHCPv6 [ RFC3315] in stateless or
stateful nodes, and there are various alternative fornms of Interface
I dentifier [RFC7136].

Anot her feature is the possibility of Dynam ¢ DNS Update [ RFC2136].
Wth appropriate security, this is an automatic approach, where no
hunman intervention is required to create the DNS records for a host
after it acquires a new address. However, there are coexistence
issues with a traditional DNS setup, as described in [RFC7010].
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3.2. Routing

Since a very early stage, it has been a goal that Internet routing
shoul d be self-healing when there is a failure of some kind in the
routing system(i.e., a link or a router goes wong). Also, the
probl em of finding optinal routes through a network was identified
many years ago as a problemin nmathenatical graph theory, for which
wel | known al gorithns were di scovered (the Dijkstra and Bel |l man-Ford
algorithnms). Thus, routing protocols becane |argely autononic from
the start, as it was clear that manual configuration of routing
tables for a large network was inpracti cal

I GP routers do need sone initial configuration data to start up the
aut onom ¢ routing protocol. Al so, BGP-4 routers need detailed static
configuration of routing policy data.

3.3. Configuration of Default Router in a Host

Oiginally, the configuration of a default router in a host was a
manual operation. Since the deploynment of DHCP, this has been
automatic as far as nost |Pv4 hosts are concerned, but the DHCP
server mnust be appropriately configured. |In sinple environnents such
as a home network, the DHCP server resides in the same box as the
default router, so this configuration is also automatic. In nore
conpl ex environnents, where an i ndependent DHCP server or a |oca
DHCP relay is used, DHCP configuration is nore conplex and not
automati c.

In 1 Pv6 networks, the default router is provided by Router
Advertisenent nessages [RFC4861] fromthe router itself, and all |Pv6
hosts nmake use of it. The router may al so provide nore conpl ex Route
Information Options. The process is essentially autononmic as far as
all 1Pv6 hosts are concerned, and DHCPv6 is not involved. However,
there are still open issues when nore than one prefix is in use on a
subnet, and nore than one first-hop router may be available as a
result (see, for exanple, [RFC6418]).

3.4. Hostnane Lookup

Oiginally, hostnanmes were |ooked up in a static table, often
referred to as "hosts.txt” fromits traditional file name. Wen the
DNS was depl oyed during the 1980s, all hosts needed DNS resol ver code
and needed to be configured with the | P addresses (not the nanes) of
suitabl e DNS servers. Like the default router, these were originally
manual |y configured. Today, they are provided automatically via DHCP
or DHCPv6 [ RRFC3315]. For |IPv6 end systens, there is also a way for
themto be provided automatically via a Router Advertisenent option
However, the DHCP or DHCPv6 server, or the |Pv6 router, needs to be
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configured with the appropriate DNS server addresses. Additionally,
some networks deploy Miulticast DNS [ RFC6762] locally to provide
addi ti onal automation of the name space.

3.5. User Authentication and Accounting

Oiginally, user authentication and accounting was nainly based on
physi cal connectivity and the degree of trust that follows from
direct connectivity. Network operators charged based on the setup of
dedi cat ed physical links with users. Automated user authentication
was introduced by the Point-to-Point Protocol [RFCL661], [RFC1994]
and RADI US protocol [RFC2865] [RFC2866] in the early 1990s. As long
as a user conpletes online authentication through the RADI US
protocol, the accounting for that user starts on the correspondi ng
Aut henti cati on, Authorization, and Accounting (AAA) server
automatically. This mechani sm enabl es busi ness nodels with charging
based on the anmount of traffic or tine. However, user authentication
i nformati on continues to be nanually nmanaged by network

adm nistrators. It also beconmes conplex in the case of nobile users
who roam between operators, since prior relationships between the
operators are needed.

3.6. Security

Security has nmany aspects that need configuration and are therefore
candi dates to becone autononic. On the other hand, it is essentia
that a network’s central policy be applied strictly for all security
configurations. As a result, security has |argely been based on
central ly inmposed configurations.

Many aspects of security depend on policy, for exanple, password
rules, privacy rules, firewall rulesets, intrusion detection and
prevention settings, VPN configurations, and the choice of
cryptographic algorithns. Policies are, by definition, human nmade
and will therefore also persist in an autonom c environment.
However, policies are becom ng nore high-level, abstracting
addressing, for exanple, and focusing on the user or application.
The met hods to nmanage, distribute, and apply policy and to nonitor
conpliance and viol ations could be autononic

Today, many security nechani sns show sonme autononic properties. For
exanpl e user authentication via | EEE 802. 1x all ows automati c nappi ng
of users after authentication into |ogical contexts (typically
VLANs). \While today configuration is still very inportant, the
overal | mechani sm displays signs of self-adaption to changi ng
situations.
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BGP Fl owspec [ RFC5575] allows a partially autononic threat-defense
mechani sm where threats are identified, the flowinformation is
automatically distributed, and counter-actions can be appli ed.

Today, typically a human operator is still in the |oop to check
correctness, but over time such nechanisns can becone nore autonomc

Negoti ation capabilities, present in many security protocols, also
di spl ay sinple autonomic behaviors. In this case, a security policy
about algorithmstrength can be configured into servers but wll
propagate automatically to clients

3.7. State Synchronization

Anot her area where autononic processes between peers are involved is
state synchronization. |In this case, several devices start out wth
i nconsi stent state and go through a peer-to-peer procedure after
which their states are consistent. Mny autononic or automatic
processes include sone degree of inplicit state synchronization
Network tine synchronization [ RFC5905] is a well-established explicit
exanpl e, guaranteeing that a participating node’s clock state is
synchroni zed with reliable tinme servers within a defined margin of
error, w thout any overall point of control of the synchronization
process.

4. Current Non-autonom c Behaviors

In current networks, many operations are still heavily dependent on
human intelligence and decision, or on centralized top-down network
managenent systenms. These operations are the targets of Autonomc
Net wor ki ng technol ogies. The ultinate goal of Autonom c Networking
is to replace human and aut onated operations by autonom ¢ functions,
so that the networks can run independently wi thout depending on a
human or Network Managenent System (NMS) for routine details, while
mai ntai ning central control where required. O course, there would
still be the absolute m ni mum of human input required, particularly
during the network-building stage, energencies, and difficult

t roubl eshoot i ng.

This section anal yzes the existing human and central dependencies in
typi cal networks and suggests cases where they could, in principle,
be replaced by autonom c behavi ors.

4.1. Building a New Network
Bui l ding a network requires the operator to anal yze the requirenents
of the new network, design a deploynent architecture and topol ogy,

deci de device |ocations and capacities, set up hardware, design
networ k servi ces, choose and enabl e required protocols, configure
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each device and each protocol, set up central user authentication and
accounting policies and databases, design and depl oy security
nmechani sns, etc.

Overall, these jobs are quite conplex work that cannot beconme fully
autonomic in the foreseeable future. However, part of these jobs may
be able to becone autononic, such as detail ed device and protoco
configurations and database popul ation. The initial network
managenent polici es/ behaviors may al so be transplanted from ot her

net wor ks and automatically |ocalized.

4.2. Network Mintenance and Managenent

Net wor k mai nt enance and nanagenent are very different for |SP
networ ks and enterprise networks. | SP networks have to change nuch
nmore frequently than enterprise networks, given the fact that ISP
net wor ks have to serve a | arge nunber of custoners who have very
diversified requirenents. The current rigid nodel is that network
adm nistrators design a linmted nunber of services for custoners to
order. New requirenments of network services may not be able to be
met qui ckly by human managenent. G ven a real-tine request, the
response nmust be autononic, in order to be flexible and quickly
depl oyed. However, behind the interface, describing abstracted
network i nformati on and user authorization managenent may have to
depend on hunan intelligence fromnetwork adnministrators in the
foreseeable future. User identification integration/consolidation
among networ ks or network services is another challenge for Autononic
Net wor k access. Currently, many end users have to manual | y nanage
their user accounts and authentication information when they swtch
anong networks or network services.

Cl assi cal network nmai ntenance and nanagenent mainly handl e the
configuration of network devices. Tools have been devel oped to
enabl e renot e nmanagenent and make such managenent easier. However,

t he deci sion about each configuration detail depends either on human
intelligence or rigid tenplates. Therefore, these are the sources of
all network configuration errors -- the human was wong, the tenplate
was wrong, or both were wong. This is also a barrier to increasing
the utility of network resources, because the human managers cannot
respond qui ckly enough to network events, such as traffic bursts,

that were not foreseen in the tenplate. For exanple, currently, a
light load is often assuned in network design because there is no
mechani smto properly handle a sudden traffic flood. It is therefore
common to avoid perfornmance col |l apses caused by traffic overload by
configuring idle resources, with an overprovisioning ratio of at

| east 2 being normal [Xi ao02].
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There are grounds for concern that the introduction of new, nore
flexible, nmethods of network configuration, typified by Software-
Defined Networking (SDN), will only nake the managenment problem nore
conpl ex unl ess the details are managed automatically or

autonom cally. There is no doubt that SDN creates both the necessity
and the opportunity for automati on of configuration nanagenent, e.g.
[Kiml3]. This topic is discussed froma service provider viewpoint
in [ RFC7149].

Aut ononi ¢ deci si on processes for configuration would enabl e dynanic
managenent of network resources (by nanagi ng resource-rel evant
configuration). Self-adapting network configuration would adjust the
network into the best possible situation; this would prevent
configuration errors fromhaving | asting inpact.

4.3. Security Setup

Setting up security for a network generally requires very detailed
human intervention or relies entirely on default configurations that
may be too strict or too risky for the particular situation of the
network. \While sone aspects of security are intrinsically top-down
in nature (e.g., broadcasting a specific security policy to al
hosts), others could be self-managed wthin the network.

In an Autonomic Network, where nodes within a domain have a nutually
verifiable domain identity, security processes could run entirely
automatically. Nodes could identify each other securely, negotiating
required security settings and even shared keys if needed. The

| ocations of the trust anchors (certificate authority, registration
authority), certificate revocation lists, policy server, etc., can be
found by service discovery. Transactions such as a download of a
certificate revocation list can be authenticated via a comon trust
anchor. Policy distribution can also be entirely autonmated and
secured via a comon trust anchor.

These concepts lead to a network where the intrinsic security is
autonmatic and applied by default, i.e., a "self-protecting" network.
For further discussion, see [Behringer].

4.4. Troubl eshooting and Recovery

Current networks suffer difficulties in locating the cause of network
failures. Although network devices may issue nmany warni ngs while
runni ng, nost of themare not sufficiently precise to be identified
as errors. Sone of themare early warnings that woul d not devel op
into real errors. Ohers are, in effect, randomnoise. During a
maj or failure, many different devices will issue nultiple warnings
within a short tine, causing overload for the NM5 and the operators.
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However, for nany scenarios, human experience is still vital to
identify real issues and |locate them This situation nay be inproved
by automatically associating warnings frommultiple network devices
together. Also, introducing autonated |earning techniques (conparing
current warnings with historical relationships between warni ngs and
actual faults) could increase the possibility and success rate of

Aut ononi ¢ Networ k di agnoses and troubl eshooti ng.

Dependi ng on the network errors, some of them (particularly hardware
failures) may always require human intervention. However, Autonomc
Net wor k management behavior may help to reduce the inpact of errors,
for exanple, by switching traffic flows around. Today, this is
usual Iy manual (except for classical routing updates). Fixing
software failures and configuration errors currently depends on
humans and may even involve rolling back software versions and
rebooting hardware. Such problens could be autonomically corrected
if there were diagnostics and recovery functions defined in advance
for them This would fulfill the concept of self-healing.

Anot her possi bl e autonomic function is predicting device failures or
over|l oads before they occur. A device could predict its own failure
and warn its neighbors, or a device could predict its neighbor’s
failure. 1In either case, an Autononmic Network could respond as if
the failure had already occurred by routing around the probl em and
reporting the failure, with no disturbance to users. The criteria
for predicting failure could be tenperature, battery status, bit
error rates, etc. The criteria for predicting overload could be
increasing |load factor, latency, jitter, congestion |oss, etc.

5. Features Needed by Autonom c Networks

There are innunerable properties of network devices and end systens
that today need to be configured either manually, by scripting, or by
usi ng a managenent protocol such as the Network Configuration
Protocol (NETCONF) [RFC6241]. |In an Autonom c Network, all of these
woul d need to either have satisfactory default values or be
configured automatically. Some exanples are paraneters for tunnels
of various kinds, flows (in an SDN context), quality of service,
service function chaining, energy managenent, systemidentification
and NTP configuration, but the list is endless.

The task of Autonomic Networking is to increnentally build up

i ndi vi dual aut onomi ¢ processes that could progressively be conbi ned
to respond to every type of network event. Building on the preceding
background information, and on the reference nodel in [RFC7575], this
section outlines the gaps and nissing features in general terns and,
in sone cases, nentions general design principles that should apply.
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5.1. Mre Coordination anong Devices or Network Partitions

Net wor k servi ces are dependent on a nunber of devices and paraneters
to be in place in a certain order. For exanple, after a power
failure, a coordinated sequence of "return to normal” operations is
desirable (e.g., switches and routers first, DNS servers second,
etc.). Today, the correct sequence of events is either known only by
a human administrator or automated in a central script. In atruly
Aut ononmi ¢ Network, el enents should understand their dependencies and
be able to resolve themlocally.

In order to nmake right or good decisions autononically, the network
devices need to know nore information than just reachability
(routing) information fromthe rel evant or nei ghbor devices. Devices
must be able to derive, for thensel ves, the dependenci es between such
i nformati on and confi gurations.

There are therefore increased requirenents for horizontal infornmation
exchange in the networks. Particularly, three types of interaction
anong peer network devices are needed for autonom c deci sions:

di scovery (to find neighbors and peers), synchronization (to agree on
networ k status), and negotiation (when things need to be changed).
Thus, there is a need for reusable discovery, synchronization, and
negoti ati on nechani sns that would support the discovery of nany
different types of device, the synchronization of many types of
paraneter, and the negotiation of many different types of objective.

5.2. Reusabl e Conmon Conponents

El ements of autonom c functions al ready exist today, wthin nany

di fferent protocols. However, all such functions have their own

di scovery, transport, nessaging, and security nmechanisns as well as
non- aut onomi ¢ managenent interfaces. Each protocol has its own
versi on of the above-nentioned functions to serve specific and narrow
purposes. It is often difficult to extend an existing protocol to
serve different purposes. Therefore, in order to provide the
reusabl e di scovery, synchronization, and negotiation nechani sns
menti oned above, it is desirable to develop a set of reusable comon
protocol conponents for Autonomi ¢ Networking. These conponents
shoul d be:

0 Able to identify other devices, users, and processes securely.

0 Able to automatically secure operations, based on the above
identity schene.

0 Able to manage any type of information and information flows.
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0 Able to discover peer devices and services for various Autononic
Service Agents (or autononic functions).

0 Able to support closed-1oop operations when needed to provide
sel f-managi ng functions involving nore than one device.

0 Separable fromthe specific Autonom c Service Agents (or autonomc
functions).

0 Reusabl e by other autonom c functions.
5.3. Secure Control Plane

The conmon conponents will, in effect, act as a control plane for
autononmi c operations. This control plane nmight be inplenmented in-
band as functions of the target network, in an overlay network, or
even out-of-band in a separate network. Autonomic operations will be
capabl e of changi ng how the network operates and all ocating resources
wi t hout human intervention or know edge, so it is essential that they
are secure. Therefore, the control plane nust be designed to be
secure agai nst forged autonom c operations and man-in-the mddle
attacks and as secure as reasonably possi bl e agai nst deni al -of -

service attacks. It nust be deci ded whether the control plane needs
to be resistant to unwanted nonitoring, i.e., whether encryptionis
required.

5.4. Less Configuration

Many existing protocols have been defined to be as flexible as
possi bl e. Consequently, these protocols need nunerous initial
configurations to start operations. There are choices and options
that are irrelevant in any particular case, sone of which target
corner cases. Furthernore, in protocols that have existed for years,
sonme design considerations are no |longer rel evant, since the
under | yi ng hardware technol ogi es have evol ved nmeanwhile. To
appreciate the scale of this problem consider that nore than 160
DHCP options have been defined for |IPv4d. Even sanple router
configuration files readily available online contain nore than 200
lines of commands. There is therefore considerable scope for
simplifying the operational tools for configuration of comon
protocol s, even if the underlying protocols thensel ves cannot be
sinplified.

From anot her perspective, the deep reason why hunan deci sions are
often needed mainly results fromthe lack of information. Wen a
device can coll ect enough information horizontally from ot her
devices, it should be able to decide many paraneters by itself,

i nstead of receiving themfromtop-down configuration
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It is desired that top-down managenent is reduced in Autononic
Networking. Ideally, only the abstract Intent is needed fromthe
human adnini strators. Neither users nor administrators should need
to create and maintain detailed policies and profiles; if they are
needed, they should be built autonomically. The local paraneters
shoul d be deci ded by distributed Autononic Nodes thensel ves, either
fromhistoric know edge, analytics of current conditions, closed

| ogi cal decision |oops, or a conbination of all

5.5. Forecasting and Dry Runs

In a conventional network, there is no nechanismfor trying sonething
out safely, which neans that configurati on changes have to be
designed in the abstract and their probable effects have to be
estimated theoretically. |In principle, an alternative to this would
be to test the changes on a conplete and realistic network sinmulator.
However, this is a practical inpossibility for a |arge network that
is constantly changing, even if an accurate sinulation could be
performed. There is therefore a risk that applying changes to a
running network will cause a failure of some kind. An autonomnc
network could fill this gap by supporting a closed loop "dry run"
node i n which each configuration change could be tested out
dynamically in the control plane w thout actually affecting the data
plane. |If the results are satisfactory, the change could be nade
live on the running network. |f there is a consistency problem such
as overcomitment of resources or inconpatibility with another
configuration setting, the change could be rolled back dynamically
with no inmpact on traffic or users.

5.6. Benefit from Know edge

The nmore know edge and experience we have, the better decisions we
can make. It is the same for networks and network managenent. Wen
one conponent in the network |acks knowl edge that affects what it
shoul d do, and anot her conponent has that know edge, we usually rely
on a human operator or a centralized managenent tool to convey the
know edge.

Up to now, the only avail able network know edge is usually the
current network status inside a given device or relevant current
status from ot her devices

However, historic knowl edge is very hel pful to nake correct
decisions, in particular, to reduce network oscillation or to nanage
network resources over tinme. Transplantable know edge from ot her
networ ks can be helpful to initially set up a new network or new
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networ k devi ces. Know edge of rel ationshi ps between network events
and network configuration nmay help a network to decide the best
paraneters according to real performance feedback.

In addition to such historic know edge, powerful data anal ytics of
current network conditions may al so be a val uabl e source of know edge
that can be exploited directly by Autononic Nodes.

6. Security Considerations

This docunent is focused on what is missing to allow autononc
networ k configuration, including security settings, of course.
Therefore, it does not itself create any new security issues. It is
worth underlining that autonom c technol ogy nust be designed with
strong security properties fromthe start, since a network with

vul nerabl e autononi ¢ functions would be at great risk.
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