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Abstr act

The Pat h Conputation Elenent (PCE) architecture is set out in RFC
4655. The architecture is extended for multi-layer networking with
the introduction of the Virtual Network Topol ogy Manager (VNTM in
RFC 5623 and generalized to Hierarchical PCE (H-PCE) in RFC 6805.

These three architectural views of PCE deliberately | eave sone key
guesti ons unanswered, especially with respect to the interactions
bet ween architectural conponents. This docunent draws out those
questions and di scusses themin an architectural context with
reference to other architectural conponents, existing protocols, and
recent | ETF efforts.

Thi s docunent does not update the architecture docunents and does not
define how protocols or conponents nust be used. It does, however,
suggest how t he architectural conponents m ght be conbined to provide
advanced PCE function

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7399
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1. Introduction

Over the years since the architecture for the Path Conputation
El enrent (PCE) was docunented in [ RFC4655], many new peopl e have

2014

becone involved in the work of the PCE working group and wi sh to use
or understand the PCE architecture. These people often m ssed out on
early discussions within the working group and are unfaniliar wth

questions that were raised during the devel opnent of the
docunent ati on.
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Furthernmore, the base architecture has been extended to handl e other
situations and requirenents: the architecture was extended for multi-
| ayer networking with the introduction of the Virtual Network

Topol ogy Manager (VNTM [RFC5623] and was generalized to include

Hi erarchical PCE (H PCE) [RFC6805].

These three architectural views of PCE deliberately | eave sone key
guesti ons unanswered, especially with respect to the interactions
bet ween architectural conponents. This docunent draws out those
questions and di scusses themin an architectural context with
reference to other architectural conponents, existing protocols, and
recent | ETF efforts.

Thi s docunent does not update the architecture docunents and does not
define how protocols or conponents nust be used. It does, however,
suggest how t he architectural conponents m ght be conbined to provide
advanced PCE function

1.1. Termnol ogy

Readers are assuned to be thoroughly fam liar with term nol ogy
defined in [ RFC4655], [RFC4726], [RFC5440], [RFC5623], and [ RFC6805].
More informati on about terns related to stateful PCE can be found in
[ STATEFUL- PCE]

Thr oughout this docunent, the term"area" is used to refer equally to
an OSPF area and an IS-1Slevel. It is assuned that the reader is
able to map the small differences between these two use cases.

2. Wat Is Topol ogy Infornmation?

[ RFC4655] specifies that a PCE performs path conputations based on a
vi ew of the avail abl e network resources and network topol ogy. This
information is collected into a Traffic Engi neeri ng Dat abase (TED)

However, [RFC4655] does not provide a detailed description of what
information is present in the TED. It sinply says that the TED
"contains the topol ogy and resource infornmation of the domain." The
precise information that needs to be held in a TED depends on the
type of network and nature of the conputation that has to be
performed. As a basic mninmm the TED nust contain the nodes and
links that formthe domain, and it nust identify the connectivity in
t he domai n.

For nost traffic-engineering needs (for exanple, MPLS Traffic

Engi neering - MPLS-TE), the TED would additionally contain a basic
metric for each |link and know edge of the avail abl e (unall ocat ed)
resources on each Iink.
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More advanced use cases might require that the TED contain additional
data that represents qualitative information such as:

i nk del ay

- link jitter

node t hroughput capabilities

optical inpairnents

swi tching capabilities

limted node cross-connect capabilities

Additionally, an inportant information elenent for conputing paths,
especially for protected services, is the Shared Ri sk G oup (SRG.
This is an indication of resources in the TED that have a comon ri sk
of failure. That is, they have a shared risk of failure froma
singl e event.

In short, the TED needs to contain as nuch information as i s needed
to satisfy the path conputation requests subject to the objective
functions (OFs). This, initself, nay not be a trivial issue in sonme
networ k technol ogi es. For exanple, in sone optical networks, the
path conputation for a new Label Switched Path (LSP) rmay need to
consi der the inpact that turning up a new | aser would have on the
optical signals already being carried by fibers. It may be possible
to abstract this information as paraneters of the optical |inks and
nodes in the TED, but it nmay be easier to capture this information

t hrough a dat abase of existing LSPs (see Sections 14 and 15).

3. How Is Topology Information Gathered?

Clearly, the information in the TED di scussed in Section 2 needs to
be gat hered and nmi ntai ned sonehow. [RFC4655] sinply says "The TED
may be fed by Interior Gateway Protocol (IGP) extensions or
potentially by other means." |In this context, "fed" nmeans built and
mai nt ai ned.

Thus, one way that the PCE nay construct its TED is by participating
inthe IGP running in the network. In an MPLS-TE network, this would
depend on OSPF TE [RFC3630] and IS-I1S TE [ RFC5305]. In a GWLS
network, it would utilize the GWLS extensions to OSPF and | S-1S,

[ RFC4203] and [ RFC5307].

However, participating in an I GP, even as a passive receiver of |GP

i nformati on, can place a significant load on the PCE. The IGP can be
quite "chatty" when there are frequent updates to the use of the
networ k, meani ng that the PCE nust dedicate significant processing to
par si ng protocol nessages and updating the TED. Furthernore, to be
truly useful, a PCE inplenmentation would need to support OSPF and | S
I S.
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An alternative feed fromthe network to the PCEEs TED is offered by
BGP-LS [LS-DI STRIB]. This approach offers the alternative of

| everagi ng an i n-network BGP speaker (such as an Autononous System
Border Router or a Route Reflector) that already has to participate
inthe IGP and that is specifically designed to apply filters to IGP
advertisenents. In this usage, the BGP speaker filters and
aggregat es topol ogy infornmati on according to configured policy before
advertising it "north-bound" to the PCE to update the TED. The PCE

i mpl enmentation has to support just a sinplified subset of BGP rather
than two full 1GPs.

But BGP night not be convenient in all networks (for exanple, where
BGP is not run, such as in an optical network or a BGP-free core).
Furthermore, not all relevant information is nade avail abl e through
standard TE extensions to the IGPs. |In these cases, the TED nust be
built or supplenented from other sources such as the Network
Managenment System (NMB), inventory managenent systens, and directly
configured data.

It has al so been proposed that the PCE Comuni cation Protocol (PCEP)
[ RFC5440] coul d be extended to serve as an information collection
protocol to supply information fromnetwork devices to a PCE. The
logic is that the network devices may al ready speak PCEP; so, the
protocol could easily be used to report details about the resources
and state in the network, including the LSP state discussed in
Sections 14 and 15.

Note that a PCE that is responsible for nore than one domain nust, of
course, collect TE information fromeach domain to build its TED or
TEDs.

4. How Do | Find My PCE?

A Path Conputation Cient (PCC) needs to know the identity/l ocation
of a PCEin order to be able to nake conputation requests. This is
because PCEP is a transacti on-based protocol carried over TCP, and
the architectural decision nade in Section 6.4 of RFC 4655 required
t arget ed PCC- PCE conmuni cati ons

As described in [ RFC4655], a PCC could be configured with the

know edge of the IP address of its PCE. This is a relatively

I i ghtwei ght option considering all of the other configuration that a
router may require, but it is open to configuration errors, and does
not neet the need for mnimal-configuration operation. Furthernore,
configuration communi cation with multiple PCEs could beconme onerous,
whi I e handl i ng changes in PCE identities and coping with failure
events would be an issue for a configured system
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[ RFC4655] offers the possibility for PCEs to advertise thenselves in
the 1GP, and this requirenment is developed in [RFC4674] and nade
possible in OSPF and | S-1S through [ RFC5088] and [RFC5089]. In
general, these nmechani sms should be sufficient for PCCs in a network
where an I GP is used and where the PCE participates in the | GP

Not e, however, that not all PCEs will participate in the | GP (see
Section 3). |In these cases, assuning configuration is not
appropriate as a di scovery nechanism sonme other server
announcenent / di scovery function may be needed, such as DNS [ RFC4848]
as used for discovery of the Local Location Information Server (LIS)
[ RFC5986] and in the Application-Layer Traffic Optim zation (ALTO
di scovery function [ ALTO SERVER- DI SC|

5. How Do | Select between PCEs?

When nore than one PCE is discovered or configured, a PCC will need
to select which PCE to use. It nmay naeke this decision on any
arbitrary algorithm (for example, first-listed, or round robin), but
it may also be the case that different PCEs have different
capabilities and path conputation scope; in which case, the PCC will
want to select the PCE nost likely to be able to satisfy any one
request. The first requirenent, of course, is that the PCE can
conpute paths for the rel evant donain.

PCE advertisenent in OSPF or |IS-IS per [RFC5088] and [ RFC5089] all ows
a PCE to announce its capabilities as required in [ RFC4657]. A PCC
can sel ect between PCEs based on the capabilities that they have
announced. However, these capabilities are expressed as flags in the
PCE advertisenent so only the core capabilities are presented, and
there is not scope for including detailed information (such as
support for specific objective functions) in the advertisenent.

Addi tional and nore conpl ex PCE capabilities, including the
capability to perform point-to-mnultipoint (P2MP) path conputations

[ RFC6006], nmamy be announced by the PCE as optional PCEP type-Iength-
val ue (TLV) Type Indicators in the Open nessage described in

[ RFC5440]. This mechanismis not limted to just a set of flags, and
detailed capability informati on may be presented in sub-TLVs.

Note that this exchange of PCE capabilities is in the formof an
announcenent, not a negotiation. That is, a PCC that wants specific
function froma PCE nust exanine the advertised capabilities and

sel ect which PCE to use for a specific request. There is no scope
for a PCC to request a PCE to support features or functions that it
does not offer or announce.
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A PCC nay al so vary which PCE it uses according to congestion
information reported by the PCEs using the Notification Object and

Notification Type [ RFC5440]. 1In a heavily overl oaded PCE system
note that reports fromone PCE that it is overloaded may sinply
result in all PCCs switching to another PCE, which will, itself,

i medi atel y becone overloaded. Thus, PCCs shoul d exercise a certain
anount of discretion and queueing theory before selecting a PCE
purely based on reported | oad.

Note that a PCC could send all requests to all PCEs that it knows
about. It can then select between the results, perhaps choosing the
first result it receives, but this approach is very likely to
overload all the PCEs in the network considering that one of the
reasons for nultiple PCEs is to share the | oad.

6. How Do Redundant PCEs Synchroni ze TEDs?

A network nmay have nore than one PCE, as discussed in the previous
sections. These PCEs nmay provide redundancy for | oad-sharing,
resilience, or partitioning of conputation features.

In order to achi eve some consistency between the results of different
PCEs, it is desirable that they operate on the sane TE infornation.

The TED reflects the actual state of the network and is not a
resource reservation or booking schene. Therefore, a PCE-based
system does not prevent conpetition for network resources during the
provi si oni ng phase, although a process of "sticky resources” that are
tenporarily reduced in the TED after a conputation may be applied
purely as a local inplenentation feature.

One option for ensuring that multiple PCEs use the sane TE
information is sinply to have the PCEs driven fromthe same TED
This could be achieved in inplenmentations by utilizing a shared
dat abase, but it is unlikely to be efficient.

More likely is that each PCE is responsible for building its own TED
i ndependently, using the techniques described in Section 3. |If the
PCEs participate in the IGP it is likely that they will attach at
different points in the network; so, there nay be minor and tenporary
i nconsi stenci es between their TEDs caused by | GP convergence issues.
If the PCEs gather TE information via BGP-LS [LS-DI STRIB] from

di fferent sources, the sane inconsistencies nay arise. However, if
the PCEs attach to the same BGP speaker, it nmay be possible to

achi eve consistency between TEDs nodul o the BGP-LS process itself.
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A final option is to provide an explicit synchronization process
between the TED of a "master" PCE and the TEDs of other PCEs. Such a
process could be achi eved using BGP-LS or a database synchronization
protocol (which would allow check-pointing and sequential updates).
This approach is fraught with i ssues around sel ection of the master

PCE and handling failures. It is, in fact, a mrrored database
scenario: a problemthat is well known and the subject of plenty of
wor K.

Noti ng that the provisioning protocols such as RSVP-TE [ RFC3209]

al ready handl e contention for resources, that the differences between
TEDs are likely to be relatively small with noderate arrival rates
for new services, and that contention in all but the nobst busy
networks is relatively unlikely, there nay be no value in any attenpt
to synchroni ze TEDs between PCEs.

However, see Section 16 for a discussion of synchronizing other state
bet ween redundant PCEs.

7. Were |Is the Destination?

Pat h computati on provides an end-to-end path between a source and a
destination. |If the destination lies in the source domain, then its
location will be known to the PCE and there are no issues to be
solved. However, in a nmulti-domain systema path nmust be found to a
renote domain that contains the destination, and that can only be
achi eved by know edge of the |ocation of the destination or at |east
knowi ng the next domain in the path toward the domain that contains
t he destinati on.

The sinplest solution here is achi eved when a PCE has visibility into
mul tiple dormains. Such nmay be the case in a multi-area network where
the PCE is aware of the contents of all of the |G areas. This
approach is only likely to be appropriate where the nunber of nodes
is manageable, and it is unlikely to extend over adm nistrative
boundari es.

The per-donain path conputati on nethod for establishing inter-donain
traffic engineering LSPs [ RFC5152] sinply requires a PCE to conpute a
path to the next domain toward the destination. As the LSP setup
(through signaling) progresses domain by domain, the Label Sw tching
Router (LSR) at the entry point to each donain requests its |ocal PCE
to conmpute the next segnent of the path, that is fromthat LSRto the
next domain in the sequence toward the destination. Thus, it is not
necessary for any PCE (except the last) to know in which donain the
destination exists. But, in this approach, each PCE nust sonmehow
determ ne the next domain toward the destination, and it is not

obvi ous how this is achieved.
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[ RFC5152] suggests that, in an I P/MPLS network, it is good enough to
| everage the I P reachability information distributed by BG and
assume that TE reachability can follow the same Autononobus System
(AS) path. This approach nmight not guarantee the optiml TE path
and, of course, might result in no path being found in degenerate
cases. Furthernore, in many network technol ogi es (such as optica
net wor ks operated by GWLS) there may be linmted or no end-to-end IP
connectivity.

The Backward Recursive PCE-based Conputation (BRPC) procedure

[ RFC5441] is able to achieve a nore optimal end-to-end path than the
per-donmi n net hod, but depends on the know edge of both the domain in
whi ch the destination is | ocated and the sequence of donmains toward
the destination. This information is described in [RFC5441] as being
known a priori. Cearly, however, information is not always known a
priori, and it may be hard for the PCE that serves the source PCC to
di scover the necessary details. Wiile there are several approaches
to solving the question of establishing the domain sequence (for
exanple, BRPC trial and error or H PCE [ RFC6805]), none of them
addresses the issue of determ ning where the destination lies.

One argunent that is often made is that an end-to-end connection
expressed as an LSP is a feature of a service agreenent between
source and destination. |If that is the case, it is argued, it stands
to reason that the location of the destination nust be known to the
source node in the sane way that the source has determined the IP
address of the destination. Presunably, this would be through a
commrer ci al process or an adm nistrative protocol

[ RFC4974] introduced the concept of Calls and Connections for LSPs.

A Call does not provide the actual connectivity for transmitting user
traffic, but builds a relationship that will allow subsequent
Connections to be made. A Call might be considered an agreenment to
support an end-to-end LSP that is nmade between the endpoi nt nodes.
Call messages are sent and routed as normal |P nessages, so the
sender does not need to know the |ocation of the destination

Furthernmore, Call requests are responded, and the Call Response can
carry information (such as the identity of the domain containing the
destination) for use by Call initiator. Thus, the use of GWLS Calls
m ght provide a mechanismto di scover destination’ s |ocation.

8. Wi Runs or Oms a Parent PCE?
A parent PCE [ RFC6805] is responsible for selecting inter-domain path

by coordinating with child PCEs and numi ntai ning a domai n topol ogy
nmap.
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10.

In the case of multi-domains (e.g., |GP areas or multiple ASes)
within a single service provider network, the managenent
responsibility for the parent PCE woul d nost |ikely be handl ed by the
service provider.

In the case of nmultiple ASes within different service provider
networks, it may be necessary for a third party to nmanage the parent
PCEs according to comercial and policy agreenments from each of the
participating service providers. Note that the H PCE architecture
does not require disclosure of internals of a child domain to the
parent PCE. Thus, there is anple scope for a parent PCE to be run by
one of the connected service providers or by a third party w thout
conprom sing comrercial issues. 1In fact, each service provider could
run its own parent PCE while allowing its child PCEs to be contacted
by outsider parent PCEs according to configured policy and security.

How Do | Find My Parent PCE?

[ RFC6805] specifies that a child PCE nust be configured with the
address of its parent PCE in order for it to interact with its parent
PCE. There is no scope for parent PCEs to advertise their presence;
however, there is potential for directory systenms (such as DNS

[ RFCA848] as used in the ALTO discovery function [ ALTO SERVER- DI SC])
to be used as described in Section 4.

According to [ RFC6805], note that the child PCE nmust al so be

aut horized to peer with the parent PCE. This is discussed fromthe
vi ewpoi nt of the parent PCE in Section 10. The child PCE may need to
participate in a key distribution protocol in order to properly
authenticate its identity to the parent PCE

How Do | Find My Child PCEs?

Wthin the hierarchical PCE framework [RFC6805], the parent PCE nust
only accept path conputation requests from authorized child PCEs. |If
a parent PCE receives a request froman unauthorized child PCE, the
request shoul d be dropped.

This requires a parent PCE to be configured with the identities and
security credentials of all of its child PCEs, or there nust be sone
formof shared secret that allows an unknown child PCE to be

aut hori zed by the parent PCE

Farrel & King I nf or mat i onal [ Page 11]



RFC 7399 Questions in PCE Architecture Cct ober 2014

11. How |Is the Parent PCE Donmi n Topol ogy Built?

The parent PCE nmintains a donain topology map of the child domains
and their interconnectivity. This map does not include any
visibility into the child domains. Were inter-domain connectivity
is provided by TE links, the capabilities of those |links nmay al so be
known to the parent PCE

The parent PCE nmintains a TED for the parent donain in the same way
that any PCE does. The nodes in the parent domain wll be
abstractions of the child domains (connected by real or virtual TE
links), but the parent domain may al so include real nodes and |inks.

The mechani sm for building the parent TED is likely to rely heavily
on administrative configuration and conmerci al issues because the
networ k was probably partitioned into donmains specifically to address
these issues. However, note that in some configurations (for
exanpl e, collections of snall optical domains) a separate instance of
a routing protocol (probably an IGP) may be run within the parent
domain to advertise the domain interconnectivity. Additionally,
since inter-domain TE |links can be advertised by the | GPs operating
in the child domains, this information could be exported to the
parent PCE either by the child PCEs or using a north-bound export
mechani sm such as BGP-LS [LS-DI STRI B] .

12. Does H PCE Sol ve the Internet?

The nodel described in [ RFC6805] introduced a hierarchica

rel ati onship between domains. It is applicable to environnments with
smal | groups of dommins where visibility fromthe ingress LSRs is
limted. Applying the hierarchical PCE nodel to |arge groups of
domai ns such as the Internet is not considered feasible or desirable.

Thi s does open up a harder question: how many donmai ns can be handl ed
by an H PCE systen? 1In other words: what is a small group of

domai ns? The answer is not clear and might be "I know it when | see
it." At the nonent, a rough guide mght be around 20 domains as a
maxi mum

An associ ated question would be: how nmany hierarchy |evels can be
handl ed by H PCE? Architecturally, the answer is that there is no
limt, but it is hard to construct practical exanples where nore than
two or possibly three | evels are needed.
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13.

What are Sticky Resources?

When a PCE conputes a path, it has a reasonable idea that an LSP will
be set up and that resources will be allocated w thin the network

If the arrival rate of conputation requests is faster than the LSP
setup rate conbined with the | GP convergence tinme, it is quite
possible that the PCE will performits next conputation before the
TED has been updated to reflect the setup of the previous LSP. This
can result in LSP setup failures if there is contention for
resources. The likelihood of this problemis particularly high
during recovery fromnetwork failures when a | arge nunber of LSPs

m ght need new pat hs.

A PCE nay choose to nmake a provisional assignnent of the resources
that would be needed for an LSP and to reduce the avail abl e resources
inits TED so that the problemis mtigated. Such resources are
informally known as "sticky resources”

Not e that using sticky resources introduces a nunber of other
probl ens that can nake nanaging the TED difficult. For exanple:

- \When the TED is updated as a result of new information fromthe
| G, how does the PCE know whether the reduction in avail able
resources is due to the successful setup of the LSP for which it
is holding sticky resources or due to sone ot her network event
(such as the setup of another LSP)? This problem nmay be
particularly evident if there are nultiple PCEs that do not
synchroni ze their sticky resources or if not all LSPs utilize PCE
conput at i on.

- \When LSP setup fails, how are the sticky resources rel eased?
Since the PCE doesn’t know about the failure of the LSP setup, it
needs some other nmechanismto rel ease them

- VWhat happens if a path conputation was nade only to investigate
the potential for an LSP but not to actually set one up?

- What if the path used by the LSP does not match that provided by
the PCE (for exanple, because the control plane routes around sone
probl em ?

Sonme of these issues can be nmitigated by using a Stateful PCE (see
Section 14) or by tiners.

Farrel & King I nf or mat i onal [ Page 13]



RFC 7399 Questions in PCE Architecture Cct ober 2014

14.

15.

What |Is a Stateful PCE for?

A Stateless PCE can perform path conputations that take into account
the existence of other LSPs if the paths of those LSPs are supplied
on the conputation request. This function can be particularly usefu
when arrangi ng protection paths so that a working and protection LSP
do not share any |links or nodes. |t can also be used when a group of
LSPs are to be reoptinized at the sanme time in the process known as
G obal Concurrent Optimization (GCO [RFC5557].

However, this mechani smcan be quite a burden on the protoco
messages, especially when | arge nunbers of LSP paths need to be
reported.

A Stateful PCE [ STATEFUL- PCE] mmintai ns a database of LSPs (the LSP-
DB) that are active in the network, i.e., have been provisioned such
that they use network resources although they mght or mght not be
carrying traffic. This database allows a PCCto refer to an LSP
using only its identifier -- all other details can be retrieved by
the PCE fromthe LSP-DB

A Stateful PCE can use the LSP-DB for many ot her functions, such as
bal ancing the distribution of LSPs in the network. Furthernore, the
PCE can correlate LSPs with network resource availability placing new
LSPs nore cleverly.

A Stateful PCE that is also an Active PCE (see Section 17) can
respond to changes in network resource availability and predicted
demands to reroute LSPs that it knows about.

Section 20 offers a brief conparison of the different nodes of PCE
with reference to stateful and statel ess PCE

How |Is the LSP-DB Built?

The LSP-DB contains informati on about the LSPs that are active in the
network, as nentioned in Section 14. This state information can be
constructed by the PCE frominformation it receives froma nunber of
sources including fromprovisioning tools and fromthe network, but
no matter how the information is gleaned, a Stateful PCE needs to
synchronize its LSP-DB with the state in the network. Just as
described in Section 13, the PCE cannot rely on know edge about
previous conputations it has nade, but it nust find out the actua
LSPs in the network.
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A sinmple solution is for all ingress LSRs to report all LSPs to the
PCE as they are set up, nodified, or torn down. Since PCEP already
has the facility to fully describe LSP routes and resources in the
prot ocol messages, this is not a difficult problem and the LSP State
Report (PCRpt) message has been defined for this purpose

[ STATEFUL- PCE]

The situation can be nore conplex, however, if there are ingress LSRs
that do not support PCEP, support PCEP but not the PCRpt, or that are
unaware of the requirement to report LSPs to the PCE. This mi ght
happen if the LSRs are able to conpute paths thenselves or if they
receive LSP setup instructions with pre-conputed paths froman NVS

An alternative approach is to note that any LSR on the path of an LSP
can probably see the whole path (through the Record Route object in
RSVP- TE signal i ng [ RFC3209]) and knows the bandwi dth reserved for the
LSP. Thus, any LSR could report the LSP to the PCE, noting that it
will not hurt (beyond additional nmessage processing and potentia
overload of the PCE or the network) for the LSP to be reported

mul tiple tines because it is clearly identified. |In fact, this would
al so provide a cross-check nechani sm

Nevertheless, it is possible that some LSPs will traverse only LSRs
that are not aware of the PCE's need to learn LSP state and build an
LSP-DB. I n these cases, the stateful PCE nust either only have
limted know edge of the LSPs in the network or nust |earn about LSPs
t hrough sone ot her nechani sm (such as reading the MPLS and GWLS M B
nodul es [ RFC3812] [ RFC4802]).

Utinmately, there may be no substitute for all LSRs bei ng aware of
Stateful PCEs and able to respond to requests for reports on all LSPs
that they know about. This will allowa Stateful PCE to build its
LSP-DB from scratch (which it nmay need to do at start of day) and to
verify its LSP-DB agai nst the network (which nay be inportant if the
PCE has suffered some form of outage).

How Do Redundant Stateful PCEs Synchroni ze State?

It is inmportant that two PCEs operating in a network have simlar
views of the available resources. That is, they should have the same
or substantially simlar TEDs. This is easy to achieve either by
buil ding the TEDs fromthe network in the sane way or by one PCE
synchronizing its TED to the other PCE using a TED export protoco
such as BGP-LS [LS-DI STRIB] or the Network Configuration Protoco
(NETCONF) [ RFC6241] (see Section 6).
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Synchroni zing the LSP-DB can be a nore conplicated issue. As
described in Section 15, building the LSP-DB can be an invol ved
process, so it would be best to not have nultiple PCEs each trying to
build an LSP-DB fromthe network. However, it is still inportant
that where nultiple PCEs operate in the network (either as
distributed PCEs or with one acting as a backup for the other), their
LSP-DBs are kept synchronized.

Thus, there is likely to be a need for a protocol nechani smfor one
PCE to update its LSP-DB with that of another PCE. This is no
different from any ot her database-synchronization problem and coul d
use exi sting mechani sns or a new protocol. Note, however, that in
the case of distributed PCEs that are al so Active PCEs (see Section
17), each PCE will be creating entries in its own LSP-DB; so, the
synchroni zati on of databases nmust be increnental and bidirectional,
not just sinply a database dunp.

It may be helpful to clarify the word "redundant” in the context of
this question. One interpretation is that a redundant PCE exists
solely as a backup such that it only perforns a function in the
network in the event of a failure of the primary PCE. This seens
like a waste of expensive resources, and it woul d nmake nore sense for
the redundant PCE to take its share of conputation load all the tine.
However, that scenario of two (or nore) active PCEs creates exactly
the state synchronization i ssue described above.

Vari ous depl oynent options have been suggested where one PCE serves a
set of PCCs as the primary conputation server, and only addresses
requests fromother PCCs in the event of the failure of some other
PCE; however, this node of operation still raises questions about the
need for synchronized state even in non-failure scenarios if the LSPs
that will be conputed by the different PCEs may traverse the sane

net wor k resources.

What |I's an Active PCE? What |s a Passive PCE?

A Passive PCE is one that only responds to path conputation requests.
It takes no aut ononous actions. A Passive PCE nay be statel ess or
stateful.

An Active PCE is one that issues provisioning "recomendations” to
the network. These recomendations nmay be new routes for existing
LSPs or routes for new LSPs (that is, an Active PCE may reconmmend the
instantiation of new LSPs). An Active PCE nmay be statel ess or
stateful, but in order for it to reroute existing LSPs effectively,

it islikely to hold state for at |east those LSPs that it will
reroute.
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Many peopl e consider that the PCE, itself, cannot be Active. That

is, they hold that the PCE's function is purely to conpute paths. In
that worldview, the "Active PCE" is actually the conbination of a
normal , passive PCE and an additional architectural conponent
responsi bl e for issuing commands or recommendati ons to the network.

In sone configurations, the VNITM discussed in Sections 21 and 22
provides this additional conponent.

Section 20 offers a brief conparison of the different nodes of PCE
with reference to passive and active PCE

What is LSP Del egation?

LSP del egati on [ STATEFUL-PCE] is the process where a PCC (usually an
i ngress LSR) passes responsibility for triggering updates to the
attributes of an LSP (such as bandwi dth or path) to the PCE. 1In this
case, the PCE would need to be both Stateful and Active.

LSP del egation allows an LSP to be set up under the control of the
i ngress LSR potentially using the services of a PCE. Once the LSP
has been set up, the LSR (a PCC) tells the PCE about the LSP by
providing details of the path and resources used. It del egates
responsibility for the LSP to the PCE so that the PCE can nake
adjustnents to the LSP as dictated by changes to the TED and the
policies in force at the PCE. The PCE nakes the adjustnments by
sending a new path to the LSRwith the instruction/reconmendation
that the LSP be re-signal ed

There nay be sone debate over whether the PCE "owns" the LSP after

del egation. That is, if the PCE supplies a new path, is the ingress
LSR required to act or can it take the information "under

advi senent"? It may be too soon to answer this question
definitively; however, there is certainly an expectation that the LSR
will act on the advice it receives. A conparison may be drawn with a
visit to the doctor: the doctor has an expectation that the patient
will take the nedicine, but the patient has free will.

It is inmportant, however, to distinguish between an LSP established
within the network and subsequently del egated to a PCE and an LSP
that was established as the result of an Active PCE s reconmendation
for LSP instantiation.

Section 20 offers a brief conparison of the different nodes of PCE
with reference to LSP del egati on.
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20.

Is an Active PCE with LSP Del egation Just a Fancy NMVS?

In many ways the answer here is "yes". But the PCE architecture
forns part of a new way of |ooking at network operation and
managenent. In this new view, the network operation is nore dynanic
and under the control of software applications w thout direct
intervention fromoperators. This is not to say that the operator
has no say in how their network runs, but it does mean that the
operator sets policies (see Section 24) and that new conponents (such
as an Active PCE) are responsible for acting on those policies to
dynamically control the network

There is a subtle distinction between an NVS and an Active PCE with
LSP del egation. An NMs is in control of the LSPs in the network and
can command that they are set up, nodified, or torn down. An Active
PCE can only nake suggestions about LSPs that have been del egated to
the PCE by a PCC, or make recommendati ons for the instantiation of
new LSPs.

For nore details, see the discussion of an architecture for
Application-Based Network Operation (ABNO in [NET-OPS]

Conmpari son of Stateless and Stateful PCE

Table 1 shows a conparison of stateless and stateful PCEs to show how
t hey how nmi ght be instantiated as passive or active PCEs with or

wi thout control of LSPs. The terms used relate to the concepts

i ntroduced in the previous sections. The entries in the table refer
to the notes that follow
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| Stateless | Stateful
------------------------ T LI ppepp
Passi ve | 1 | 2
Active del egated LSPs | 3 | 4
Active suggest new LSPs | 5 | 6
Active instantiate LSPs | 7 | 7

Not es:

1. Passive is the normal node for a statel ess PCE

2. A passive node stateful PCE may have val ue for nore conpl ex
environnments and for conmputing protected services.

3. Delegation of LSPs to a stateless PCE is relatively pointless,
but could add val ue at nonent of del egation

4. This is the normal node for a stateful PCE

5. There is only marginal potential for a stateless PCE to
recommend new LSPs because wi thout a view of existing LSPs, the
PCE cannot detern ne when new ones mi ght be needed.

6. This node has potential for recomending the instantiation of
new LSPs.

7. These npdes are out of scope for PCE as currently descri bed.
That is, the PCE can reconmend instantiation, but cannot
actually instantiate the LSPs.

Table 1 : Conparing Statel ess and Stateful PCE
How Does a PCE Wrk with a Virtual Network Topol ogy?

A Virtual Network Topology (VNT) is described in [RFC4397] as a set
of Hierarchical LSPs that is created (or could be created) in a
particul ar network layer to provide network flexibility (data |inks)
in other layers. Thus, the TE topol ogy of a network can be
constructed fromTE links that are sinply data |inks, fromTE |inks
that are supported by LSPs in another |ayer of the network, or from
TE links that could be supported by LSPs ("potential LSPs") that
woul d be set up on demand in another network layer. This third type
of TElink is known as a Virtual TE Link in [RFC5212].

[ RFC5212] al so gives a nore detailed explanation of a VNT, and it
shoul d be noted that the network topology in a packet network could
be supported by LSPs in a nunber of different |ower-Iayer networks.
For exanple, the TE links in the packet network could be achi eved by
connections (LSPs) in underlying Synchronous Optical Network or
Synchronous Digital Hierarchy (SONET/SDH) and photoni ¢ networKks.

Furt hernmore, because of the hierarchical nature of MPLS, the TE |inks
in a packet network nay be achieved by setting up packet LSPs in the
same packet networKk.

Farrel & King I nf or mat i onal [ Page 19]



RFC 7399 Questions in PCE Architecture Cct ober 2014

A PCE obviously works with the TED that contains information about
the TE links in the network. Those links may be al ready established
or may be virtual TE links. |In a sinple TED, there is no distinction
bet ween the types of TE |link; however, there may be advantages to
selecting TE links that are based on real data |links over those based
on dynanmic LSPs in |ower |ayers because the data |inks nmay be nore
stable. Conversely, the TE |inks based on dynanic LSPs may be abl e
to be repaired dynamically giving better resilience. Sinilarly, a
PCE may prefer to select a TE link that is supported by a data |ink
or existing LSP in preference to using a virtual TE |ink because the
latter may need to be set up (taking tinme) and the setup could
potentially fail. Thus, a PCE night want to enpl oy additiona

metrics or indicators to help it view the TED and sel ect the right
path for LSPs.

If a PCE uses a virtual TE link, then some action will be needed to
establish the LSP that supports that link. Some nodels (such as that
in [RFC5212]) trigger the setup of the |ower-layer LSPs on-denand
during the signaling of the upper-layer LSP (i.e., when the upper

| ayer cones to use the virtual TE link, the upper-layer signaling is
paused and the |ower-layer LSP is established). Another view,
described in [RFC5623], is that when the PCE conmputes a path that
will use a virtual TE link, it should trigger the setup of the | ower-
| ayer LSP to properly create the TE link so that the path it returns
will be sure to be viable. This latter node of operation can be
extended to allow the PCE to spot the need for additional TE |inks
and to trigger LSPs in lower layers in order to create those |inks

O course, such "interference" in a |ower-layer network by a PCE
responsi ble for a higher-layer network depends heavily on policy. In
order to nake a clean architectural separation and to facilitate
proper policy control, [RFC5623] introduces the Virtual Network

Topol ogy Manager (VNTM as a functional elenment that nanages and
controls the VNT. [RFC5623] notes that the PCE and VNT Manager are
di stinct functional elements that nmay or may not be coll ocat ed.

i ndeed, it should be noted that there will be a PCE for the upper

| ayer, and a PCE for each |ower layer, and a VNTM responsible for
coordi nati ng between the PCEs and for triggering LSP setup in the

| ower layers. Therefore, the conbination of all of the PCEs and the
VNTM produces functionally simlar to an Active, multi-layer PCE

See [TE-INFQ for additional discussion of the construction of
networ ks using virtual and potential I|inks.
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How Does PCE Conmuni cate with VNTM

The VNTM described in Section 21 and [ RFC5623] has several interfaces
(see al so [ NET-OPS]).

- In order to nake decisions on whether to create new TE |inks, the
VNTM needs to learn fromthe upper-layer PCE about resource
shortages and the need for additional TE links. It can then nake
pol i cy-based decisions to deternine whether to create new TE links
and how to support themthrough existing or new LSPs.

- The VNTMwill need to coordinate with the PCEs in the | ower
| ayers, but this is sinply a nornmal use of PCEP.

- The VNTMwill need to issue provisioning requests/comands (via
the Provisioni ng Manager described in [NET-OPS]) to the | ower-
| ayer networks to cause LSPs to be set up to act as TE links in
the higher |ayer network. A nunmber of potential protocols exist
for this function as described in [ NET-OPS], but it should be
noted that it makes a lot of sense for this interface to be the
sane as that used by an Active PCE when providing paths to the
net wor k.

How Does Service Scheduling and Cal enderi ng Wrk?

LSP scheduling or calendaring is a process where LSPs are pl anned
ahead of time, and they are only set up when needed. The chall enge
here is to ensure that the resources needed by an LSP and that were
avai l abl e when the LSP's path was conmputed are still avail able when
the LSP needs to be set up. This needs to be achieved using a
nmechani smthat allows those resources to be used in the nmeantine.

Previ ous di scussion of this topic has suggested that LSPs shoul d be
pre-signal ed so that each LSR along the path could nmake a "tenpora
reservation” of resources. But this approach can becone very
conplicated requiring each network node to store nulti-dinensiona
st at e.

Conversely, a centralized database of resources and LSPs (such as the
dat abase nmintained by a Stateful PCE) can be enhanced with a tine-
based booking system |If the PCE is also Active, then when the tine
conmes for the LSP to be set up (or later, when it is to be torn
down), the PCE can issue recomendati ons to the network.

In a busy network (and why woul d one bother with a scheduling service
in a network that is not busy?), it should be noted that the

conmput ation algorithmcan be quite conplex. It may al so be necessary
to reposition existing or planned LSPs as new booki ngs arrive.
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Furt hernore, the booking database that contains both the schedul ed
LSPs and their inpact on the network resources can beconme quite
large. A very inportant factor in the size of the active database
(depending on inplenmentation) may be the tinmeslices that are

avail abl e in the cal endering process.

Where Does Policy Fit In?

Policy is critical to the operation of a network. |In a PCE context,
it provides control and managenment of how a PCE sel ects network
resources for use by different PCEs.

[ RFC5394] introduced the concept of PCE-based policy-enabl ed path
conputation. It is based on the Policy Core Information Mddel (PCIM
[ RFC3060] as extended by [ RFC3460], and provides a franework for
supporting path conputation policy.

Policy enters into all aspects of the use of a PCE starting fromthe
very decision to use a PCE to off-load conputation function fromthe
LSRs.

-  Each PCC nust sel ect which conputations will be delegated to a
PCE.

- Each PCC nust select which PCEs it will use.

-  Each PCE nust determ ne which PCCs are allowed to use its services
and for what conputations.

-  The PCE nust determne howto collect the information in its TED
who to trust for that information, and how to refresh/update the
i nformati on.

- Each PCE nust determ ne which objective functions and which
algorithnms to apply.

- Inter-domain (and particularly H PCE) conputations will need to be
sensitive to commercial and reliability information about domains
and their interactions.

- Stateful PCEs nust determ ne what state to hold, when to refresh
it, and which network elenents to trust for the supply of the
state information.

- An Active PCE nust have a policy relationship with its LSRs to
det erm ne which LSPs can be nodified or triggered, and what LSP
del egation is supported.
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- Milti-layer interactions (especially those using virtual or
dynanmi ¢ TE links) nust provide policy control to stop server |ayer
LSPs (which are fat and expensive by definition) frombeing set up
on a whimto address micro-flows or specul ative conmputations in
hi gher | ayers.

- A PCE may supply, along with a conputed path, policy infornation
that shoul d be signaled during LSP setup for use by the LSRs al ong
t he pat h.

It may be seen, therefore, that a PCE is substantially a policy

engi ne that conputes paths. It should also be noted that the work of
the PCE can be substantially controlled by configured policy in a way
that will reduce the options available to the PCC, but also
significantly reduce the need for the use of optional paraneters in

t he PCEP nessages.

Does PCE Play a Role in SDN?

Sof t war e- Defined Networking (SDN) is the latest shiny thing in
networking. It refers to a separation between the control elenents
and the forwardi ng conponents so that software running in a
centralized systemcalled a controller, can act to programthe
devices in the network to behave in specific ways.

A required elenent in an SDN architecture is a conmponent that plans
how t he network resources will be used and how the devices will be
programmed. It is possible to view this conmponent as perforning
specific conmputations to place flows within the network given

know edge of the availability of network resources, how other
forwardi ng devices are programed, and the way that other flows are
routed. This, it nmay be concluded, is the sane function that a PCE
m ght offer in a network operated using a dynam c control plane.
Thus, a PCE could formpart of the infrastructure for an SDN

A view of how PCE integrates into a wider network control system
including SDN is presented in [ NET- OPS].

Security Considerations

The use of a PCE-based architecture and subsequent inpact on network
security nust, itself, be considered in the context of existing
routing and signaling protocols and techniques. The nature of nulti-
domai n network scenarios and establishnent of relationships between
PCCs and PCEs may increase the vulnerability of the network to
security attacks. However, this informational docunent does not
define any new protocol elenents or mechanism As such, it does not
i ntroduce any new security issues and security is deened to be a
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"previously answered question" even if the answers previously
supplied are not perfect. Previous PCE RFCs have given somne
attention to security concerns in the use of PCE (RFC 4655), PCE

di scovery (RFC 4674, RFC 5088, and RFC 5089), and PCEP (RFC 4657 and
RFC 5440) .

It is worth noting that PCEP operates over TCP. An analysis of the
security issues for routing protocols that use TCP (i ncl udi ng PCEP)
is provided in [ RFC6952], while [PCE-PCEPS] discusses an experinental
approach to provide secure transport for PCEP

A nunber of the questions raised and answered in this docunent should
be given consideration in the light of security requirenents. Sone
of these are called out explicitly (Sections 8 and 10), but attention
shoul d al so be paid to security in all aspects of the use of PCE

For exanpl e:

- Topology and other information about the network needs to be kept
private and protected fromnodification or forgery. That neans
that access to the TED, LSP-DB, etc., needs to be secured and that
nmechani sms used to gather topology and other information (Sections
2, 11, 14, and 15) need to include security.

- PCE discovery (Sections 4, 5, 9, and 10) needs to protect against
i mpersonation or msconfiguration so that PCCs know that they are
getting correct paths and so that PCEs know that they are only
serving legitinmate conputation requests.

- Synchronization of information and state between PCEs (Sections 6
and 16) is subject to the same security requirenents in that the
i nformati on exchanged is sensitive and needs to be protected
agai nst interception and nodification

- PCE conputes paths for conmponents that may provision the network
Those conponent are responsible for the security of the
provi si oni ng nmechani sns, however, if PCE operates as a
provi sioning protocol (Sections 17, 18, 19, and 25).

- A PCE may also need to interface with other network conponents

(Sections 19, 21, 22, and 25). Those comunications, if externa
to an inplenentation, also need to be secure.
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