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Abst r act

The I ETF TRILL (Transparent |nterconnection of Lots of Links)
protocol provides support for flowlevel nultipathing with rapid
failover for both unicast and nmulti-destination traffic in networks
with arbitrary topol ogy. Active-active connection at the TRILL edge
is the extension of these characteristics to end stations that are
mul tiply connected to a TRILL canpus. This infornational docunent

di scusses the high-level problens and goals when providing active-
active connection at the TRILL edge.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7379
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I ntroduction

The I ETF TRILL (Transparent |nterconnection of Lots of Links)

[ RFC6325] protocol provides | oop-free and per-hop-based multipath
data forwarding with mninumconfiguration. TRILL uses IS IS [IS-19]
[ RFC6165] [RFC7176] as its control-plane routing protocol and defines
a TRI LL-specific header for user data. In a TRILL canpus,
communi cati ons between TRILL switches can

1) use nultiple parallel links and/or paths,

2) spread | oad over different |inks and/or paths at a fine-grained
flow |l evel through equal-cost nultipathing of unicast traffic and
multiple distribution trees for multi-destination traffic, and

3) rapidly reconfigure to acconmmodate |ink or node failures or
addi tions.

To the degree practical, "active-active" is the extension of simlar

| oad spreading and robustness to the connections between end stations
and the TRILL canmpus. Such end stations may have multiple ports and
will be connected, directly or via bridges, to nultiple edge TRILL
switches. It nust be possible, except in sonme failure conditions, to
spread end-station traffic load at the granularity of flows across
links to such multiple edge TRILL switches and rapidly reconfigure to
acconmodat e t opol ogy changes.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

The acronyns and terminology in the RBridges base protocol [RFC6325]
are used herein with the follow ng additions:

CE: Cust oner Equi pnent (end station or bridge).
Dat a Label: VLAN or FGL (Fine-G ained Label [RFC7172]).
LAALP: Local Active-Active Link Protocol. Any protoco

simlar to MC-LAG that runs in a distributed fashion
on a CE, onthe links fromthat CE to a set of edge
group RBridges, and on those RBridges.
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MC- LAG Mul ti-Chassis Link Aggregation. Proprietary
extensions to | EEE Std 802. 1AX-2011 [802. 1AX] so that
the aggregated links can, at one end of the
aggregation, attach to different swtches.

Edge group: a group of edge RBridges to which at |least one CEis
mul tiply attached using an LAALP. VWhen multiple CEs
attach to the exact sane set of edge RBridges, those
edge RBridges can be considered as a single edge
group. An RBridge can be in nore than one edge group

RBr i dge: Routing Bridge. An alternative nane for a TRILL
swit ch.
TRI LL: Transparent |nterconnection of Lots of Links.

TRILL switch: a device that inplenents the TRILL protocol; an
alternative termfor an RBridge

Target Scenario

This section presents a typical scenario of active-active connection
to a TRILL canpus via nultiple edge RBridges where the current TRILL
Appoi nt ed Forwarder nechani sm does not work as expected.

The TRILL Appoi nted Forwarder mechani sm[RFC6439] can handl e fail over
(active-standby), provides |oop avoi dance, and, with administrative
configuration, provides |oad spreading based on VLAN. One and only
one appointed RBridge can ingress/egress native franes into/fromthe
TRILL canpus for a given VLAN anong all edge RBridges connecting a

| egacy network to the TRILL canpus. This is true whether the | egacy
network is a sinple point-to-point link or a conplex bridged LAN or
anything in between. By carefully selecting different RBridges as
Appoi nted Forwarder for different sets of VLANs, |oad spreadi ng over
di fferent edge RBridges across different Data Labels can be achi eved.

The Appoi nted Forwarder nechani sm [ RFC6439] requires all of the edge
group RBridges to exchange TRILL 1S-1S Hello packets through their
access ports. As Figure 1 shows, when nmultiple access |inks of
mul ti ple edge RBridges are connected to a CE by an LAALP, Hello
messages sent by RB1 via access port to CE1 will not be forwarded to
RB2 by CE1l. RB2 (and other nenbers of LAALP1l) will not see that
Hello fromRBl via the LAALP1. Every nmenber RBridge of LAALP1 thinks
of itself as Appointed Forwarder on an LAALP1 Iink for all VLANs and
will ingress/egress frames. Hence, the Appointed Forwarder nechani sm
cannot provide active-active or even active-standby service across
the edge group in such a scenario.
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Figure 1: Active-Active Connection to TRILL Edge RBri dges

Active-active connection is useful when we want to achi eve the
followi ng two goal s:

-  Flow based rather than VLAN-based | oad bal ancing is desired
- Mre rapid failure recovery is desired.

The current Appoi nted Forwarder nechanismrelies on the TRILL Hello
timer expiration to detect the unreachability of another edge RBridge
connecting to the sane local link. Then, reappointing the forwarder
for specific VLANs nay be required. Such procedures take tinme on the
scal e of seconds although this can be inproved with TRILL use of

Bi di rectional Forwarding Detection (BFD) [RFC7175]. Active-active
connection usually has a faster built-in mechani smfor menber node
and/or link failure detection. Faster detection of failures
mnimzes the frame | oss and recovery tine.

Today, LAALP is usually a proprietary facility whose inplenentation
varies by vendor. So, to be sure the LAALP operates successfully
across a group of edge RBridges, those edge RBridges will al nost

al ways have to be fromthe sanme vendor. 1In the case where the LAALP
is an MC-LAG the CE normally inplenments the |ogic described in | EEE
Std 802. 1AX-2011 [802. 1AX], so proprietary elenments would only be at
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the end of the edge group. There is also a revision of |IEEE Std

802. 1AX-2011 [802. 1AX] underway (802.1X-REV) to renove the
restriction in | EEE Std 802. 1AX-2011 [802. 1AX] that there be one box
at each end of the aggregation. So it is possible that, in the
future, an LAALP could be inplenented through such a revised | EEE Std
802. 1AX- 2011 [802. 1AX] with standards-conformant | ogic at the ends of
both the CE and edge group. |In order to have a common under st andi ng
of active-active connection scenarios, the assunptions in Section 2.1
are made about the characteristics of the LAALP and edge group of

RBri dges.

2.1. LAALP and Edge Group Characteristics

For a CE connecting to nultiple edge RBridges via an LAALP (active-
active connection), the follow ng characteristics apply:

a) The LAALP will deliver a frame froman end node to TRILL at
exactly one edge group RBridge.

b) The LAALP will never forward franes it receives fromone uplink to
anot her.

c) The LAALP will attenpt to send all frames for a given flow on the
same uplink. To do this, it has sone unknown rule for which
franes get sent to which uplinks (typically based on a sinple hash
function of Layer 2 through 4 header fields).

d) Franes are accepted fromany of the uplinks and passed down to end
nodes (if any exist).

e) The LAALP cannot be assuned to send useful control information to
the uplink such as "this is the set of other RBridges to which
this CE is attached" or "these are all the MAC addresses
attached".

For an edge group of RBridges to which a CEis nmultiply attached with
an LAALP

a) Any two RBridges in the edge group are reachabl e from each other
via the TRILL canpus.

b) Each RBridge in the edge group knows an ID for each LAALP instance
multiply attached to that group. The IDw Il be consistent across
t he edge group and gl obally uni que across the TRILL campus. For
exanple, if CEl attaches to RB1, RB2, ... RBn using an LAALP, then
each of the RBs will know, for the port to CEl, that it has a
| abel such as "LAALP1".
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c) Each RB in the edge group can be configured with the set of
acceptable VLANs for the ports to any CE. The acceptable VLANs
configured for those ports should include all the VLANs the CE has
joined and be consistent for all the menber RBridges of the edge

group.

d) Wien an RBridge fails, all the other RBridges that have fornmed an
LAALP instance with it learn of the failure in a tinmely fashion

e) When a downlink of an edge group RBridge to an LAALP instance
fails, that RBridge and all the other RBridges participating in
the LAALP instance, including that downlink, learn of the failure
inatinely fashion.

f) The RBridges in the edge group have a nechanismto exchange
informati on with each other, information such as the set of CEs
they are connecting to or the IDs of the LAALP instances their
downl i nks are part of.

O her than the applicable characteristics above, the internals of an
LAALP are out of the scope of TRILL.

Problems in Active-Active Connection at the TRILL Edge

This section presents the problens that need to be addressed in
active-active connection scenarios. The topology in Figure 1 is used
in the follow ng sub-sections as the exanple scenario for
illustration purposes.

Frame Duplications

Wien a renote RBridge ingresses a nulti-destination TRILL data packet
in VLAN x, all edge group RBridges of LAALP1 will receive the frane
if any local CEl joins VLAN x. As each of themthinks it is the
Appoi nted Forwarder for VLAN x, without changes made for active-
active connection support, they would all forward the frane to CEl.
The bad consequence is that CEl receives nmultiple copies of that

nmul ti-destination frame fromthe renote end-host source

Frame duplication may al so occur when an ingress RBridge is non-
renote -- say, ingress and egress are two RBridges belonging to the
sanme edge group. Assune LAALP m connects to an edge group g, and the
edge group g consists of RB1, RB2, and RB3. The nulti-destination
franmes ingressed froma port not connected to LAALP m by RB1 can be
locally replicated to other ports on RB1 and al so TRILL encapsul at ed
and forwarded to RB2 and RB3. CE1l will receive duplicate copies from
RB1, RB2, and RB3.
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Note that frane duplication is only a problemin nulti-destination
frame forwarding. Unicast forwarding does not have this issue as
there is only ever one copy of the packet.

Loopback

As shown in Figure 1, CEl may send a native multi-destination frame
to the TRILL canpus via a nmenber of the LAALP1 edge group (say RBl).
This frame will be TRILL encapsul ated and then forwarded through the
campus to the nulti-destination receivers. Oher nenbers (say RB2)
of the sane LAALP edge group will receive this nulticast packet as
well. In this case, w thout changes nade for active-active
connection support, RB2 will decapsulate the frane and egress it.
The franme | oops back to CEL.

Address Flip-Flop

Consider RB1 and RB2 using their own nicknane as ingress nicknane for
data into a TRILL canpus. As shown in Figure 1, CElL may send a data
frane with the same VLAN and source Media Access Control (MAC
address to any nmenber of the edge group LAALP1. |If an egress RBridge
receives TRILL data packets fromdifferent ingress RBridges but with
the sane source Data Label and MAC address, it learns different
correspondences between a {Data Label and MAC address} and ni ckname
when decapsul ating the data franmes. Address correspondence may keep
flip-flopping anong ni cknames of the nenber RBridges of the LAALP for
the sane Data Label and MAC address. Existing hardware does not
support data-plane |learning of multiple nicknanes for the same MAC
address and Data Label -- when data-plane | earning indicates
attachnent of the MAC address to a new nicknane, it overwites the
ol d attachnent nicknane.

| mpl ementers have stated that nost current TRILL sw tch hardware,
when doi ng dat a- pl ane | earni ng, behaves badly under these

circunmst ances and, for exanple, interprets address flip-flopping as a
severe network problem It may also cause the returning traffic to
go through different paths to reach the destination, resulting in
persistent reordering of the franes.

Unsynchroni zed I nformati on anong Menber RBri dges

A local RBridge, say RB1 connected to LAALPl, may have | earned a
correspondence between a {Data Label and MAC address} and ni cknane
for a renmote host hl when hl sends a packet to CElL. The returning
traffic fromCEL may go to any ot her nenber RBridge of LAALP1, for
exanpl e, RB2. RB2 may not have hl's correspondence between a {Data
Label and MAC address} and ni cknanme stored. Therefore, it has to do
the flooding for unknown uni cast addresses [ RFC6325]. Such flooding
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i s unnecessary since the returning traffic is al nost al ways expected
and RB1 had | earned the address correspondence. It is desirable to
avoid flooding; it inposes a greater burden on the network than known
destination unicast traffic because the flooded traffic is sent over
nmore |inks.

Synchroni zati on of the correspondence between a {Data Label and MAC
address} and ni cknane informati on anong nenber RBridges will reduce
such unnecessary fl oodi ng.

4. High-Level Requirenments and Goals for Solutions

The problens identified in Section 3 should be solved in any sol ution

for active-active connection to edge RBridges. The follow ng high-

| evel requirements and goal s shoul d be net.

Dat a pl ane:

1) Al uplinks of a CE MUST be active: the LAALP is free to choose
any uplink on which to send packets, and the CE is able to receive
packets from any uplink of an edge group.

2) Loopback and franme duplication MIST be prevented.

3) Learning of correspondence between a {Data Label and MAC address}
and ni cknanme by a renpte RBridge MJUST NOT flip-flop between the
local multiply attached edge RBri dges.

4) Packets for a flow SHOULD stay in order.

5) The Reverse Path Forwardi ng Check MJST work properly as per the
RBri dges base protocol [RFC6325].

6) Single uplink failure on a CE to an edge group MJST NOT cause
persi stent packet delivery failure between a TRILL canpus and CE

Control plane:

1) No requirement for new information to be passed between edge
RBri dges and CEs or between edge RBridges and end nodes exi sts.

2) If there is any TRILL-specific information required to be
exchanged between RBridges in an edge group, for exanple, Data
Label s and MAC addresses binding to nicknanes, a solution MJST
specify the nechanismto perform such exchange unless this is
handl ed internal to the LAALP
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3) RBridges SHOULD be able to discover other nenbers in the sane edge
group by exchanging their LAALP attachnent infornation.

Configuration, increnental deploynent, and others:
1) Solution SHOULD require mninmal configuration

2) Solution SHOULD automatically detect m sconfiguration of edge
RBri dge group

3) Solution SHOULD support increnmental deploynment, that is, not
require canpus-w de upgrading for all RBridges, only changes to
the edge group RBridges.

4) Sol ution SHOULD be able to support fromtwo up to at |east four
active-active uplinks on a nmultiply attached CE

5) Solution SHOULD NOT assune there is a dedicated physical |ink
bet ween any two edge RBridges in an edge group

5. Security Considerations

As an informational overview, this document does not introduce any
extra security risks. Security risks introduced by a particul ar
LAALP or other elenents of solutions to the problens presented here
will be discussed in the separate docunment(s) describing such LAALP
or sol utions.

End-station links in TRILL are Ethernet |inks, and consideration
shoul d be given to securing themw th Iink security as described in
| EEE Std 802. 1AE- 2006 [802. 1AE] for the protection of end-station
data and link-1evel control messages, including any LAALP contro
nmessages.

For general TRILL Security Considerations, see the RBridges base
protocol [RFC6325].
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