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Abstr act

Thi s docunent describes the Connectivity Provisioning Profile (CPP)
and proposes a CPP tenplate to capture | P/ MPLS connectivity
requirenents to be nmet within a service delivery context (e.g., Voice
over IPor IP TV). The CPP defines the set of IP transfer paraneters
to be supported by the underlying transport network together with a
reachability scope and bandwi dt h/ capacity needs. Appropriate
performance netrics, such as one-way del ay or one-way del ay
variation, are used to characterize an IP transfer service. Both

gl obal and restricted reachability scopes can be captured in the CPP

Such a generic CPP tenplate is neant to (1) facilitate the automation
of the service negotiation and activation procedures, thus

accel erating service provisioning, (2) set (traffic) objectives of
Traf fic Engineering functions and service managenent functions, and
(3) inprove service and network managenent systenms wi th ’deci sion-
maki ng’ capabilities based upon negoti at ed/ of fered CPPs.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nakes no statenment about its value for

i npl enment ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/infol/rfc7297
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1. Introduction

Thi s docunent describes the Connectivity Provisioning Profile (CPP)
and proposes a CPP tenplate to capture | P/ MPLS connectivity
requirenents to be nmet within a service delivery context (e.g., Voice
over IP, IP TV, and VPN services).

In this docunent, the I P connectivity service is the IP transfer
capability characterized by a (Source Nets, Destination Nets,
Cuar ant ees, Scope) tuple where "Source Nets" is a group of unicast IP
addresses, "Destination Nets" is a group of I|IP unicast and/or
nmul ti cast addresses, and "Quarantees" reflects the guarantees
(expressed in terms of Quality O Service (QS), perfornmance, and
availability, for exanple) to properly forward traffic to the said
"Destination". Finally, the "Scope" denotes the (network) perineter
(e.g., between Provider Edge (PE) routers or Customer Nodes) where
the said guarantees need to be provided.

1.1. Connectivity Provisioning Interface (CPI)

Figure 1 shows the various connectivity provisioning interfaces
covered by CPP: the Custoner-Network CPl, the Service-Network CPI,
and the Network-Network CPlI. Services and applications whose
paraneters are captured by neans of a CPP exchanged through the
Service-Network CPI nmay be provided by the sane administrative entity
that operates the underlying network or by another entity (for
exanpl e, a Content Provider).

Fomm e e o +
| Service A
R S +
| tmmmmmmaas +
| CPI | Service B
| B S S +
| | CPI
Fomm e - + EE S F - + B S +
| Custoner |----- | Net wor k Provider|----- | Peer Net wor k
[ T + CPl +-----mmm e e oo + CPl +------------ +

Figure 1: Connectivity Provisioning Interfaces

The interfaces depicted in Figure 1 can be sunmarized as shown in
Fi gure 2.

The Custoner shown in Figure 2 may be another Network Provider (e.g.
an | P transit provider), a Service Provider (e.g., an |IP tel ephony
Service Provider) that requires the invocation of resources provided
by a Network Provider, or an enterprise that wants to interconnect
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its various sites by subscribing to a VPN service provided by a
Net work Provider. The proposed CPP can be used to expose, capture,
and facilitate the negotiation of the service paraneters between
these various entities, thereby presenting a common tenplate for
descri bing the avail abl e connectivity services.

o e e +

| Cust oner |

Fom oo e E R +
+ CPI

Fomm - Fom e e e - +

| Net wor k Provi der

o e e +

Figure 2: CPP: Ceneric Connectivity Provisioning Interfaces

In the rest of this docunent, "Custoner” is used as a generic termto
denote the business entity that subscribes to connectivity services
of fered by a Network Provider (see Figure 2).

1.2. Rationale

Procedures for the design and the operation of IP services have
becone increasingly diverse and conplex. The tinme it takes to

negoti ate service paraneters and then proceed with the corresponding
resource allocation can thus be neasured in days, if not weeks. Yet,
experi ence has shown that the bilateral discussions that usually take
pl ace between a Customer and a Network Provider never rely upon sone
ki nd of standard checklist where the Customer would be invited to
tick all the paranmeters that apply to its environnent. These
paraneters would then be negotiated with the Network Provider, as a
function of the avail able resources, the Customer’'s expectations, the
provi der’s network planning policy, etc.

The definition of a clear interface between the service (including
third-party applications) and the network | ayers would therefore
facilitate the said discussion, thereby inproving the overall service
delivery procedure by optinizing the design of the network
infrastructures. Indeed, the CPP interface ains at exposing and
characterizing, in a technol ogy-agnostic manner, the IP transfer
requirenents to be nmet when invoking IP transfer capabilities of a
networ k operated by a Network Provider between a set of Custoner
Nodes (e.g., Miltinedia Gateway (Section 11.2.7 of [RFC2805]),
Sessi on Border Controller [RFC5853], etc.).
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These requirenents include: reachability scope (e.g., linited scope,
Internet-wi de), direction, bandw dth requirenents, QS paraneters
(e.g., one-way delay [RFC2679], |oss [RFC2680], or one-way del ay
vari ation [RFC3393]), protection, and high-availability guidelines
(e.g., restoration in less than 50 nms, 100 ns, or 1 second).

These requirenents are then translated into | PP MPLS-rel ated technica
clauses (e.g., need for recovery neans, definition of the class of
service, need for control-plane protection, etc.). |In a |later stage,
these various clauses will be addressed by the activation of adequate
networ k features and technol ogy-specific actions (e.g., Miltiprotoco
Label Switching Traffic Engi neering (MPLS-TE, [RFC3346]), Resource
Reservation Protocol (RSVP, [RFC2205]), Open Shortest Path First
(OSPF), Internmediate Systemto Internediate System (1S-1S), etc.), by
nmeans of CPP-derived configuration information

For traffic conformance purposes, a CPP al so includes flow
identification and classification rules to be foll owed by

partici pati ng nodes whenever they have to process traffic according
to a specific service as defined by the said CPP.

The CPP tenplate ains to capture connectivity needs and to represent
and val ue these requirenments in a standardi zed manner. Service- and
Cust oner-specific I P provisioning rules may lead to a dramatic

i ncrease of the nunmber of |P transfer classes that need to be
(pre-)engineered in the network. Instantiating each CPP into a

di stinct class of service should therefore be avoided for the sake of
performance and scal ability.

Theref ore, application-agnostic |IP provisioning practices should be
recommended, since the requirenents captured in the CPP can be used
to identify which network class of service is to be used to neet

t hose requirenents/guarantees. Fromthat standpoint, the CPP concept
is meant to design a linmted nunber of generic classes so that

i ndi vi dual CPP docunents, by capturing the connectivity requirenments
of services, applications, and Custonmers, can be easily napped to

t hese cl asses.

CPP may al so be used as a guideline for network dinmensioning and

pl anni ng teans of a Network Provider to ensure that appropriate
resources (e.g., network cards, routers, link capacity, etc.) have
been provisioned. Oherw se, (underlying) transport networks woul d
not be able to neet the objectives expressed in all CPP requests.
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Such a generic CPP tenpl ate:

o Facilitates the automation of the service negotiation and
activation procedures, thus inproving service delivery tines;

0 Can help set Traffic Engineering function and servi ce nanagenent
function objectives, for exanple, as a function of the nunber of
CPP tenplates to be processed over a specific period of time; and

o |Inproves service and network managenent systens by adding
" deci si on-maki ng’ capabilities based upon negoti ated/ of fered CPPs.

In addition, this CPP abstracti on makes a clear distinction between
the connectivity provisioning requirenents and the associ at ed
technol ogy-specific rules that need to be applied by participating
nodes and that are nmeant to accommodat e such requirenents

The CPP defines the set of |IP/MPLS transfer guarantees to be offered
by the underlying transport network together with a reachability
scope and capacity needs. Appropriate performance netrics, such as
one-way delay or one-way delay variation, are used to characterize
the IP transfer service. GQuarantees related to availability and
resiliency are also included in the CPP.

The CPP can be used in an integrated business environnent (where the
service and network infrastructures are nmanaged by the same

adm nistrative entity) or another business environment (where an

adm nistrative entity nmanages the service while another nmanages the
network infrastructure). 1In the follow ng sections, no assunption is
made about the business environnent (integrated or not).

Service differentiation at the network |ayer can be enforced by

t weaki ng vari ous paraneters that belong to distinct dinmensions (e.qg.
forwardi ng, routing, processing of incoming traffic, traffic
classification, etc.). This docunent does not nmake any assunption on
how network services are inplenented within a networking

i nfrastructure

Activating unicast or nulticast capabilities to deliver a

connectivity service can be explicitly requested by a Custoner in a
CPP or can be an engi neering decision of a Network Provider based on
the analysis of the Customer connectivity provisioning requirenents.

Exanpl es of CPP usage include the northbound interface introduced by
the Application-Based Network Operations (ABNO framework [ NET- OPS]
and the technique for exposing network services and their
characteristics defined in [ RFC7149].
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Ref erence Architecture

Nodes belong to a Custoner (including corporate Customners)
or a service infrastructure (see Figure 1).

In sone contexts

Nodes can be provi ded and nanaged by the Network Provider
The connectivity between these Custoner

Nodes reflects the IP

transfer capability inplenented thanks to the allocation of a set of

| P resources. | P

| ayer services (such as transport-

bl ack boxes.

the conpliance of

has been negotiated with the correspondi ng CPP

transfer capabilities are considered by higher-
and application-layer services) as

Appropriate notifications and reports would be
communi cat ed (through dedicated neans) to Custoner

Nodes to assess
the experienced IP transfer service agai nst what
These notifications

may al so be used to assess the efficiency of the various policies
enforced in the networking infrastructure to acconmodate the

requi renents deta

The CPP reference

led in the CPP.

architectures are depicted in Figures 3, 4, and 5.

The Custoner infrastructure can be connected over networKking

i nfrastructures managed by one or severa

Figure 3: Reference Architecture
t he Same Networ k Provider

Boucadair, et al.

Net wor k Provi ders.

Connectivity Service Provided by
Using Distinct Interconnection Nodes
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Figure 4: Reference Architecture: Connectivity Service Provided by
the Sane Network Provider Using a Single |Interconnection Node

(
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( )
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B + B +
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B TS + B TS +
| Provi der Node | | Provi der Node |
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Figure 5: Reference Architecture: Connectivity Services Provided by
Di stinct Network Providers
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2.

3.

Scope of This Docunent

Thi s docunent details the clauses of the CPP. Candidate protocols
(e.g., [CPNP]) that can be used to negotiate and enforce a given CPP
are not discussed in this docunent.

In addition to CPP cl auses, other clauses nay be included in an
agreement between a Customer and a Provider (e.g., contact point,
escal ati on procedure, incidents managenent, billing, etc.). It is
out of the scope of this docunent to detail all those additiona

cl auses.

Exanpl es of how to translate CPP clauses into specific policies are
provided for illustration purposes. It is out of the scope of this
docunent to provide an exhaustive list of the technical neans to neet
the objectives detailed in a CPP

CPP was nminly designed to target | P connectivity services.
Neverthel ess, it can be used for other non-1P transport schenes. It
is out of the scope of this docunent to assess the applicability of
CPP to these non-1P schenes.

Thi s docunent covers both unicast and multicast connectivity
services. Both Any-Source Multicast (ASM [RFC1112]) and Source-
Specific Milticast (SSM [RFC4607]) nodes can be captured in a CPP

Connectivity Provisioning Profile (CPP)

A CPP can be seen as the inventory of connectivity provisioning
requirenents with regard to the I P transfer service. CPP clauses are
el aborated in the follow ng sub-sections. The CPP tenplate is
provided in Section 4.

1. Customrmer Nodes Map

A CPP nust include the list of Customer Nodes (e.g., Custoner Edges
(CEs)) to be connected to the underlying IP transport network.

These nodes shoul d be unambi guously identified (e.g., using a unique
Service_identifier, Media Access Control (MAC) addresses, etc.). For
each Customer Node, a border link or a node that belongs to the
domai n that connects the Custoner Nodes shoul d be identified.

Thi s clause can specify geol ocation information of Customer Nodes.
Based on the | ocation of the Custoner Node, appropriate operations to

retrieve the corresponding border Iink or "Provider Node" (e.g., PE)
shoul d be undertaken. This operation can be manual or autonated.
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A "service site" would be |ocated behind a given Customer Node. A
site identifier may be captured in the CPP for the provisioning of
managed VPN services [ RFC4026], for instance, Site_identifier

A Customer Node may be connected to several Provider Nodes. Miltiple
Cust oner Nodes may be connected to the same Provider Node as shown in
Fi gure 4.

3.2. Scope

The scope cl ause specifies the reachability of each of the invol ved
Cust oner Nodes, from both incom ng and outgoing traffic perspectives,
thereby yielding specific traffic directionality considerations. It
is defined as an unidirectional paraneter. Both directions should be
described in the CPP.

The reachability scope specifies the set of destination prefixes that
can be reached froma given Custoner site (identified by a group of
source prefixes). Both global and restricted reachability scopes can
be captured in the CPP. A global reachability scope neans that a
Customer site can reach any destination in the Internet and can be
reached fromany renote host. A restricted reachability scope neans
no gl obal reachability is allowed; only a set of destinations can be
reached froma Custoner site, and/or only a set of sources can reach
the Custoner site. Both incom ng and outgoing reachability scopes
are specified in the CPP.

Both I Pv4 and | Pv6 reachability scopes may be specified.

The reachability scope clause can include nulticast and/or unicast
addresses. For SSM a group of unicast source addresses can be
specified in addition to destination rmulticast addresses.

The scope cl ause can also be used to delimt a topol ogical (or
geogr aphi cal) network portion beyond which the perfornmance and
availability guarantees do not apply. A scope nmay be defined by a
set of "lngress" points and "Egress" points. Several types nmay be
consi dered, such as:

(1) "1:1" Pipe nodel. Only point-to-point comunications are
al | owned.
(2) "1:N' Hose nodel. Only comunications fromone site towards a

set of destinations are all owed.

(3) "1:any" Unspecified hose nodel. Al outbound conmmunications are
al | oned.

Boucadair, et al. I nf or mat i onal [ Page 10]



RFC 7297 CPP July 2014

The Ingress and Egress points could be Custoner Nodes / Provider
Nodes or external nodes, provided that these nodes are unanbi guously
identified (e.g., IPv6 prefix), or a set of |IP destinations.

3.3. QoS Cuarantees

QS guarantees denote a set of |IP transfer performance netrics that
characterize the quality of the IP transfer treatnent to be

experi enced (when crossing an I P transport infrastructure) by a flow
i ssued fromor forwarded to a (set of) "Customer Node(s)".

| P performance netrics can be expressed as qualitative or
quantitative paraneters (both quantitative and qualitative guarantees
cannot be specified in the same CPP). Quantitative guarantees may be
specified as an average val ue, as a maxi num bound, or as a percentile
over an interval of neasurenents that should be indicated in the
measur enent net hod.

Several performance netrics have been defined, such as:
o Traffic Loss [ RFC2680]

0 One-way delay [ RFC2679]

0 One-way delay variation [ RFC3393]

These paraneters may be specific to a given path or a given scope
(e.g., between two Custoner Nodes). |P perfornmance netric val ues
indicated in a CPP should reflect the neasurenent between a set of
Cust omer Nodes or between a Custoner Node and a set of Provider
Nodes.

Quantitative guarantees can only be specified for in-profile traffic
(i.e., upto a certain traffic rate). A CPP can include throughput
guar ant ees; when specified, these guarantees are equivalent to
quantitative or qualitative | oss guarantees

The Met a- QS-d ass concept can be used when qualitative netrics are
used [ RFC5160] .

3.4. Availability
This clause specifies the percentage of the tinme during which the
agreed | P performance guarantees apply. The clause can be expressed

as a maxi num or an average. The exact neaning of the clause value is
defined during the CPP negotiation process.
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The guarantees cover both QS deterioration (i.e., |IP transfer
service is available, but it is belowthe agreed performance bounds),
physical failures, or service unavailability in general. |In order to

nmeet the availability guarantees, several engineering practices may
be enforced at the border between the Custonmer and the Network
Provi der, such as nulti-hom ng designs.

The foll owi ng nechani sns are provi ded as exanples to show t hat
different technical options nmay be chosen to neet the service
avail ability objectives:

0 Wien an Interior Gateway Protocol (I1GP) instance is running
bet ween the "Custonmer Node" and the "Provider Node", activate a
dedi cated protocol, such as Bidirectional Forwardi ng Detection
(BFD, [RFC5881][ RFC5883]), to control IGP availability and to
ensure sub-second | GP adj acency failure detection

0 Use of the Label Switched Path Ping (LSP Ping) capability to
detect LSP availability (check whether the LSP is in place or not)
[ RFC4379] [ RFC6424] [ RFC6425] [ RFC6426] [ RFC6829] .

0 Pre-install backup LSPs for fast-reroute purposes when an MPLS
net wor k connects Customnmer Nodes [RFC4090].

o Enable Virtual Router Redundancy Protocol (VRRP, [RFC5798]).
0 Enable IP Fast Reroute features (e.g., [RFC5286] or [RFC6981]).
3.5. Capacity

This clause characterizes the required capacity to be provided by the
underlying I P transport network. This capacity is bound to a defined
"Scope" (see Section 3.2) and IP transfer perfornance guarantees (see
Sections 3.3 and 3.4).

The capacity may be expressed for both traffic directions (i.e.
i ncom ng and outgoi ng) and for every border link. The capacity
clause defines the linmts of the application of quantitative
guar ant ees.

It is up to the adm nistrative entity, which nmanages the IP transport

network, to appropriately dinension its network [ RFC5136] to neet the
capacity requirements expressed in all negotiated CPPs.
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3.6. Conformance Traffic

When capacity information (see Section 3.5) is included in the CPP,
requirenents for out-of-profile traffic treatnment need to be al so
expressed in the CPP

Shapi ng/policing filters nay be applied so as to assess whet her
traffic is within the capacity profile or out of profile. Qut-of-
profile traffic may be di scarded or assigned another class (e.qg.
usi ng Lower Effort Per-Domain Behavior (LE PDB) [RFC3662]).

Packet MIU conditions nmay al so be indicated in the CPP.
3.7. Overall Traffic Guarantees

Overall traffic guarantees are defined when the Capacity

(Section 3.5) and Conformance Traffic (Section 3.6) clauses are not
specified. O, if they are actually specified, then out-of-profile
traffic is assigned another class of service but is not discarded.
Such guarantees can only be qualitative delay and/or qualitative |oss
or throughput guarantees.

If overall traffic guarantees are not specified, best effort
forwarding is inplied.

3.8. Traffic Isolation

This clause indicates if the traffic issued by or destined to

"Cust oner Nodes" should be isolated when crossing the IP transport
network. This clause can also be used to specify additional security
protection requirenents (including privacy protection requirenents).

This clause can then be translated into VPN policy provisioning

i nformati on, such as the information pertaining to the activation of
dedi cated tunnels using | Psec, BGP/ MPLS VPN facilities [RFC4364], or
a conbi nation thereof. The activation of such features should be
consistent with the availability and perfornance guarantees that have
been negoti at ed.

3.9. Flowldentification
To identify the flows that need to be handled within the context of a
given CPP, flow identifiers should be indicated in the CPP. Flow

identifiers are used for traffic classification purposes. An exanple
of packet classifier is defined in [ RFC2475].
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A flow identifier may be conposed of (but not linited to) the
foll owi ng paraneters

0 Source | P address,

0o Source port nunber,

o Destination |IP address,
0 Destination port nunber,

o0 Type of Service (ToS) or Differentiated Services Code Point (DSCP)
field,

0o Tail-end tunnel endpoint, or
0 Any conbi nation thereof.

Distinct treatnments may be inplenented for elastic and non-el astic
traffic (e.g., see the "Constraints on traffic" clause defined in
[ RFC5160]).

Fl ow cl assification rules nmay be specific to a given link or may be
applied for a group or all border links. This should be clearly
captured in the CPP.

Some practices such as DSCP re-marking may be indicated in the CPP
Re- marki ng action is under the responsibility of underlying nodes
that intervene to deliver the connectivity service. Re-marking can
be enforced for both outgoing and incoming traffic received from or
destined to Custoner Nodes. These re-narking actions nust not alter
the service-specific marking integrity (e.g., VPN service).

This clause may specify policies (e.g., DSCP re-marking) to be
enforced at the egress nodes on packets received from Cust oner Nodes.
If no such policy is specified, the Network Provider enforces its

| ocal policies (e.g., clear DSCP nmarking) on packets leaving its

admi ni strative domain

3.10. Routing and Forwardi ng

This clause is used to specify outsourced routing actions, such as
installing dedicated routes to convey the traffic to its (service)
destination. These dedicated routes may be conputed, selected, and
installed for Traffic Engineering or resilience purposes. For
Traffic Engineering, these paths can be used to intelligently divert
traffic away from some nodes/links that may potentially suffer from
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congestion or avoid crossing conpetitors’ networks. For resilience,
backup paths are typically pre-installed in order to bypass nodes/
i nks under protection.

This clause is also used to specify internediate functions that nust
be invoked in the forwarding path (e.g., redirect the traffic to a
firewall, invoke topology hiding features, etc.) or specify
geographic routing restrictions.

A requirenment for setting up a logical routing topol ogy [ RFC4915]

[ RFC5120] may al so be considered, e.g., to facilitate the nmanagenent
of the nodes that are involved in the forwarding of the traffic as
defined in the CPP.

This practice should be indicated in the CPP; otherw se, path
conmputation is left to the underlying IP routing capabilities. The
forwardi ng behavior (e.g., Per-Domain Behavior (PDB) [ RFC3086]) may
al so be specified in a CPP but remains optional. |[|f indicated,
consistency with the | P perfornance bounds defined in the CPP should
be carefully ensured.

For illustration purposes, a routing policy would avoid satellite
links for Voice over IP (VolP) deploynments since this nay degrade the
of fered service

3.11. Activation Means

This clause indicates the required action(s) to be undertaken to
activate access to the I P connectivity service.

Exanpl es of these actions would be the activation of an | GP instance,
the establishnent of a BGP [ RFC4271] or Miltiprotocol BGP (MP-BGP)
session [ RFC4760], Protocol Independent Milticast (PIM [RFC4601]),
etc.

3.12. Invocation Means
Two types are defined:
Implicit: This clause indicates that no explicit nmeans to invoke the
connectivity service is required. Access to the connectivity

service is primarily conditioned by the requested network
capacity.
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3.

Explicit: This clause indicates the need for explicit neans to
access the connectivity service. Exanples of such neans include
the use of RSVP [ RFC2205], RSVP-TE [ RFC3209], Internet G oup
Managenment Protocol (1GW, [RFC3376]), or Milticast Listener
Di scovery (M.D, [RFC3810]). Appropriate adm ssion contro
procedures [RFC6601] would have to be enforced, e.g., to check
whet her the capacity actually used is not above the agreed
t hr eshol d.

13. Noti fications

For operation purposes (e.g., supervision) and service fulfillnent
needs, nmanagenent platforns need to be notified about critical events
that may inpact the delivery of the service

The notification procedure should be indicated in the CPP. This
procedure may specify the type of information to be sent, the
interval, the data nodel, etc

Notifications can be sent to the managenment platform by using Sinple
Net wor k Managenent Protocol (SNWP, [RFC3416]), Syslog notifications
[ RFC5424], Connectivity Provisioning Negotiation Protocol (CPNP)
signals [CPNP], Network Configuration Protocol (NETCONF) Event
Notifications [ RFC5277], or a phone call!

CPP Tenpl ate

Figure 6 provides the Routing Backus-Naur Form (RBNF, [RFC5511])
format of the CPP tenpl ate.

A CPP docunent includes several connectivity provisioning conponents;
each of these is structured as a CPP. The CPP nmay include additiona
optional information el enments such as netrics used for Service

Assur ance purposes, activation schedule, etc.

Boucadair, et al. I nf or mat i onal [ Page 16]



RFC 7297 CPP July 2014

<CONNECTI VI TY_PROVI SI ONI NG_DOCUMENT> : : =

<Connectivity Provisioning Conponent> ..
<Connectivity Provisioning Conponent> ::=

<CONNECTI VI TY_PROVI SI ONI NG_PRCFI LE> ..
<CONNECTI VI TY_PROVI SI ONI NG_PRCFI LE> :: =

<Cust oner Nodes Map>

<Scope>

<QS Guar ant ees>

<Avail ability>

<Capaci ty>

<Traffic Isolation>

<Conf ormance Traffic>

<Fl ow I denti fication>

<Overall Traffic Guarantees>

<Routing and Forwar di ng>

<Activation Means>

<Invocati on Means>

<Not i fications>

<Optional Information Elenent> ..
<Cust oner Nodes Map> ::= <Custonmer Node> ..
<Custoner Node> ::= <IDENTI FI ER>

<LI NK_I DENTI FI ER>
<LOCALI ZATI ON>

Fi gure 6: CPP Tenpl ate

The description of these clauses is provided in Section 3.
The CPP may al so include a Custoner’s administrative information,
such as a nane and other contact details. An exanple of the RBNF
format of the Custoner’s information is shown in Figure 7.
<Cust oner Description> ::= <NAME> <Contact | nformation>
<Contact Information> ::= <EMAl L_ADDRESS> [ <POSTAL_ADDRESS>]

[ <TELEPHONE_NUMBER> . . . ]

Figure 7: Custoner Description dause

The CPP may include adninistrative informati on of the Network
Provi der too (nane, Autononobus System numnber(s), and ot her contact
details). An exanple of the RBNF format of the provider’s
information is shown in Figure 8.
<Provi der Description> ::= <NAME><Cont act | nformation>[ <AS_NUVBER>]
<Contact Information> ::= <EMAIL_ADDRESS> [ <POSTAL_ADDRESS>]

[ <TELEPHONE_NUMBER> . . . ]

Fi gure 8: Provider Description C ause
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5.

Security Considerations

Thi s docunent does not define an architecture or specify a protocol
Yet, the neans to provi de guarantees about the identity of a Customer
and its ability to expose connectivity requirenents to a Network
Provi der through a CPP need to be investigated. Likew se, the neans
to provide guarantees about the identity of a Network Provider and
the ability to expose its capabilities, let alone capture the

requi renents of a Custoner through a CPP, should be carefully

st udi ed.

CPP docunents should be protected against illegitimte nodifications
(e.g., nodification, withdrawal); authorization means should be
enabl ed. These nmeans are depl oynment - specific.

The Networ k Provider nust enforce nmeans to protect privacy-rel ated

i nformati on captured in a CPP docunment [RFC6462]. |In particular

this informati on nust not be revealed to external parties w thout the
consent of Custonmers. Network Providers should enforce policies to
make Custoner fingerprinting nore difficult to achieve. For nore

di scussi on about privacy, refer to [ RFC6462] and [ RFC6973].
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