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Abstract

This docunent is a snapshot of different Locator/ldentifier
Separation Protocol (LISP) deploynent scenarios. |t discusses the
pl acenent of new network el enents introduced by the protocol
representing the thinking of the LI SP working group as of Sunmmer
2013. LI SP depl oynment scenarios may have evol ved since then. This
meno represents one stable point in that evolution of understanding.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. It has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7215
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I ntroduction

The Locator/ldentifier Separation Protocol (LISP) is designed to
address the scaling issues of the global Internet routing system
identified in [ RFC4984] by separating the current addressing scheme
into Endpoint IDentifiers (EIDs) and Routing LOCators (RLOCs). The
mai n protocol specification [ RFC6830] describes how the separation is
achi eved and whi ch new network el enents are introduced, and it
details the packet formats for the data and control planes.
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LI SP assunes that such separation is between the edge and core and
uses nmappi ng and encapsul ation for forwarding. While the boundary
between both is not strictly defined, one widely accepted definition
places it at the border routers of stub autononous systens, which may
carry a partial or conplete default-free zone (DFZ) routing table.
The initial design of LISP took this location as a baseline for
protocol devel opnent. However, the applications of LISP go beyond
just decreasing the size of the DFZ routing table and include

i mproved multi homing and ingress traffic engineering (TE) support for
edge networks, and even individual hosts. Throughout this docunent,
we will use the term"LISP site” to refer to these networks/hosts
behind a LI SP Tunnel Router. W fornally define the follow ng

two terms:

Network element: Facility or equipment used in the provision of a
communi cati ons service over the Internet [ TELCO96].

LISP site: A single host or a set of network elenments in an edge
networ k under the adm nistrative control of a single organization
delimted fromother networks by LISP Tunnel Router(s).

Since LISP is a protocol that can be used for different purposes, it
is inportant to identify possible deploynent scenarios and the
additional requirenents they may inpose on the protocol specification
and other protocols. Additionally, this docunent is intended as a
gui de for the operational community for LISP deploynents in their
networks. It is expected to evolve as LISP depl oynent progresses,
and the described scenarios are better understood or new scenari os
are di scovered.

Each subsection considers an el enent type and di scusses the inpact of
depl oynent scenarios on the protocol specification. For definitions
of ternms, please refer to the appropriate docunents (as cited in the
respective sections).

This experinental docunent describes depl oynment considerations.
These considerations and the LI SP specifications have areas that
require additional experience and neasurenent. LISP is not
recomended for depl oyment beyond experinmental situations. Results
of experinentation may |l ead to nodifications and enhancenents of LISP
mechani sms.  Additionally, at the tine of this witing there is no
standardi zed security to inplenent. Beware that there are no

count erneasures for any of the threats identified in [LISP-THREATS]
See Section 15 of [RFC6830] for specific known issues that are in
need of further work during devel opment, inplenentation, and
experinentation, and see [LISP-THREATS] for reconmendations to

anel iorate the above-nentioned security threats.
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2. Tunnel Routers

The device that is the gateway between the edge and the core is
called a Tunnel Router (xTR); it perforns one or both of two separate
functions:

1. Encapsul ating packets originating froman end host to be
transported over internediary (transit) networks towards the
ot her endpoi nt of the comruni cation

2. Decapsul ating packets entering frominternediary (transit)
networ ks, originated at a renpte end host.

The first function is perfornmed by an I ngress Tunnel Router (ITR) and
the second by an Egress Tunnel Router (ETR)

Section 8 of the main LISP specification [ RFC6830] has a short

di scussi on of where Tunnel Routers can be depl oyed and sonme of the
associ at ed advant ages and di sadvantages. This section adds nore
detail to the scenarios presented there and provi des additiona
scenarios as well. Furthernore, this section discusses functiona
nmodel s, that is, network functions that can be achi eved by depl oyi ng
Tunnel Routers in specific ways.

2.1. Deploynent Scenarios
2.1.1. Custoner Edge (CE)

The first scenario we discuss is the custoner edge, when xTR
functionality is placed on the router(s) that connects the LISP site
to its upstrean(s) but is under its control. As such, this is the
nmost conmmon expected scenario for xTRs, and this docunent considers
it the reference |location, conparing the other scenarios to this one.

| SP1 | SP2

I I

I I

ks S S

+--| XTRL| - - | XTR2| - - +
| +----+ -+
I I
| LISP site
L LT R +

Figure 1: xTRs at the Customer Edge
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Fromthe LISP site’'s perspective, the nmain advantage of this type of
depl oynent (conpared to the one described in the next section) is
having direct control over its ingress traffic engineering. This
makes it easy to set up and nmaintain active/active, activel/backup, or
nmore conplex TE policies, adding | SPs and additional xTRs at will,

wi thout involving third parties.

Bei ng under the sanme administrative control, reachability information
of all ETRs is easier to synchronize, because the necessary contro
traffic can be all owed between the locators of the ETRs. A correct
synchronous gl obal view of the reachability status is thus avail abl e,
and the Locator-Status-Bits can be set correctly in the LISP data
header of outgoing packets.

By placing the Tunnel Router at the edge of the site, existing

i nternal network configuration does not need to be nodified.

Firewall rules, router configurations, and address assignnents inside
the LISP site remain unchanged. This helps with increnmenta

depl oynent and all ows a qui ck upgrade path to LISP. For |larger sites
distributed in geographically diverse points of presence (PoPs) and
havi ng nmany external connections and conplex internal topology, it
may, however, make nore sense to both encapsul ate and decapsul ate as
soon as possible, to benefit fromthe information in the 1GP to
choose the best path. See Section 2.2.1 for a discussion of this
scenari o.

Anot her thing to consider when placing Tunnel Routers is MIU issues.
Encapsul ati on i ncreases the anount of overhead associated with each
packet. This added overhead decreases the effective end-to-end path
MIU (unl ess fragnentation and reassenbly are used). Sone transit
networ ks are known to provide |arger MIU val ues than the typica

val ue of 1500 bytes for popul ar access technol ogi es used at end hosts
(e.g., | EEE 802.3 and 802.11). However, placing the LISP router
connecting to such a network at the custonmer edge coul d possibly
bring up MIU i ssues, depending on the link type to the provider as
opposed to the follow ng scenario. See [RFC4459] for MIU

consi derations of tunneling protocols and howto nmitigate potenti al
issues. Still, even with these nmitigations, path MIU i ssues are
still possible.

2.1.2. Provider Edge (PE)

The other location at the core-edge boundary for deploying LISP
routers is at the Internet service provider edge. The nain incentive
for this case is that the customer does not have to upgrade the CE
router(s) or change the configuration of any equi pnment.
Encapsul ati on/ decapsul ati on happens in the provider’s network, which
may be able to serve several custonmers with a single device. For
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large | SPs with nmany residential/business custoners asking for LISP
this can lead to inportant savings, since there is no need to upgrade
the software (or hardware, if that’'s the case) at each client’'s

| ocation. Instead, they can upgrade the software (or hardware) on a
few PE routers serving the custoners. This scenario is depicted in
Fi gure 2.

o + R T IR +
| | SP1 | | | SP2 |
| | | |
| +----+ | R kSR
+-- | XTRL| - - + +--| XTR2| - - | XTR3]| - - +
+----+ ek S I

| | |

| _ | |

+--<[LISP site]>--+------- +

Figure 2: xTRs at the Provider Edge

Wiile this approach can make transition easy for customers and nmay be
cheaper for providers, the LISP site |oses one of the nmain benefits
of LISP: ingress traffic engineering. Since the provider controls
the ETRs, additional conplexity would be needed to allow customers to
nodi fy their mapping entries.

The problemis aggravated when the LISP site is multihonmed. Consider
the scenario in Figure 2: whenever a change to TE policies is
required, the customer contacts both |ISP1 and | SP2 to nake the
necessary changes on the routers (if they provide this possibility).
It is, however, unlikely that both ISPs will apply changes

si mul t aneously, which nmay lead to inconsistent state for the nmappi ngs
of the LISP site. Since the different upstream|SPs are usually
conpeting business entities, the ETRs nay even be configured to
conmpete, to either attract all the traffic or get no traffic. The
former will happen if the custoner pays per volune, the latter if the
connectivity has a fixed price. A solution could be to configure the
Map- Server(s) to do proxy-replying and have the Mapping Service

Provi der (MSP) apply policies.

Additionally, since xTRl, xTR2, and xTR3 are in different

adm ni strative domains, |locator reachability information is unlikely
to be exchanged anong them neking it difficult to set the
Locator-Status-Bits (LSBs) correctly on encapsul ated packets.
Because of this, and due to the security concerns about LSBs as
described in [LISP-THREATS], their use is discouraged (set the L-bit
to 0). Map-Versioning is another alternative [RFC6834].
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Conpared to the custoner edge scenario, deploying LISP at the

provi der edge might have the advantage of dimn nishing potential MU
i ssues, because the Tunnel Router is closer to the core, where |inks
typically have higher MIUs t han edge network |inks.

2.1.3. Tunnel Routers behind NAT

"NAT" in this section refers to | Pv4 network address and port
transl ati on.

2.1.3.1. ITR

' EED  *  (Private) | NAT | (Public) ,’ RLOC .
( )---[I TR -~ PERr: ( )

space .’ (Address) | Box |(Address) . space ,

Figure 3: | TR behi nd NAT

Packets encapsul ated by an I TR are just UDP packets froma NAT
device's point of view, and they are handled |ike any UDP packet;
there are no additional requirenents for LISP data packets.

Map- Requests sent by an I TR, which create the state in the NAT table,
have a different 5-tuple in the |IP header than the Mp-Reply
generated by the authoritative ETR  Since the source address of this
packet is different fromthe destinati on address of the request
packet, no state will be matched in the NAT table and the packet will
be dropped. To avoid this, the NAT device has to do the foll ow ng:

o0 Send all UDP packets with source port 4342, regardl ess of the
destination port, to the RLOC of the ITR The sinplest way to
achieve this is configuring 1:1 NAT node fromthe external RLOC of
the NAT device to the ITR s RLOC (called "DVZ" node in consumer
br oadband routers).

0 Rewite the ITR-AFl and "Originating | TR RLOC Address" fields in
t he payl oad.

This setup supports only a single | TR behi nd the NAT devi ce.
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2.1.3.2. ETR

An ETR pl aced behind NAT is reachable fromthe outside by the
Internet-facing |ocator of the NAT device. It needs to know this

| ocator (and configure a | oopback interface with it), so that it can
use it in Map-Reply and Map- Regi ster nessages. Thus, support for
dynanmic locators for the napping database is needed in LISP

equi prent .

Agai n, only one ETR behind the NAT device is supported.

, - Feme - +
’ El D ‘ (Private) | NAT | (Public) ,’ RLOC .
( )---[ETR - -~ oo ( )
space ,” (Address) | Box |(Address) . space ,

e _ e e oo + (__. _

Fi gure 4: ETR behi nd NAT
2.1.3.3. Additional Notes

An inplication of the issues described above is that LISP sites with
XTRs cannot be behind carrier-based NATs, since two different sites
woul d collide on the same forwarded UDP port. An alternative to
static hol e-punching to explore is the use of the Port Contro

Prot ocol (PCP) [RFC6887].

We only include this scenario due to conpl eteness, to show that a
LI SP site can be depl oyed behi nd NAT should it become necessary.
However, LI SP deploynents behi nd NAT should be avoided, if possible.

2. 2. Functional Mddels with Tunnel Routers

This section describes how certain LISP deploynents can provide
net work functions.

2.2.1. Split ITRETR

In a sinple LISP deploynent, xTRs are |located at the border of the
LISP site (see Section 2.1.1). In this scenario, packets are routed
i nside the domain according to the EID. However, nore conpl ex
networ ks may want to route packets according to the destination RLCC
This would enable themto choose the best egress point.
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The LI SP specification separates the |ITR and ETR functionality and
all ows both entities to be deployed in separated network equi pnent.

| TRs can be deployed closer to the host (i.e., access routers). This
way, packets are encapsul ated as soon as possible, and egress point
selection is driven by operational policy. 1In turn, ETRs can be

depl oyed at the border routers of the network, and packets are
decapsul ated as soon as possible. Once decapsul ated, packets are
routed based on the destination EID according to internal routing

policy.

We can see an exanmple in Figure 5. The Source (S) transmts packets
using its EID, and in this particul ar case packets are encapsul at ed
at TR 1. The encapsul ated packets are routed inside the donain
according to the destination RLOC and can egress the network through
the best point (i.e., closer to the RLOC s Autononous System (AS)).
On the other hand, inbound packets are received by ETR 1, which
decapsul ates them Then, packets are routed towards S according to
the EID, again follow ng the best path.

s +

| |

| [ S, + [ S, + [ S, +
| | ITRL |--------- + | ETR.1 |-RLOC A--| ISP_A

| F - + | F - + F - +
|+ | | |

| ISl | | GP | |

|+ | | |

| [ S + | [ S + [ S +
| | ITR2 |--------- + | ETR 2 |-RLOC B--| ISP _B |
| F - + F - + F - +
| |
s +

Figure 5: Split |I TR ETR Scenario

Thi

s scenario has a set of inplications:

0 The site nmust carry nore-specific routes in order to choose the
best egress point, and typically BGP is used for this, increasing
the conplexity of the network. However, this is usually already
the case for LISP sites that would benefit fromthis scenario.

o If the site is nmultihoned to different |SPs and any of the
upstream | SPs are doi ng uni cast reverse path forwardi ng (uURPF)
filtering, this scenario may becone inpractical. To set the
correct source RLOC in the encapsul ati on header, |ITRs need to
first determine which ETR will be used by the outgoing packet.
This adds conplexity and reliability concerns.
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2.

2.

o In LISP, ITRs set the reachability bits when encapsul ati ng data
packets. Hence, |ITRs need a nmechanismto be aware of the |liveness
of all ETRs serving their site.

o The MIUwithin the site network nust be | arge enough to
acconmopdat e encapsul at ed packets.

0o In this scenario, each ITRis serving fewer hosts than in the case
when it is deployed at the border of the network. It has been
shown that the cache hit rate grows logarithmcally with the
anount of users [CACHE]. Taking this into account, when |ITRs are
depl oyed cl oser to the host the effectiveness of the mappi ng cache
may be lower (i.e., the nmiss rate is higher). Another consequence
of this is that the site nmay transnit a hi gher anount of
Map- Requests, increasing the load on the distributed mappi ng
dat abase

0 By placing the ITRs inside the site, they will still need gl oba
RLOCs. This nay add conplexity to intra-site routing
configurations and nore intra-site issues when there is a change
of providers.

2. Inter-Service-Provider Traffic Engineering

At the time of this witing, if two | SPs want to control their
ingress TE policies for transit traffic between them they need to
rely on existing BGP nmechanisnms. This typically nmeans deaggregating
prefixes to choose on which upstream|link packets should enter. This
either is not feasible (if fine-grained per-custonmer control is
required, the very-specific prefixes nmay not be propagated) or

i ncreases DFZ table size.

Typically, LISP is seen as applicable only to stub networks; however,
LI SP can al so be applied in a recursive manner, providing service
provi der ingress/egress TE capabilities w thout inpacting the DFZ
tabl e size.

In order to inplenment this functionality with LI SP, consider the
scenario depicted in Figure 6. The two ISPs willing to achieve

i ngress/egress TE are labeled as ISP_A and I SP_B. They are servicing
Stubl and Stub2, respectively. Both are required to be LISP sites
with their own xTRs. In this scenario, we assune that Stubl and
Stub2 are conmunicating with each other; thus, ISP _A and |ISP_B offer
transit for such conmunications. [|SP_A has RLOC A1 and RLOC A2 as
upstream | P addresses, while | SP_B has RLOC Bl and RLOC B2. The
shared goal anong ISP_A and ISP Bis to control the transit traffic
fl ow between RLOC Al/ A2 and RLOC B1/ B2.
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Stubl ... Fome - - + - fa-l Fome - - + ... Stub2
\ | RAL----,’ ‘.o---|RBL |
-- | ( Transit ) | | --
T RA2|----- , ' ---|RB2 [\
F - + oo, - F - +
| SP_A B | SP_B

Figure 6: Inter-Service-Provider TE Scenario

Both I SPs depl oy xTRs on RLOC Al/A2 and RLOC B1/ B2, respectively and
reach a bilateral agreenent to deploy their own private mapping
system This nmappi ng system contai ns bindi ngs between the RLOCs of
Stubl and Stub2 (owned by I SP_A and | SP_B, respectively) and RLOC_Al/
A2 and RLOC B1/B2. Such bindings are in fact the TE policies between
both 1SPs, and the convergence tine is expected to be fast, since

I SPs only have to update/query a mapping to/fromthe database.

The packet flowis as follows. First, a packet originated at Stubl
towards Stub2 is LISP encapsul ated by Stubl’s xTR  The xTR of I SP_A
recursively encapsulates it, and according to the TE policies stored
in the private mapping systemthe 1 SP_A xTR chooses RLOC Bl or

RLOC B2 as the outer encapsul ation destination. Note that the packet
transits between I SP_A and | SP_B doubl e-encapsul ated. Upon reception
at the xXTR of ISP_B, the packet is decapsul ated and sent towards
Stub2, which performs the | ast decapsul ation

Thi s depl oynent scenario, which uses recursive LISP, includes three

i nportant caveats. First, it is intended to be depl oyed between only
two ISPs. If nore than two | SPs use this approach, then either the
XTRs depl oyed at the participating |1SPs nust query nultiple mapping
systens, or the | SPs nmust agree on a common shared nappi hg system
Furt hernmore, keeping this deploynment scenario restricted to only two
I SPs maintains a scalable solution, given that only two entities need
to agree on using recursive LISP and only one private mappi ng system
is invol ved.

Second, the scenario is only recommended for |SPs providing
connectivity to LISP sites, such that source RLOCs of packets to be
recursively encapsul ated belong to said ISP. O herw se, the
participating | SPs nmust register prefixes they do not own in the
above-nentioned private mapping system This results in either
requiring conpl ex authenticati on nechani sns or enabling sinple
traffic redirection attacks. Failure to follow these reconmendati ons
may | ead to operational security issues when deploying this scenario.

And third, recursive encapsul ation nodels are typically conplex to
troubl eshoot and debug.
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Besi des t hese recomendati ons, the nmain di sadvantages of this
depl oynent case are:

0 An extra LISP header is needed. This increases the packet size
and requires that the MIU between both | SPs acconmobdat e doubl e-
encapsul at ed packets.

o The ISP I TR nmust encapsul ate packets and therefore nust know the
RLOC-t 0- RLOC bi ndi ngs. These bindings are stored in a napping
dat abase and nmay be cached in the I TR s mappi ng cache. Cache
m sses | ead to an additional | ookup |atency, unless a push-based
mappi ng systemis used for the private mappi ng system

o Mintaining the shared nmappi ng dat abase invol ves operationa
over head.

2.3. Summary and Feature Matrix

When | ooki ng at the depl oynent scenarios and functional nodels above,
there are several things to consider when choosing an appropriate
nodel , depending on the type of the organization doing the

depl oynent .

For home users and snall sites that wish to nultihonme and have
control over their ISP options, the "CE" scenario offers the nost
advantages: it’'s sinple to deploy, and in sonme cases it only requires
a software upgrade of the Customer Prem ses Equi pnent (CPE), getting
mappi ng service, and configuring the router. It retains control of
TE and choosi ng upstreans by the user. It doesn’t provide too nmany
advantages to | SPs, due to the | essened dependence on their services
in cases of nultihoned clients. It is also unlikely that |SPs

wi shing to offer LISP to their customers will choose the "CE" nodel
as they would need to send a technician to each custoner and,
potentially, a new CPE device. Even if they have renpote control over
the router and a software upgrade could add LI SP support, the
operation is too risky.

For a network operator, a good option to deploy is the "PE" scenari o,
unl ess a hardware upgrade is required for its edge routers to support
LI SP (in which case upgrading CPEs nmay be sinpler). It retains
control of TE as well as the choice of Proxy Egress Tunnel Router
(PETR) and Map- Server/ Map-Resolver. It also |lowers potential MIU

i ssues, as discussed above. Network operators should al so explore
the "inter-service-provider TE'" (recursive) functional nodel for
their TE needs.

To optimze their traffic flow, |arge organi zations can benefit the
nost fromthe "split | TR ETR' functional nodel

Jakab, et al. Experi ment al [ Page 13]



RFC 7215 LI SP Depl oynent April 2014

The followi ng table gives a quick overview of the features supported
by each of the deploynment scenarios di scussed above (marked with an
"X" in the appropriate colum): "CE" for custoner edge, "PE" for
provi der edge, "Split" for split ITR ETR, and "Recursive" for
inter-service-provider traffic engineering. The discussed features
i ncl ude:

Control of ingress TE: This scenario allows the LISP site to easily
control LISP ingress traffic engineering policies.

No nodifications to existing int. network infrastructure: This
scenario doesn’t require the LISP site to nodify internal network
configurations.

Locator-Status-Bits sync: This scenario allows easy synchroni zation
of the Locator Status Bits.

MIU/ PMTUD i ssues nmininmzed: The scenario nininzes potential MU and
Path MU Di scovery (PMIUD) i ssues.

Feat ure CE PE Split Recur si ve NAT
Control of ingress TE X - X X X
No nodifications to existing

int. network infrastructure X X - - X
Locator-Status-Bits sync X - X X -
MIU/ PMTUD i ssues mininized - X - - -

3.  Map-Servers and Map- Resol vers

Map- Servers and Map- Resol vers nmake up the LI SP nappi ng system and
provide a means to find authoritative ElI D-to-RLOC nappi ng

i nformation, conforming to [RFC6833]. They are nmeant to be depl oyed
in RLOC space, and their operation behind NAT is not supported.

3.1. Map-Servers

The Map- Server |earns ElD-to-RLOC mapping entries from an
authoritative source and publishes themin the distributed mappi ng
dat abase. These entries are |earned through authenticated

Map- Regi st er nessages sent by authoritative ETRs. Al so, upon
reception of a Map- Request, the Map-Server verifies that the
destination EID matches an EID-Prefix for which it is authoritative
and then re-encapsulates and forwards it to a matching ETR

Map- Server functionality is described in detail in [ RFC6833].
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The Map-Server is provided by a Mapping Service Provider (MSP). The
MSP participates in the global distributed nmappi ng database
infrastructure by setting up connections to other participants
according to the specific mapping systemthat is enployed (e.qg.

Al ternative Logical Topol ogy (ALT) [RFC6836], Del egated Database Tree
(DDT) [LISP-DDT]). Participation in the mappi ng database and the
storing of EIDto-RLOC mappi ng data are subject to the policies of
the "root" operators, who should check ownership rights for the
ElID-Prefixes stored in the database by participants. These policies
are out of scope for this docunent.

The LI SP DDT protocol is used by LISP MSPs to provide reachability
bet ween those providers’ Mp-Resol vers and Map-Servers. The DDT root
is currently operated by a collection of organizations on an open
basis. See [DDT-ROOT] for nore details. Sinmilarly to the DNS root,
it has several different server instances using names of the letters
of the G eek al phabet (al pha, delta, etc.), operated by independent
organi zations. \Wen this docunent was published, there were 6 such

i nstances, with one of them being anycasted. [DDT-ROOT] provides the
list of server instances on its web site and configuration files for
several Map-Server inplenmentations. The DDT root and LI SP Mappi ng
Providers both rely on and abide by existing allocation policies as
defined by Regional Internet Registries (RIRs) to determ ne prefix
ownership for use as ElDs.

It is expected that the DDT root organizations will continue to
evol ve in response to experinmentation with LISP deploynments for
Internet edge multihonmi ng and VPN use cases.

In all cases, the MSP configures its Map-Server(s) to publish the
prefixes of its clients in the distributed mappi ng database and start
encapsul ati ng and forwardi ng Map- Requests to the ETRs of the AS.
These ETRs register their prefix(es) with the Map-Server(s) through
peri odi ¢ authenticated Map-Regi ster nessages. In this context, for
some LISP sites, there is a need for mechani sns to:

o0 Automatically distribute EID Prefix(es) shared keys between the
ETRs and the ElD-registrar Mp- Server.

o0 Dynanmically obtain the address of the Map-Server in the ETR of
t he AS.

The Map-Server plays a key role in the reachability of the
EID-Prefixes it is serving. On one hand, it is publishing these
prefixes into the distributed mappi ng database, and on the other
hand, it is encapsul ating and forwardi ng Map- Requests to the
authoritative ETRs of these prefixes. |1TRs encapsul ating towards
ElIDs for which a failed Map-Server is responsible will be unable to
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| ook up any of their covering prefixes. The only exceptions are the
I TRs that already contain the mappings in their local caches. In
this case, ITRs can reach ETRs until the entry expires (typically

24 hours). For this reason, redundant Map-Server depl oynents are
desirable. A set of Map-Servers providing high-availability service
to the sane set of prefixes is called a redundancy group. ETRs are
configured to send Map- Regi ster nessages to all Map-Servers in the
redundancy group. The configuration for fail-over (or

| oad- bal ancing, if desired) anong the nmenbers of the group depends on
t he technol ogy behind the mappi ng system bei ng depl oyed. Since ALT
is based on BGP and DDT takes its inspiration fromthe Donai n Nane
System (DNS), deploynents can | everage current industry best
practices for redundancy in BGP and DNS. These best practices are
out of scope for this docunent.

Additionally, if a Map-Server has no reachability for any ETR serving
a given EID block, it should not originate that block into the
mappi ng system

3.2. Map-Resol vers

A Map- Resolver is a network infrastructure conponent that accepts

LI SP- encapsul at ed Map- Requests, typically froman ITR and finds the
appropriate ElID-to-RLOC mappi ng by consulting the distributed mappi ng
dat abase. Map- Resol ver functionality is described in detail in

[ RFC6833] .

Anyone with access to the distributed mappi ng dat abase can set up a
Map- Resol ver and provide EI D-to- RLOC mappi ng | ookup servi ce.
Dat abase access setup i s nmapping system specific.

For performance reasons, it is recommended that LISP sites use

Map- Resol vers that are topologically close to their ITRs. |SPs
supporting LISP will provide this service to their custoners,
possibly restricting access to their user base. LISP sites not in
this position can use open access Map-Resol vers, if avail able.
However, regardl ess of the availability of open access resolvers, the
MSP providing the Map-Server(s) for a LISP site should al so nake
avai | abl e Map- Resol ver(s) for the use of that site.

In medium to |arge-size ASes, |ITRs nmust be configured with the RLOC
of a Map-Resolver; this type of operation can be done nmanually.
However, in Snmall Ofice/Home Office (SOHO) scenarios, a nechanism
for autoconfiguration should be provided.

One solution to avoid manual configuration in LISP sites of any size

is the use of anycast [RFC4786] RLOCs for Map-Resolvers, simlar to
the DNS root server infrastructure. Since LISP uses UDP
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4,

4.

encapsul ati on, the use of anycast would not affect reliability. LISP
routers are then shipped with a preconfigured list of well-known

Map- Resol ver RLOCs, which can be edited by the network adm nistrator

i f needed.

The use of anycast al so hel ps i nprove mappi ng | ookup perfornmance.
Large MSPs can increase the nunber and geographical diversity of
their Map-Resolver infrastructure, using a single anycasted RLCC
Once LI SP depl oynent is advanced enough, very large content providers
may al so be interested in running this kind of setup, to ensure

m ni mal connection setup latency for those connecting to their
network fromLISP sites

Whi | e Map- Servers and Map- Resol vers inplenent different
functionalities within the LI SP napping system they can coexist on
the sane device. For exanple, MSPs offering both services can depl oy
a single Map-Resol ver/ Map-Server in each PoP where they have a
presence.

Proxy Tunnel Routers
1. PITRs

Proxy Ingress Tunnel Routers (PITRs) are part of the non-LISP/LISP
transition nechanism allow ng non-LISP sites to reach LISP sites
They announce via BGP certain ElD Prefixes (aggregated, whenever
possible) to attract traffic fromnon-LISP sites towards EIDs in the
covered range. They do the mappi ng system | ookup and encapsul ate
recei ved packets towards the appropriate ETR Note that for the
reverse path, LISP sites can reach non-LISP sites by sinply not
encapsul ating traffic. See [RFC6832] for a detail ed description of
PI TR functionality.

The success of new protocols depends greatly on their ability to
mai nt ai n backwards conpatibility and interoperate with the
protocol (s) they intend to enhance or replace, and on the incentives
to deploy the necessary new software or equipnent. A LISP site needs
an interworking mechanismto be reachable fromnon-LISP sites. A
PITR can fulfill this role, enabling early adopters to see the
benefits of LISP, simlar to tunnel brokers helping the transition
fromlIPv4d to IPv6. A site benefits fromnew LISP functionality
(proportionally with existing global LISP deploynment) when mgrating
to LISP, so it has the incentives to deploy the necessary Tunne
Routers. In order to be reachable fromnon-LISP sites, it has two
options: keep announcing its prefix(es) with BG, or have a PITR
announce prefix(es) covering them
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If the goal of reducing the DFZ routing table size is to be reached,
the second option is preferred. Moreover, the second option allows

LI SP-based ingress traffic engineering fromall sites. However, the
pl acenent of PITRs significantly influences performance and

depl oynent incentives. Section 5 is dedicated to the mgration to a
LI SP-enabl ed I nternet and includes depl oynent scenarios for Pl TRs.

4.2. PETRs

In contrast to PITRs, PETRs are not required for the correct
functioning of all LISP sites. There are two cases where they can be
of great hel p:

0 LISP sites with unicast reverse path forwardi ng (uURPF)
restrictions, and

o Comuni cation between sites using different address famly RLOCs.

In the first case, uRPF filtering is applied at the LISP site's
upstream provider’s PE router. Wen forwarding traffic to non-LISP
sites, an | TR does not encapsul ate packets, leaving the original IP
headers intact. As a result, packets will have EIDs in their source
address. Since we are discussing the transition period, we can
assune that a prefix covering the EIDs belonging to the LISP site is
advertised to the global routing tables by a PITR, and the PE router
has a route towards it. However, the next hop will not be on the
interface towards the CE router, so non-encapsul ated packets will
fail uRPF checks.

To avoid this filtering, the affected | TR encapsul ates packets
towards the locator of the PETR for non-LISP destinations. Now the
source address of the packets, as seen by the PE router, is the ITR s
| ocator, which will not fail the uRPF check. The PETR then

decapsul ates and forwards the packets.

The second use case is |Pv4-to-1Pv6 transition. Service providers
usi ng ol der access network hardware that only supports |IPv4 can stil
offer IPv6 to their clients by providing a CPE device running LISP
and PETR(s) for accessing |Pv6-only non-LISP sites and LI SP sites,
with I Pv6-only |locators. Packets originating fromthe client LISP
site for these destinations would be encapsul ated towards the PETR s
| Pv4 |ocator. The PETR is in a native |Pv6 network, decapsul ating
and forwardi ng packets. For non-LISP destinations, the packet
travel s natively fromthe PETR  For LISP destinations with |Pv6-only
| ocators, the packet will go through a PITRin order to reach its
destinati on.

For nore details on PETRs, see [ RFC6832].
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PETRs can be deployed by | SPs w shing to offer val ue-added services
to their custoners. As is the case with PITRs, PETRs too nmay

i ntroduce path stretch (the ratio between the cost of the selected
path and that of the optimal path). Because of this, the | SP needs
to consider the tradeoff of using several devices close to the
custoners to mninmze it, or fewer devices farther away fromthe
customers to minimze cost instead.

Since the deploynment incentives for PITRs and PETRs are different, it
is likely that they will be deployed in separate devices, except for
the Content Delivery Network (CDN) case, which may deploy both in a
si ngl e devi ce.

In all cases, the existence of a PETR involves another step in the
configuration of a LISP router. CPE routers, which are typically

configured by DHCP, stand to benefit nost from PETRs.

Aut oconfi guration of the PETR | ocator could be achi eved by a DHCP

option or by adding a PETR field to either Map-Notify or Map-Reply
nessages.

5. Mgration to LISP

This section discusses a deploynent architecture to support the
mgration to a LI SP-enabled Internet. The |oosely defined terns
"early transition phase", "late transition phase", and "LISP Internet
phase" refer to tine periods when LISP sites are a minority, a
majority, or represent all edge networks, respectively.

5.1. LI SP+BGP

For sites wishing to migrate to LISP with their Provider-I|ndependent
(Pl') prefix, the least disruptive way is to upgrade their border
routers to support LISP and register the prefix into the LISP napping
system but to keep announcing it with BG as well. This way, LISP
sites will reach themover LISP, while |legacy sites will be
unaffected by the change. The nain di sadvantage of this approach is
that no decrease in the DFZ routing table size is achieved. Still
just increasing the number of LISP sites is an inportant gain, as an
i ncreasing LISP/non-LISP site ratio may decrease the need for
BGP-based traffic engineering that |eads to prefix deaggregation.
That, in turn, may lead to a decrease in the DFZ size and churn in
the late transition phase.
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This scenario is not linmted to sites that already have their
prefixes announced with BGP. Newly allocated EID bl ocks could follow
this strategy as well during the early LISP depl oynent phase,
dependi ng on the cost/benefit anal ysis of the individual networks.
Since this leads to an increase in the DFZ size, the follow ng
architecture should be preferred for new all ocations.

5.2. Mapping Service Provider (MSP) PITR Service

In addition to publishing their clients’ registered prefixes in the
mappi ng system MSPs with enough transit capacity can offer PITR
service to themas a separate service. This service is especially
useful for new Pl allocations to sites without existing BGP
infrastructure wi shing to avoid BGP altogether. The MSP announces
the prefix into the DFZ, and the client benefits fromingress traffic
engi neering w thout prefix deaggregation. The downside of this
scenario i s added path stretch

Routing all non-LISP ingress traffic through a third party that is
not one of its ISPs is only feasible for sites with nodest anounts of
traffic (like those using the I Pv6 tunnel broker services today),
especially in the first stage of the transition to LISP, with a
significant nunber of |egacy sites. This is because the handling of
said traffic is likely to result in additional costs, which would be
passed down to the client. Wen the LISP/non-LISP site ratio becones
hi gh enough, this approach can prove increasingly attractive.

Conpared to LI SP+BGP, this approach avoids DFZ bl oat caused by prefix
deaggregation for traffic engineering purposes, resulting in slower
routing table increase in the case of new allocations and potenti al
decrease for existing ones. Moreover, MSPs serving different clients
with adjacent aggregatable prefixes may | ead to additional decrease,
but quantifying this decrease is subject to future research study.

5.3. Proxy-1TR Route Distribution (Pl TR-RD)

Instead of a LISP site or the MSP announcing its EIDs with BGP to the
DFZ, this function can be outsourced to a third party, a PITR Service
Provider (PSP). This will result in a decrease in operationa
complexity at both the site and the MSP

The PSP nmanages a set of distributed PITR(s) that will advertise the
correspondi ng ElID-Prefixes through BG°P to the DFZ. These PITRs wil |l
then encapsul ate the traffic they receive for those El Ds towards the
RLOCs of the LISP site, ensuring their reachability from non-LISP
sites.
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While it is possible for a PSP to manually configure each client’s
El D- Routes to be announced, this approach offers little flexibility
and is not scalable. This section presents a scalable architecture
that offers automatic distribution of EID-Routes to LISP sites and
service providers.

The architecture requires no nodification to existing LISP network

el ements, but it introduces a new (conceptual) network el ement, the
El D- Route Server, which is defined as a router that either propagates
routes | earned fromother ElD Route Servers or originates ElD Routes.
The EID-Routes that it originates are those for which it is
authoritative. |t propagates these routes to Proxy-1TRs within the
AS of the EID-Route Server. It is worth noting that a BGP-capabl e
router can al so be considered an EI D-Route Server.

Further, an EID-Route is defined as a prefix originated via the Route
Server of the MSP, which should be aggregated if the MSP has nultiple
custoners inside a single large continuous prefix. This prefix is
propagated to other PITRs both within the MSP and to other PITR
operators with which it peers. EID Route Servers are operated by
either the LISP site, MSPs, or PSPs and may be collocated with a

Map- Server or PITR, but they are functionally discrete entities.

They distribute ElID Routes, using BGP, to other domains according to
policies set by participants.

MSP ( AS64500)

RS ---> PITR
| /
| .-/
LISP site - % L
( | DFz )----- Mappi ng system
non-LISP site - N , !
-] -
| (__11
v /
PI TR

PSP ( AS64501)
Figure 7: PITR-RD Architecture

The architecture described above decouples EID origination fromroute
propagation, with the follow ng benefits:

0 Can accurately represent business relationshi ps between PI TR
operators

o |s nore mapping system agnostic
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o Makes mnor changes to PITR i npl ementation; no changes to other
conponent s

In the exanple in Figure 7, we have a MSP providing services to the
LISP site. The LISP site does not run BGP and gets an EID all ocation
directly froma RIR, or fromthe MSP, which nmay be a Local Internet
Registry (LIR). Existing Pl allocations can be nmigrated as well.

The MSP ensures the presence of the prefix in the mapping system and
runs an ElID-Route Server to distribute it to PSPs. Since the LISP
site does not run BGP, the prefix will be originated with the AS
nunber of the MSP

In the sinple case depicted in Figure 7, the EID Route of a LISP site
will be originated by the Route Server and announced to the DFZ by
the PSPs PITRs with AS path 64501 64500. Fromthat point on, the
usual BGP dynamics apply. This way, routes announced by the PITR are
still originated by the authoritative Route Server. Note that the
peering rel ationshi ps between MsPs/ PSPs and those in the underlying
forwardi ng pl ane may not be congruent, naking the AS path to a PITR
shorter than it is in reality.

The non-LISP site will select the best path towards the El D Prefix
according to its local BGP policies. Since AS-path length is usually
an inportant netric for selecting paths, careful placenent of PITRs
could significantly reduce path stretch between LI SP and non-LI SP
sites.

The architecture allows for flexible policies between MSPs/ PSPs.
Consi der the EID- Route Server networks as control plane overlays,
facilitating the inplenentation of policies necessary to reflect the
busi ness rel ati onshi ps between participants. The results are then
injected into the common underlying forwardi ng plane. For exanpl e,
some MSPs/ PSPs may agree to exchange ElI D Prefixes and only announce
themto each of their forwarding plane custonmers. @ oba
reachability of an EID-Prefix depends on the MSP from which the LISP
site buys service and is al so subject to agreenent between the above-
mentioned parti es.

In terms of inpact on the DFZ, this architecture results in a slower
routing table increase for new allocations, since traffic engineering
will be done at the LISP level. For existing allocations mgrating
to LISP, the DFZ may decrease, since MSPs may be able to aggregate

t he prefixes announced.

Jakab, et al. Experi ment al [ Page 22]



RFC 7215 LI SP Depl oynent April 2014

Conmpared to LISP+BGP, this approach avoids DFZ bl oat caused by prefix
deaggregation for traffic engineering purposes, resulting in slower
routing table increase in the case of new allocations and potenti al
decrease for existing ones. Mbreover, MSPs serving different clients
wi th adj acent aggregatable prefixes may | ead to additional decrease,
but quantifying this decrease is subject to future research study.

The flexibility and scalability of this architecture do not cone
wi thout a cost, however: A PSP operator has to establish either
transit or peering relationships to inprove its connectivity.

5.4. Mgration Sunmary

Regi stering a domain name typically entails an annual fee that should
cover the operating expenses for publishing the domain in the gl oba
DNS. This situation is simlar for several other registration
services. A LISP MSP client publishing an EID-Prefix in the LISP
mappi ng system has the option of signing up for PITR services as
well, for an extra fee. These services nay be offered by the MSP
itself, but it is expected that specialized PSPs will do it. dients
that do not sign up will be responsible for getting non-LISP traffic
to their EIDs (using the LI SP+BGP scenari o).

Additionally, Tier 1 ISPs have incentives to offer PITR services to
non- subscribers in strategic places just to attract nore traffic from
conpetitors and thus nore revenue.

The following table presents the expected effects that the transition
scenarios at various phases will have on the DFZ routing table size

Phase | LI SP+BGP | MSP PITR | PITR-RD
----------------- S T I
Early transition | no change | slower increase | slower increase
Late transition | may decrease | slower increase | slower increase
LI SP I nternet | consi der abl e decrease

It is expected that PITR-RD will coexist with LI SP+BGP during the
mgration, with the latter being nore popular in the early transition
phase. As the transition progresses and the MSP PI TR and Pl TR-RD
ecosystem gets nore ubiquitous, LISP+BGP shoul d becone | ess
attractive, slowing down the increase of the nunber of routes in

t he DFZ.

Not e that throughout Section 5 we focused on the effects of LISP
depl oynent on the DFZ routing table size. OQher netrics may be
i npacted as well but to the best of our know edge have not been
measured as yet.
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6.

8.

8.

8.

Security Considerations

Al'l security inplications of LISP deploynents are to be discussed in
separate docunents. [LISP-THREATS] gives an overvi ew of LISP threat
nmodel s, including ETR operators attracting traffic by overclaimng an
EID-Prefix (Section 4.4.3 of [LISP-THREATS]). Securing nmappi ng

| ookups is discussed in [LISP-SEC].
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Appendi x A,  Step-by-Step Exanple BGP-to-LISP Mgration Procedure

To

hel p the operational conmunity deploy LISP, this informative

section offers a step-by-step guide for mgrating a BGP-based
Internet presence to a LISP site. It includes a pre-install/
pre-turn-up checklist, and custoner and provider activation
procedures.

A 1.

1

Jakab,

Customer Pre-lnstall and Pre-Turn-Up Checkli st

Det erm ne how many current physical service provider connections
the custoner has, and their existing bandwi dth and traffic
engi neering requirenents.

This information will deternine the nunber of routing |ocators,
and the priorities and weights that should be configured on
the xTRs.

Make sure the customer router has LISP capabilities.

* Check the OS version of the CE router. |If LISP is an add-on
check to see if it is installed.

This information can be used to determine if the platformis
appropriate to support LISP, in order to deternine if a
sof tware and/or hardware upgrade is required.

* Have the customer upgrade (if necessary, software and/or
hardware) to be LISP capabl e.

btain the current running configuration of the CE router. A
suggested LISP router configuration exanple can be custonized to
the custoner’s existing environment.

Verify MIU handl i ng.

*  Request an increase in MIU to 1556 or nore on service provider
connections. Prior to the MIU change, verify the transnission
of a 1500-byte packet fromthe PxTRto the RLOC with the Don’t
Fragment (DF) bit set.

* Ensure that the custoner is not filtering | CMP Unreachabl e or
Ti me Exceeded nessages on their firewall or router

et al. Experi ment al [ Page 26]



RFC 7215 LI SP Depl oynent April 2014

Jakab,

LISP, like any tunneling protocol, will increase the size of
packets when the LI SP header is appended. |If increasing the MU
of the access links is not possible, care nust be taken that |ICW
is not being filtered in order to allow Path MU Di scovery to

t ake pl ace.

Val i dat e nenber prefix allocation.

This step checks to see whether the prefix used by the customer
is a direct (Provider-Independent) prefix or a prefix assigned by
a physical service provider (Provider Aggregatable). If the
prefixes are assigned by other service providers, then a Letter
of Agreenent is required to announce prefixes through the Proxy
Servi ce Provider.

Verify the nember RLOCs and their reachability.

This step ensures that the RLOCs configured on the CE router are
in fact reachabl e and worKki ng.

Prepare for cut-over.

* |f possible, have a host outside of all security and filtering
policies connected to the console port of the edge router or
swit ch.

*  NMake sure the custonmer has access to the router in order to
configure it.
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A 2.

1

Jakab,

Custoner Activating LISP Service

The custoner configures LISP on CE router(s) according to the
configuration recormmended by the service provider.

The LISP configuration consists of the EID-Prefix, the |ocators,
and the weights and priorities of the napping between the two
values. In addition, the xTR nust be configured with

Map- Resol ver (s), Map-Server(s), and the shared key for
registering to Map-Server(s). |If required, Proxy-ETR(s) may be
configured as well.

In addition to the LISP configuration

* Ensure that the default routes(s) to next-hop externa
nei ghbors is included and RLOCs are present in the
configuration.

* |f two or nore routers are used, ensure that all RLOCs are
included in the LISP configuration on all routers.

* It will be necessary to redistribute the default route via | GP
bet ween the external routers.

When transition is ready, performa soft shutdown on existing
eBGP peer session(s).

* Fromthe CE router, use the LISP Internet Goper (LIG
[ RFC6835] to ensure that registration is successful

* To verify LISP connectivity, find and ping LISP connected
sites. |If possible, find ping destinations that are not
covered by a prefix in the global BGP routing system because
PITRs may deliver the packets even if LISP connectivity is not
wor king. Traceroutes may help determine if this is the case.

* To verify connectivity to non-LISP sites, try accessing a
| andmark (e.g., a ngjor Internet site) via a web browser.
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A.3. Cut-Over Provider Preparation and Changes

1. Verify site configuration, and then verify active registration on
Map- Server(s).

* Aut hentication key.
* EIDPrefix.

2. Add EID space to map-cache on proxies.

3. Add networks to BGP advertisenent on proxies.
*  Mdify route-nmaps/policies on PxTRs.

* Mdify route policies on core routers (if non-connected
menber) .

* Mdify ingress policies on core routers.

* Ensure route announcenent in |ooking glass servers,
Rout eVi ews.

4. Performtraffic verification test.
* Ensure that MIU handling is as expected (PMIUD worKki ng).
* Ensure Proxy-ITR map-cache popul ation.
* Ensure access fromtraceroute/ping servers around Internet.

* Use a looking glass to check for external visibility of
registration via several Mp-Resol vers.
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