| ndependent Submi ssi on J. Abl ey

Request for Comments: 7108 Dyn, Inc.
Cat egory: | nformational T. Manderson
| SSN: 2070-1721 | CANN

January 2014

A Summary of Various Mechani sns Depl oyed at L-Root for the
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Abst r act

Anycast is a depl oynent technique commonly enpl oyed for
authoritative-only servers in the Domain Nane System (DNS). L-Root,
one of the thirteen root servers, is deployed in this fashion

Various techni ques have been used to nap depl oyed anycast
infrastructure externally, i.e., without reference to inside

know edge about where and how such infrastructure has been depl oyed.
Motivations for perform ng such nmeasurenent exercises include
operational troubleshooting and infrastructure risk assessnent. In
the specific case of L-Root, the ability to neasure and nap anycast
infrastructure using the techniques nentioned in this docunent is
provided for reasons of operational transparency.

Thi s docunment describes all facilities deployed at L-Root to
facilitate mapping of its infrastructure and serves as docunentation
for L-Root as a measurabl e service.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and nakes no statenment about its value for

i npl enment ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc7108
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1. Introduction

The Donai n Nanme System (DNS) is described in [ RFC1034] and [ RFCL1035].
L- Root, one of the thirteen root servers, is deployed using anycast

[ RFCAT786]; its service addresses, published in the A and AAAA
Resource Record (RR) Sets for "L.ROOT-SERVERS. NET", are nmde
avai l abl e froma substantial nunber of seni -autononous servers

depl oyed throughout the Internet. A list of locations served by

L- Root can be found at [ ROOT- SERVERS] .

Various techni ques have been used to nap depl oyed anycast
infrastructure externally, i.e., without reference to inside

know edge about where and how such infrastructure has been depl oyed.
Motivations for performnm ng such neasurenent exercises include
operational troubleshooting and infrastructure risk assessnent. In
the specific case of L-Root, the ability to nmeasure and nmap anycast
infrastructure using the techniques nentioned in this docunent is
provi ded for reasons of operational transparency.
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Thi s docunent describes all facilities currently provided at L-Root
to aid node identification

2. Conventions Used in This Docunent

Thi s docunent contains several exanples of conmands typed at a Unix
(or Unix-like) command line to illustrate use of the various
mechani snms available to identify L-Root nodes. Such exanples are
presented in this document with lines typed by the user preceded by
the "% pronpt character; a bare "% character indicates the end of
the output resulting fromthe conmand

In sone cases, the output shown in exanples is too long to be
represented directly in the text. |In those cases, a backslash
character ("\") is used to indicate continuation

3. Naming Scheme for L-Root Nodes

I ndi vi dual L-Root nodes have structured hostnanmes that are
constructed as fol |l ows:

<| ATA Code><NN>. L. ROOT- SERVERS. ORG
wher e

0 <IATA Code> is chosen fromthe list of three-character airport
codes published by the International Air Transport Association
(I'ATA) in the | ATA Airline Coding Directory [ACD]; and

0 <NN> is atwo-digit nuneric code used to distinguish between two
different nodes in the vicinity of the sane airport.

Where nultiple airports exist in the vicinity of a single L-Root
node, one is arbitrarily chosen

More granul ar | ocation data published for L-Root nodes (e.g., see
Section 4.4) is derived fromthe location of the airport, not the
actual location of the node.

4, Identification of L-Root Nodes

L- Root service is provided using a single | Pv4 address (199.7.83.42)
and a single | Pv6 address (2001:500:3::42). Note that it is
preferable to refer to the service using its DNS nane (L. ROOT-
SERVERS. NET) rather than literal addresses, since addresses can
change fromtine to tine.
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At the time of witing, there are 273 separate name server elenents
("nodes") deployed in 143 |ocations: together, these nodes provide
L- Root service. A DNS query sent to an L-Root service address will
be routed towards exactly one of those nodes for processing, and the
correspondi ng DNS response will be originated fromthe same node.
Queries fromdifferent clients may be routed to different nodes.
Successive queries fromthe sane client may al so be routed to

di f ferent nodes.

The follow ng sections provide a sunmary of all nechani sns provi ded
by L-Root to allow a client to identify which L-Root node is being
used.

Usi ng HOSTNAME. BI NDY CH TXT (Section 4.2), |D. SERVER/ CH TXT

(Section 4.3), or |DENTITY.L. ROOT- SERVERS. ORG | N TXT or | DENTITY.L

. ROOT- SERVERS/ | N A (Section 4.4) to identify a node for the purposes
of reporting a problemis frequently reasonable, but it should be
acknow edged that there is potential for re-routing between
successi ve queries: an observed problem mght relate to one node,
whi | st a subsequent query using one of those three techniques could
be answered by a different node. Use of the Nane Server Identifier
(NSID) option on the precise queries that yield problematic responses
can obviate this possibility (see Section 4.1).

4.1. Use of NSID

L- Root supports the use of the Name Server ldentifier (NSID) option
[ RFC5001] to return the identity of an L-Root node along with the
response to a DNS query. The NSID payl oad of such responses is the
fully qualified hostname of the respondi ng L-Root node.

The NSID option allows the identification of a node sending a
specific, requested response to the client. This is of particular
use if (for exanple) there is a desire to identify unequivocally what
node is responding with a particularly troubl esonme response; the

out put of the diagnostic tool "dig" with NSID requested provides the
probl emresponse with the node identification, and its output in that
case could formthe basis of a useful trouble report.

NSID is specified as an EDNS(0) option [RFC6891]. dients that do
not support EDNS(0) signaling (or depend on other systenms that do not
support EDNSO) may find this nmechani sm unavail abl e.

The NSID option can be specified using the wi dely used diagnostic
tool "dig" using the "+nsid" option, as shown below. Note that |ong
I i nes have been truncated for the purposes of this docunment ("\" at
the end of a line indicates continuation).
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%dig -4 @Q.ROOT- SERVERS. NET . SOA +nsid \
+norec +noall +coments
; <<>> DiG 9.6.-ESV-R3 <<>> -4 @. ROOT- SERVERS. NET . SOA +nsid \
+norec +noal |l +conments
(1 server found)
gl obal options: +cnd
Got answer:
- >>HEADER<<- opcode: QUERY, status: NCERROR, id: 14913
flags: gr aa; QUERY: 1, ANSVWER 1, AUTHORITY: 13, ADDI Tl ONAL: 23

;; OPT PSEUDGCSECTI ON

; EDNS: version: 0, flags:; udp: 4096

; NSID: 79 74 7a 30 31 2e 6¢c 2e 72 6f 6f 74 2d 73 65 72 76 65 72 73 \
2e 6f 72 67 (y) (t) (z) (0) (1) (.) (1) (.) (r) (o) (o) (t) (-) \

o (s) (e) (r) (v) (e) (r) (s) (.) (o) (r) (9)

%dig -6 @Q.ROOT- SERVERS. NET . SOA +nsid \
+norec +noall +coments

; <<>> DG 9.6.-ESV-R3 <<>> -6 @. ROOT- SERVERS. NET . SOA +nsid \
+norec +noal |l +conments
(1 server found)

;; global options: +cnd

7, Got answer:

- >>HEADER<<- opcode: QUERY, status: NCERROR, id: 33374

flags: gr aa; QUERY: 1, ANSVWER 1, AUTHORITY: 13, ADDI Tl ONAL: 23

; OPT PSEUDGCSECTI ON
; EDNS: version: 0, flags:; udp: 4096
; NSID: 79 74 7a 30 31 2e 6¢ 2e 72 6f 6f 74 2d 73 65 72 76 65 72 73 \
2e 6f 72 67 (y) (t) (z) (0) (1) (.) (1) (.) (r) (o) (o) (t) (-) \
o (s) (e) (r) (v) (e) (r) (s) (.) (o) (r) (9)

4.2. Use of HOSTNAME. Bl NOY CH TXT
L- Root supports the use of HOSTNAME. BI NDY CH TXT queries to return the
identity of an L-Root node. The TXT RDATA returned is the fully
qual i fi ed hostname of the respondi ng L- Root node.

The HOSTNAME. Bl NDY CH TXT convention is described in [ RFC4892].
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% dig -4 @.ROOT- SERVERS. NET HOSTNAME. BIND CH TXT +short
"ytz01.1.root-servers.org"
%

% dig -6 @.ROOT- SERVERS. NET HOSTNAME. BIND CH TXT +short
"ytz01.l.root-servers.org"
%

4.3. Use of |D SERVER/ CH TXT

L- Root supports the use of |ID. SERVER/ CH TXT queries to return the
identity of an L-Root node. The TXT RDATA returned is the fully
qual i fi ed hostnanme of the respondi ng L- Root node.

| D. SERVER/ CH TXT functions identically (apart fromthe QNAVE) to
HOSTNAME. BI NDJY CH TXT, as discussed in Section 4.2. The discussion
there relating to the possibility of re-routing between successive
queries also follows for |ID. SERVER/ CH TXT.

The | D. SERVER/ CH TXT convention is described in [ RFC4892].

% dig -4 @.ROOT- SERVERS. NET | D. SERVER CH TXT +short
"ytz01.l.root-servers.org"
%

% dig -6 @Q.ROOT- SERVERS. NET | D. SERVER CH TXT +short
"ytz01.1.root-servers.org"
%

4.4. Use of |IDENTITY.L. ROOT- SERVERS. ORG | N TXT and .../INA

The operator of L-Root has distributed a separate DNS service in
parallel with L-Root, operating on precisely the sane set of nodes
but listening on addresses that are different fromthe L-Root service
addresses. Measurenents of this separate service should give results
that are representative of L-Root. Further discussion of this
service can be found in Section 5.

The fully qualified DNS name | DENTI TY. L. ROOT- SERVERS. ORG (note the
use of ORG not NET) has associated TXT and A RR Sets that are uni que
to the responding node. Cients are hence able to issue queries for
| DENTI TY. L. ROOT- SERVERS. ORG | N A and | DENTI TY. L. ROOT- SERVERS. ORG | N
TXT and use the results both to identify individual nodes and to

di stingui sh between responses generated by different nodes.
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The TXT record returned in the response to such queries is structured
as foll ows:

1. The fully qualified hostname of the node responding to the query;
2. The city in which the node is |ocated,
3. The region in which the node is located, if applicable;

4. The econony in which the node is located (in nost cases, the name
of a country); and

5. The Internet Corporation for Assigned Nanes and Nunbers (I CANN)
region in which the node is located. A list of |ICANN regions at
the time of witing can be found at <http://nmeetings.icann.org/
regi ons>.

The A record returned in the response to such queries is guaranteed
to be unique to the respondi ng node. The A RRType was chosen in an
effort to make the use of this nmechanismas w dely available to
client environnents as possible, and the ability to map a hostnane to
an | Pv4 address seened nore likely to be w despread than the napping
of a hostnanme to any other value. It should be noted that the
availability of this nmechanismto any particular client is orthogona
to the local availability of IPv4 or |IPv6 transport.

In this case, because identity data is published using INclass
resource records, it is not necessary to send queries directly
towards L-Root in order to obtain results. Responses can be obtai ned
t hrough recursive servers, the responses in those cases being the
identity of L-Root as observed through the recursive server used
rather than the "closest" L-Root node to the client. This
facilitates sonme degree of renote troubl eshooting, since a query for
| DENTI TY. L. ROOT- SERVERS. ORG | N TXT or | DENTI TY. L. ROOT- SERVERS. ORG | N/
A directed a renote recursive resolver can help illustrate which

L- Root node is being used by that server (or was used when the cache
was popul at ed).

A related caching effect is that responses to | DENTITY. L. ROOT-
SERVERS. ORG | N A and | DENTI TY. L. ROOT- SERVERS. ORG | N TXT may be cached
at different times, and may hence persist in a cache for overl apping
periods of time. One possible visible effect is that the responses
to | DENTI TY. L. ROOT- SERVERS. ORG | N A and | DENTI TY. L. ROOT- SERVERS. ORG

I NN TXT as presented froma cache may appear to be incoherent (i.e.
refer to different nodes) despite queries against of the cache
happeni ng (near) simultaneously. Caches may al so discard the
published Tines to Live (TTLS) in responses fromthe authoritative
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4,

server and replace themwith longer TTLs, as a nmatter of |oca
policy. Interpretation of responses for these queries from caches
shoul d therefore be carried out with these possible effects in mnd

It has been observed that | DENTITY. L. ROOT- SERVERS. ORG | N A queri es

of fer a useful mechani smfor troubl eshooting DNS problens with non-
techni cal users, since such users can often be wal ked through the
process of looking up an A record (e.g., as a side effect of
utilities such as ping) far easier than they can be instructed on how
to use DNS-specific tools such as dig.

% di g | DENTI TY. L. ROOT- SERVERS. ORG TXT +short
"ytz01.l.root-servers.org" "Toronto" "Ontario" "Canada" "NorthAmerica"
%

% di g | DENTI TY. L. ROOT- SERVERS. ORG A +short
67.215.199.91
%

5. Use of NODES. L. ROOT- SERVERS. ORG | N TXT

The fully qualified DNS name NODES. L. ROOT- SERVERS. ORG (note again the
use of ORG not NET) provides multiple TXT RRs, one per node, and
represents the effective concatenation of all possible responses to
the query | DENTI TY. L. ROOT- SERVERS. ORG | N/ TXT.

Note that in the exanple bel ow we have forced dig to send the query
over TCP, since we expect the response to be too |large for UDP
transport to accommpdate. Note also that the list shown is truncated
for clarity, and can be expected to change fromtine to tine as new
L- Root nodes are provisioned and ol d ones decomi ssi oned.

% di g NODES. L. ROOT- SERVERS CRG TXT +short +tcp | head -10

"abj01.1.root-servers.org" "Abidjan" "" "Cote d Ivoire" "Africa"

"abj 02.1.root-servers.org" "Abidjan" "" "Cote d Ivoire" "Africa"

"akl 01.1.root-servers.org" "Mangere" "" "New Zeal and" "Asi aPacific"
"akl 41.1.root-servers.org" "Mangere" "" "New Zeal and" "Asi aPacific"
"akl 42.1.root-servers.org" "Mangere" "" "New Zeal and" "Asi aPacific"
"akl 43.1.root-servers.org" "Mangere" "" "New Zeal and" "Asi aPacific"
"akl 44.1 .root-servers.org" "Mangere" "" "New Zeal and" "Asi aPacific"
"ansOl.I.root servers.org" "Haarlemerneer” "" "Netherl ands" "Europe"
"anc01l.l.root-servers.org" "Anchorage" "Al aska" "United States" \

"Nor t hAneri ca"
%
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5.

Provi si oni ng of | DENTI TY. L. ROOT- SERVERS. ORG

I ndi vi dual L-Root nodes run a dedi cated, separate authority-only DNS
server process that serves the | DENTITY. L. ROOT- SERVERS. ORG zone. The
contents of that zone are unique to every node; hence, each
respondi ng node will generate a node-specific response.

The contents of the | DENTITY. L. ROOT- SERVERS. ORG zone are hence
del i berately incoherent, the apparent zone contents depending on the
node responding to the correspondi ng query.

The | DENTI TY. L. ROOT- SERVERS. ORG zone is del egated to the single nane
server BEACON. L. ROOT- SERVERS. ORG, nunbered on | Pv4 and | Pv6 addresses
that are covered by the sane routing advertisenents that cover the

L- Root service addresses. Reachability of BEACON. L. ROOT- SERVERS. ORG
is hence well-aligned with the reachability of L.ROOT-SERVERS. NET;
therefore, neasurenent of the IDENTITY service ought to give simlar
results to neasurenent of the L-Root service

It is considered best practice always to delegate a DNS zone to nore
than one nane server [RFC2182]; however, as described, the I DENTITY.L
. ROOT- SERVERS. ORG zone is delegated to just one server. Odinarily,
this would present a risk of failure if that single server is not
avai | abl e; however, given the purpose of the delegation in this case
and that the expected nmitigation of a failure in a single node is the
routing of a query to a different node, delegation to a single server
in this particular use-case is effective.

At the time of witing, the ROOI- SERVERS. ORG zone is not signed with
DNSSEC. Wien DNSSEC is depl oyed in that zone, the L.ROOT- SERVERS. ORG
zone will also be signed. This will facilitate secure responses for
queries for BEACON. L. ROOT- SERVERS. ORG and NODES. L. ROOT- SERVERS. ORG

Secure responses for | DENTITY. L. ROOT- SERVERS. ORG are unlikely to
becone avail able even with the depl oynent of DNSSEC in the parent,
since the inplenentation of the | DENTITY. L. ROOT- SERVERS. ORG service
i nvol ves widely distributed static zone data. Managenent of key
materials distributed to every L-Root node would be inpractical to
audit, and signatures returned in secure responses would be
correspondi ngly of |ow val ue.

Security Considerations

Some operators of anycast services choose not to disclose |ocations
(or even nunbers) of nodes, citing security concerns. The operator
of L-Root considers that none of the published information described
in this docunent is truly secret, since any service el enent that
provi des service to the Internet can never truly be obscured from

Abl ey & Mander son I nf or mat i onal [ Page 9]



RFC 7108 L- Root Anycast Node ldentification January 2014

8.

8.

view. Gven that location infornmation can be found regardl ess of any
consci ous, deliberate disclosure, and since easy access to this

i nformati on has di agnostic val ue, the operator of L-Root has adopted
a policy of operational transparency.

The information presented in this docunent presents no new threat to
the I nternet.
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