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1. Introduction

Thi s docunent describes a routing scenario where | Pv4 packets are
transported over an | Pv6 network, based on [ RFC6145] and [ RFC6052],
along with a separate OSPFv3 routing table for |Pv4-enbedded | Pv6
routes in the | Pv6 network. This docunent does not introduce any new
| Pv6 transition nechani sm

In this docunent, the follow ng termi nology is used:

0 An | Pv4-enbedded | Pv6 address denotes an | Pv6 address that
contai ns an enbedded 32-bit |Pv4 address constructed according to
the rules defined in [ RFC6052].

0 | Pv4-enbedded | Pv6 packets are packets of which destination
addresses are | Pv4-enbedded | Pv6 addresses.
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0 AFBR (Address Fanmily Border Router) [RFC5565] refers to an edge
router that supports both |IPv4 and | Pv6 address fanmilies, but the
backbone network it connects to only supports either the |1 Pv4 or
| Pv6 address famly

0 AFXLBR (Address Fanmily Transl ation Border Router) is defined in
this docunent. It refers to a border router that supports both
| Pv4 and | Pv6 address fanmilies |ocated on the boundary of an |Pv4-
only network and an I Pv6-only network and that is capable of
performng | P header translation between |IPv4 and | Pv6 [ RFC6145].

The Scenario

Due to exhaustion of public |Pv4 addresses, there has been a
continuing effort within the IETF to investigate and specify |Pv6
transitional techniques. |In the course of the transition, it is
certain that networks based on I Pv4 and | Pv6 technol ogi es,
respectively, will coexist at least for sone tinme. One such scenario
is the interconnection of |IPv4-only and | Pv6-only networks, and in
particul ar, when an | Pv6-only network serves as an interconnection

bet ween several segregated |Pv4-only networks. |In this scenario,
| Pv4 packets are transported over the | Pv6 network between | Pv4
networks. In order to forward an | Pv4 packet froma source |Pv4

network to the destination | Pv4 network, |Pv4 reachability
i nformati on nust be exchanged between the | Pv4 networks via sone
mechani sm

In general, running an | Pv6-only network woul d reduce operationa
expendi tures and optim ze operations as conpared to an | Pv4-1Pv6
dual -stack environnent. Sone proposed solutions allow the delivery
of I Pv4 services over an |IPv6-only network. This docunent specifies
an engi neering techni que that separates the routing table dedicated
to | Pv4- enbedded | Pv6 destinations fromthe routing table used for
native | Pv6 destinations.

OSPFv3 is designed to support nultiple instances. Miintaining a
separate routing table for |Pv4-enbedded I Pv6 routes would sinplify

i mpl enent ati on, troubl eshooting, and operation; it would al so prevent
overload of the native IPv6 routing table. A separate routing table
can be generated froma separate routing instance.
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1.2. Routing Solution per RFC 5565

The af orenentioned scenario is described in [ RFC5565], i.e., the

| Pv4-over-1Pv6 scenario, where the network core is | Pv6-only and the
i nterconnected | Pv4 networks are called IPv4 client networks. The

P Routers (Provider Routers) in the core only support |Pv6, but the
AFBRs support 1Pv4 on interfaces facing I Pv4 client networks and | Pv6
on interfaces facing the core. The routing solution defined in

[ RFC5565] for this scenario is to run | BGP anong AFBRs to exchange

I Pv4 routing information in the core, and the | Pv4 packets are
forwarded fromone IPv4 client network to the other through a
softwire using tunneling technol ogy, such as MPLS, LSP, GRE,

L2TPv3, etc.

1.3. An Alternative Routing Solution with OSPFv3

In this docunent, we propose an alternative routing solution for the
scenario described in Section 1.1 where several segregated |Pv4
networks, called IPv4 client networks, are interconnected by an | Pv6
network. The | Pv6 network and the interconnected | Pv4 networks nmay
or may not belong to the sane Autonompbus System (AS). W refer to

t he border node on the boundary of an IPv4 client network and the

| Pv6 network as an Address Fanmily Transl ati on Border Router (AFXLBR),
whi ch supports both the I1Pv4 and | Pv6 address fanilies and is capable
of translating an | Pv4 packet to an | Pv6 packet, and vice versa,
according to [ RFC6145]. The described scenario is illustrated in

Fi gure 1.
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Figure 1: Segregated | Pv4 Networks Interconnected by an | Pv6 Network

Since the scenario occurs nost conmonly within an organi zation, an

| Pv6 prefix can be locally allocated and used by AFXLBRs to construct
| Pv4- enmbedded | Pv6 addresses [ RFC6052]. The enbedded | Pv4 address or
prefix belongs to an I Pv4 client network that is connected to the
AFXLBR. An AFXLBR injects |IPv4-enbedded | Pv6 addresses and prefixes
into the I Pv6 network using OSPFv3, and it also installs

| Pv4- enbedded | Pv6 routes advertised by ot her AFXLBRs.
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When an AFXLBR receives an | Pv4 packet froma locally connected |IPv4
client network destined to a renote | Pv4 client network, it
translates the | Pv4 header to the relevant | Pv6 header [ RFC6145], and
in that process, the source and destination |IPv4 addresses are
translated into | Pv4-enbedded | Pv6 addresses, respectively [RFC6052].
The resulting I Pv6 packet is then forwarded to the AFXLBR t hat
connects to the destination |IPv4 client network. The renote AFXLBR
derives the | Pv4 source and destinati on addresses fromthe |Pv4-
enbedded | Pv6 addresses, respectively [ RFC6052], and translates the
header of the received | Pv6 packet to the relevant |Pv4 header

[ RFC6145]. The resulting I Pv4 packet is then forwarded according to
the I Pv4 routing table naintained on the AFXLBR

There are use cases where the proposed routing solution is useful

One case is that sonme border nodes do not participate in IBGP for the
exchange of routes, or IBGP is not used at all. Another case is when
tunnels are not deployed in the I Pv6 network, or native |IPv6
forwarding is preferred. Note that with this routing solution, the

| Pv4 and | Pv6 header translation perforned in both directions by the
AFXLBR i s stateless.

1.4. OSPFv3 Routing with a Specific Topol ogy

In general, |Pv4d-enbedded | Pv6 packets can be forwarded just |ike
native | Pv6 packets with OSPFv3 running in the | Pv6 network

However, this would require that |Pv4-enbedded | Pv6 routes be fl ooded
t hroughout the entire I Pv6 network and stored on every router. This
is not desirable froma scaling perspective. Mreover, since al

| Pv6 routes are stored in the same routing table, it would be

i nconveni ent to nmanage the resource required for routing and
forwardi ng based on traffic category, if so desired.

To inmprove the situation, a separate OSPFv3 routing table dedicated
to the | Pv4d-enbedded | Pv6 topol ogy can be constructed; that table
woul d be solely used for routing | Pv4-enbedded | Pv6 packets in the
| Pv6 network. The | Pv4-enbedded | Pv6 topology includes all the
participating AFXLBRs and a set of P Routers providing redundant
connectivity with alternate routing paths.

To realize this, a separate OSPFv3 instance is configured in the |Pv6
network [RFC5838]. This instance operates on all participating
AFXLBRs and a set of P routers that interconnect them As a result,
there woul d be a dedi cated | Pv4-enbedded | Pv6 topology that is

mai ntai ned on all these routers, along with a dedicated | Pv4-enbedded
I Pv6 routing table. This routing table in the IPv6 network is solely
for forwarding | Pv4-enbedded | Pv6 packets.
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3.

3.

Thi s docunent el aborates on how configuration is done with this
nmet hod and on related routing issues.

Thi s docunent only focuses on unicast routing for |Pv4-enbedded |IPv6
packets using OSPFv3.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Provi si oni ng
1. Deciding on the | Pv4-Enbedded | Pv6 Topol ogy

Bef ore depl oyi ng configurations that use a separate OSPFv3 routing
table for | Pv4-enbedded | Pv6 addresses and prefixes, a decision nust
be nade regarding the set of routers and their interfaces in the |IPv6
network that should be part of the |IPv4-enbedded | Pv6 topol ogy.

For the purpose of this |IPv4-enbedded | Pv6 topol ogy, all AFXLBRs that
connect to IPv4 client networks MIST be nenbers of this topology. An
AFXLBR MUST have at |east one connection with a P Router in the |Pv6
networ k or another AFXLBR

The | Pv4-enbedded | Pv6 topology is a subtopology of the entire | Pv6
network, and if all routers (including AFXLBRs and P routers) and all
their interfaces are included, the two topol ogi es converge.

Ceneral |l y speaki ng, when this subtopol ogy contains nore

i nterconnected P Routers, there would be nore routing paths across
the I Pv6 network fromone |IPv4 client network to the ot her; however,
this requires nore routers in the IPv6 network to participate in

| Pv4- enbedded 1 Pv6 routing. In any case, the |Pv4-enbedded | Pv6
topol ogy MJST be continuous with no partitions.

3.2. Mintaining a Dedicated |Pv4-Enbedded | Pv6 Routing Table

In an I Pv6 network, in order to naintain a separate | Pv6 routing
table that contains routes for |Pv4-enbedded | Pv6 destinations only,
OSPFv3 needs to use the mechani smdefined in [ RFC5838].

It is assumed that the IPv6 network that is interconnected with | Pv4
networ ks as described in this docunment is under one adninistration
and as such an OSPFv3 Instance ID (I1D) is allocated locally and used
for OSPFv3 operation dedicated to unicast |Pv4-enbedded | Pv6 routing
in an | Pv6 network. This IIDis configured on OSPFv3 router
interfaces that participate in the | Pv4-enbedded | Pv6 topol ogy.
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A locally configured OSPFv3 IIDis allocated in the range 192 to 255
inclusive, in the "OSPFv3 Instance | D Address Famly Val ues"
registry; this range is reserved for "Private Use" [RFC6969]. This
1D must be used to encode the "Instance ID' field in the packet
header of OSPFv3 packets associated with the OSPFv3 i nstance.

In addition, the AF-bit in the OSPFv3 Option field MJIST be set.

During Hell o packet processing, an adjacency may only be established
when the received Hell o packet contains the same Instance ID as the
Instance I D configured on the receiving OSPFv3 interface. This
insures that only interfaces configured as part of the OSPFv3 unicast
| Pv4- enbedded | Pv6 topol ogy are used for | Pv4-enbedded | Pv6 uni cast
routing.

For nore details, the reader is referred to [ RFC5838].
4. Translation of |IP Packets

When transporting | Pv4 packets across an | Pv6 network via the
nmechani sm descri bed above (Section 3.2), an |Pv4 packet is translated
to an | Pv6 packet at the ingress AFXLBR, and the |Pv6 packet is
transl ated back to an I Pv4 packet at the egress AFXLBR | P packet
header translation is acconplished in a statel ess nmanner according to
rul es specified in [RFC6145]; the details of address translation are
expl ai ned in the next subsection

4.1. Address Transl ation

Prior to address translation, an IPv6 prefix is allocated by the
operator, and it is used to form | Pv4-enbedded | Pv6 addresses.

The | Pv6 prefix can either be the IPv6 well-known prefix (VWKP) 64:
ff9b::/96 or a network-specific prefix that is unique to the

organi zation; for the latter case, the IPv6 prefix length may be 32,
40, 48, 56, or 64. |In either case, this IPv6 prefix is used during
the address translation between an | Pv4 address and an | Pv4-enbedded
| Pv6 address, as described in [ RFC6052].

During translation froman | Pv4d header to an I Pv6 header at an

i ngress AFXLBR, the source |Pv4 address and destination | Pv4 address
are translated into the correspondi ng source | Pv6 address and
destination |IPv6 address, respectively. During translation froman
| Pv6 header to an | Pv4 header at an egress AFXLBR, the source |Pv6
address and destination | Pv6 address are translated into the
correspondi ng source | Pv4 address and destination | Pv4 address,
respectively. Note that address translation is acconplished in a

st at el ess nanner.
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When an I Pv6 WKP is used, [RFC6052] allows only global |Pv4 addresses
to be enbedded in the I Pv6 address. An | Pv6 address conposed of a
VWKP and a non-gl obal | Pv4 address is hence invalid, and packets that
contain such an address received by an AFXLBR are dropped.

In the case where both the I Pv4 client networks and the IPv6 transit
network belong to the sane organi zation, non-global |Pv4 addresses
may be used with a network-specific prefix [ RFC6052].

5. Advertising | Pv4- Enbedded | Pv6 Routes

In order to forward | Pv4 packets to the proper destination across an
| Pv6 network, |1Pv4 reachability infornmation needs to be di ssem nated
t hroughout the I Pv6 network. This is performed by AFXLBRs t hat
connect to IPv4 client networks using OSPFv3.

Wth the scenario described in this docunent, i.e., a set of AFXLBRs
that interconnect multiple IPv4 client networks with an | Pv6 network,
the 1 Pv4 networks and | Pv6 networks belong to the sane or separate
Aut ononobus Systens (ASs), and as such, these AFXLBRs behave as AS
Boundary Routers (ASBRs).

5.1. Advertising | Pv4d- Enbedded | Pv6 Routes through an | Pv6 Transit
Net wor k

| Pv4 addresses and prefixes in an | Pv4 client network are transl ated
into | Pvd-enbedded | Pv6 addresses and prefixes, respectively, using

the 1Pv6 prefix allocated by the operator and the nethod specified in
[ RFC6052]. These routes are then advertised by one or nore attached
ASBRs into the IPv6 transit network using AS-External-LSAs [ RFC5340],
i.e., with advertising scope conprising the entire Autononous System

5.1.1. Routing Metrics

By default, the netric in an AS-External -LSA that carries an |Pv4-
enbedded | Pv6 address or prefixes is a Type 1 external netric, which
is conparable to the link state netric, and we assune that in nost
cases OSPFv2 is used in client 1Pv4 networks. This nmetric is added
to the metric of the intra-AS path to the ASBR during the OSPFv3
route cal culation. Through ASBR configuration, the netric can be set
to a Type 2 external netric, which is considered nmuch |arger than the
metric for any intra-AS path. Refer to the OSPFv3 specification

[ RFC5340] for nore details. |In either case, an external netric may
take the sanme value as in an | Pv4 network (using OSPFv2 or anot her
routing protocol) but may al so be specified based on sone routing
policy, the details of which are beyond the scope of this docunent.
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5.1.2. Forwardi ng Address

If the "Forwardi ng Address" field of an OSPFv3 AS-External -LSA is
used to carry an | Pv6 address, that address nust al so be an

| Pv4- enbedded | Pv6 address where the enbedded | Pv4 address is the
destination address in an IPv4 client network. However, since an
AFXLBR sits on the border of an IPv4 network and an | Pv6 network, it
i s RECOWENDED t hat the "Forwardi ng Address" field not be used, so
that the AFXLBR can nmeke the forwardi ng decision based on its own

| Pv4 routing table.

5.2. Advertising | Pv4d Addresses into Cient Networks

| Pv4- enbedded | Pv6 routes injected into the | Pv6 network from one

| Pv4 client network MAY be advertised into another |Pv4 client
network after the associated destination addresses and prefixes are
transl ated back to | Pv4 addresses and prefixes, respectively. This
operation is simlar to normal OSPFv3 operation, wherein an

AS- Ext ernal - LSA can be advertised in a non-backbone area by default.

An I Pv4 client network can limt which advertisenents it receives
t hrough configuration.

For the purpose of this docunent, |Pv4-enbedded |Pv6 routes MJUST NOT
be advertised into any IPv6 client networks that are al so connected
to the IPv6 transit network.

6. Aggregation on | Pv4 Addresses and Prefixes

In order to reduce the anount of Link State Advertisenents (LSAs)

that are injected into the IPv6 network, an inplenentation should

provi de mechani snms to aggregate | Pv4d addresses and prefixes at an

AFXLBR prior to advertisenent as |Pv4-enbedded | Pv6 addresses and

prefixes. |In general, the aggregation practice should be based on
routing policy, which is beyond the scope of this docunent.

7. Forwarding

There are three cases applicable to forwarding I P packets in the
scenari o described in this docunent:

1. On an AFRXLBR, if an |IPv4 packet is received on an interface
connecting to an | Pv4 segregated client network with a
destination | Pv4 address bel onging to another 1Pv4 client
networ k, the header of the packet is translated to the
correspondi ng | Pv6 header as described in Section 4, and the
packet is then forwarded to the destinati on AFXLBR t hat
advertised the | Pv4-enbedded | Pv6 address into the | Pv6 network.
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10.

2. On an AFXLBR, if an |Pv4-enbedded | Pv6 packet is received and the
enmbedded destination |Pv4 address is in its |IPv4 routing table,
t he header of the packet is translated to the corresponding | Pv4
header as described in Section 4, and the packet is then
forwarded accordingly.

3. On any router that is within the | Pv4-enbedded | Pv6 topol ogy
subset of the IPv6 network, if an |Pv4-enbedded | Pv6 packet is
received and a route is found in the | Pv4-enbedded | Pv6 routing
table, the packet is forwarded to the I Pv6 next hop, just like
the handling for a normal |Pv6 packet, wi thout any translation

The classification of an | Pv4-enbedded | Pv6 packet is done according
to the I Pv6 prefix of the destination address, which is either the
VWP (i.e., 64:ff9b::/96) or locally allocated as defined in

[ RFC6052] .

Backdoor Connecti ons

In sone deploynments, |IPv4 client networks are interconnected across
the 1Pv6 network but are also directly connected to each other. The
di rect connections between | Pv4 client networks, sonetines called
"backdoor" connections, can certainly be used to transport |Pv4
packets between IPv4 client networks. 1In general, backdoor
connections are preferred over the I Pv6 network, since no address
famly translation is required

Prevention of Loops

If an LSA sent froman AFXLBR into a client network could then be
recei ved by another AFXLBR, it would be possible for routing |oops to
occur. To prevent |oops, an AFXLBR MJUST set the DN bit [RFCA576] in
any LSA that it sends to a client network. The AFXLBR MUST al so
ignore any LSA received froma client network that already has the DN
bit set.

MIU | ssues

In the I Pv6 network, there are no new MIU i ssues introduced by this
docunent. |If a separate OSPFv3 instance (per [RFC5838]) is used for
| Pv4- enbedded |1 Pv6 routing, the MU handling in the IPv6 network is
the sane as that of the default OSPFv3 instance

However, the MIU in the I Pv6 network may be different than that of

I Pv4 client networks. Since an IPv6 router will never fragnment a
packet, the packet size of any |IPv4-enbedded | Pv6 packet entering the
| Pv6 network nust be equal to or less than the MIU of the |IPv6
network. In order to achieve this requirenent, it is reconmmended
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that AFXLBRs perform | Pv6 path discovery anong thensel ves. The
resulting MU, after taking into account the difference between the
| Pv4 header length and the | Pv6 header |ength, nust be "propagated"
into IPv4 client networks, e.g., included in the OSPFv2 Dat abase
Descri ption packet.

The details of passing the proper MU into IPv4 client networks are
beyond the scope of this docunent.

11. Security Considerations

There are several security aspects that require attention in the
depl oynent practices described in this docunent.

In the OSPFv3 transit network, the security considerations for OSPFv3
are handl ed as usual, and in particular, authentication nechani sns
described in [ RFC6506] can be depl oyed.

When a separate OSPFv3 instance is used to support |Pv4-enbedded | Pv6
routing, the sane Security Association (SA) [RFC4552] MUST be used by
t he enbedded | Pv4 address instance as other instances utilizing the
same link, as specified in [ RFC5838].

Security considerations as docunented in [ RFC6052] nust al so be
t hought through and properly inplenented, including the foll ow ng:

o The IPv6 prefix that is used to carry an enbedded | Pv4 address
(refer to Section 4.1) nust be configured by the authorized
operator on all participating AFXLBRs in a secure manner. This is
to help prevent a nmalicious attack resulting in network
di sruption, denial of service, and possible information
di scl osure.

o Effective mechani snms (such as reverse path checking) nust be
inpl emented in the IPv6 transit network (including AFXLBRS) to
prevent spoofing of enbedded | Pv4 addresses, which otherw se m ght
be used as source addresses of nalicious packets.

o If firewalls are used in IPv4 and/or | Pv6 networks, configuration
of the routers nust be consistent, so that there are no holes in
| Pv4 address filtering.

The details of security handling are beyond the scope of this
docunent .
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12. Operational Considerations

Thi s docunent puts together sone mechani sms based on exi sting
technol ogi es devel oped by the I ETF as an integrated solution to
transport | Pv4 packets over an | Pv6 network using a separate OSPFv3
routing table. There are several aspects of these nechani sns that
require attention for depl oynent and operation

The tunnel -based sol uti on docunented in [ RFC5565] and the sol ution
proposed in this docunent are both used for transporting |Pv4 packets
over an | Pv6 network, using different nmechanisms. The two nethods
are not related to each other, and they can coexist in the sane
network if so deployed, w thout any conflict.

If one approach is to be deployed, the operator wll decide which
approach to use. Note that each approach has its own characteristics
and requirenments. For exanple, the tunnel-based solution requires a
mesh of inter-AFBR softwires (tunnels) spanning the I Pv6 network, as
well as IBGP to exchange routes between AFBRs [ RFC5565]; the approach
in this docunent requires AFXLBRs that are capable of perforning

| Pv4-1 Pv6 packet header translation per [RFC6145].

To deploy the solution as docunented here, sone configurations are
required. An IPv6 prefix nust first be chosen that is used to form
all the | Pv4-enbedded | Pv6 addresses and prefixes advertised by
AFXLBRs in the I Pv6 network; refer to Section 4.1 for details. The
| Pv4- embedded 1 Pv6 routing table is created by using a separate
OSPFv3 instance in the 1 Pv6 network. As described in Section 3.2,
this configuration is acconplished according to the nechanism
described in [ RFC5838].

Note that this docunment does not change any behavi or of OSPFv3, and
the existing or conmon practice should apply in the context of
scalability. For exanple, the anopunt of routes that are advertised
by OSPFv3 is one key concern. Wth the solution as described in this
docunent, |Pv4-enbedded | Pv6 addresses and prefixes will be injected
by AFXLBRs into sone part of the |Pv6 network (see Section 3.1 for
details), and a separate routing table will be used for |Pv4-enbedded
I Pv6 routing. Care nmust be taken during network design such that 1)
aggregations are performed on | Pv4 addresses and prefixes before
bei ng advertised in the 1 Pv6 network as described in Section 6, and
2) estimates are nade as to the anount of | Pv4-enbedded | Pv6 routes
that would be dissenminated in the IPv6 network and to the size of the
separate OSPFv3 routing table.
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