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1

I ntroduction

[ RFC6707] defines the probl em space for Content Distribution Network
Interconnection (CDNI) and the associated CDNI interfaces. This

i ncl udes support, through interconnected Content Delivery Networks
(CDNs), of content delivery to End Users using HITP progressive
downl oad and HTTP Adaptive Stream ng (HAS).

HTTP Adaptive Streaming is an unbrella termfor various HITP-based
stream ng technol ogies that allow a client to adaptively switch
between nmultiple bitrates, depending on current network conditions.
A defining aspect of HAS is that, since it is based on HTTP, it is a
pul | -based nechanism with a client actively requesting content
segrments instead of the content being pushed to the client by a
server. Due to this pull-based nature, nedia servers delivering
content using HAS often show different characteristics when conpared
wi th nedia servers delivering content using traditional stream ng
nmet hods such as the Real -tine Transport Protocol / Real Tine
Streani ng Protocol (RTP/RTSP), the Real Tinme Messagi ng Protoco
(RTMP), and the Multimedi a Messagi ng Service (MVB).

Thi s docunent presents a di scussion of the inpact of the HAS
operation on the CDNl interfaces, and what HAS-specific optim zations
may be required or nay be desirable. The scope of this docunent is
to present the authors’ analysis of the CDN -HAS probl em space and
di scuss different options put forward by the authors (and by others
during informal discussions) on howto deal with HAS in the context
of CDNI. The docunent concludes by presenting the authors’
recomendati ons on how the CDNI WG should deal with HAS in its
initial charter, with a focus on 'making it work’ instead of

i ncluding 'nice-to-have’ optimzations that nm ght delay the

devel opnent of the CDNI WG deliverables identified inits initia
charter.

It should be noted that the docunment is not a WG document but has
been used as input during the WG process for naking its decision
regardi ng support for HAS. W expect the analysis presented in the
docunent to be useful in the future if and when the WG recharters and
wants to reassess the |level of HAS optimizations to be supported in
CDNI scenari os.
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1.1. Termnol ogy

Thi s docunent uses the term nol ogy defined in [ RFC6707] and
[ CDNI - FRAVEVORK] .

For conveni ence, the definitions of HAS-related terns are restated
her e:

Content Item A uniquely addressable content element in a CDN. A
content itemis defined by the fact that it has its own Content
Met adat a associated with it. An exanple of a content itemis a
video filel/stream an audio file/stream or an inage file.

Chunk: A fixed-length elenent that is the result of a segnentation
or fragnmentation operation and that is independently addressable.

Fragnment: A specific formof chunk (see Section 2.1). A fragnent is
stored as part of a larger file that includes all chunks that are
part of the chunk coll ection.

Segnent: A specific formof chunk (see Section 2.1). A segment is
stored as a single file froma file-system perspective.

Oiginal Content: Non-chunked content that is the basis for a
segnmentation or fragnentation operation. Based on Oiginal
Content, multiple alternative representations (using different
encodi ng et hods, supporting different resol utions, and/or
targeting different bitrates) may be derived, each of which may be
fragmented or segmented

Chunk Collection: The set of all chunks that are the result of a
single segnmentation or fragnentation operation being perforned on
a single representation of the Original Content. A chunk
collection is described in a Manifest File.

Content Collection: The set of all chunk collections that are
derived fromthe sane Original Content. A content collection nmay
consist of multiple chunk collections, each corresponding to a
single representation of the Original Content. A content
coll ection may be described by one or nore Manifest Files.

Mani fest File: A Manifest File, also referred to as a Medi a
Presentation Description (MPD) file, is a file that lists the way
the content has been chunked (possibly for nultiple encodings), as
wel | as where the various chunks are located (in the case of
segrments) or how they can be addressed (in the case of fragnents).
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2. HITP Adaptive Streamnm ng Aspects Relevant to CDN

In the last couple of years, a wide variety of HAS-1ike protocols
have enmerged. Anmong them are proprietary solutions such as Apple’s
HTTP Live Streaming (HLS), Mcrosoft’s HITP Snooth Stream ng (HSS)
and Adobe’s HITP Dynamic Streaning (HDS), as well as various
standardi zed sol uti ons such as 3GPP Adaptive HTTP Stream ng (AHS) and
MPEG Dynani ¢ Adaptive Stream ng over HTTP (DASH). While all of these
technol ogi es share a common set of features, each has its own
defining el enents. This section |ooks at some of the common
characteristics and sone of the differences between these
technol ogi es and how those night be relevant to CONI. In particular
Section 2.1 describes the various nethods to store HAS content, and
Section 2.2 lists three nmethods that are used to address HAS content
in a CDN. After these generic HAS aspects are di scussed, two speci al
situations that need to be taken into account when di scussing HAS are
addressed: Section 2.3 discusses the differences between |ive content
and Vi deo on Demand (VoD) content, while Section 2.4 discusses the
scenario where nultiple streans are conbined in a single Mnifest
File (e.g., for ad insertion purposes).

2.1. Segnentation versus Fragnentation

Al'l HAS i npl enentations are based on a concept referred to as
"chunki ng": the concept of having a server split content up in

numer ous fixed-duration chunks that are independently decodable. By
sequentially requesting and receiving chunks, a client can recreate
and play out the content. An advantage of this nechanismis that it
allows a client to seanml essly switch between different encodi ngs of
the sane Original Content at chunk boundaries. Before requesting a
particul ar chunk, a client can choose between nultiple alternative
encodi ngs of the sane chunk, irrespective of the encoding of the
chunks it has requested earlier

VWil e every HAS i npl enentation uses sonme form of chunking, not all
i npl enentations store the resulting chunks in the sane way. In
general, there are two distinct nmethods of perforning chunking and
storing the results: segnmentation and fragnentation

- Wth segnmentation -- which is, for exanple, mandatory in al
versions of Apple’ s HLS prior to version 7 -- the chunks, in this
case also referred to as segnents, are stored conpletely
i ndependently from each other, with each segnent being stored as a
separate file froma fil e-system perspective. This neans that
each segnment has its own unique URL with which it can be
retrieved.
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- Wth fragnentation (or virtual segnentation) -- which is, for
exanpl e, used in Mcrosoft’s HTTP Smooth Streaming -- all chunks,
or fragnents, belonging to the same chunk collection are stored
together as part of a single file. Wile there are a nunber of
container formats that allow for storing this type of chunked
content, fragnented MP4 is nost commonly used. Wth
fragmentation, a specific chunk is addressable by suffixing, to
the conmon file URL, an identifier uniquely identifying the chunk
that one is interested in, either by tinmestanp, by byte range, or
in sone other way.

Whi |l e one can argue about the nerits of each of these two different
met hods of handli ng chunks, both have their advantages and drawbacks
in a CDN environnment. For exanple, fragnentation is often regarded
as a method that introduces |ess overhead, fromboth a storage and
processi ng perspective. Segnentation, on the other hand, is regarded
as being nore flexible and easier to cache. |In practice, current HAS
i mpl enent ati ons increasingly support both nethods.

2.2. Addressing Chunks

In order for a client to request chunks, in the formof either
segnents or fragnments, it needs to know how the content has been
chunked and where to find the chunks. For this purpose, npbst HAS
protocols use a concept that is often referred to as a Manifest File
(al so known as a Media Presentation Description, or MPD), i.e., a
file that lists the way the content has been chunked and where the
various chunks are located (in the case of segments) or how they can
be addressed (in the case of fragnents). A Manifest File or set of
Mani fest Files may also identify the different representations, and
t hus chunk coll ections, available for the content.

In general, a HAS client will first request and receive a Manifest
File, and then, after parsing the information in the Manifest File,
proceed with sequentially requesting the chunks listed in the

Mani fest File. Each HAS inplenentation has its own Manifest File
format, and even within a particular fornat there are different

met hods avail able to specify the |ocation of a chunk

O course, managing the location of files is a core aspect of every
CDN, and each CDN will have its own met hod of doing so. Sonme CDNs
may be purely cache-based, with no higher-Ilevel know edge of where
each file resides at each instant in tine. Oher CDNs may have

dedi cat ed managenent nodes that, at each instant in tinme, do know at
whi ch servers each file resides. The CDNl interfaces designed by the
CDNI WG will probably need to be agnostic to these kinds of CDN
internal architecture decisions. 1In the case of HAS, there is a
strict relationship between the |location of the content in the CDN
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(in this case chunks) and the content itself (the |ocations specified
in the Manifest File). It is therefore useful to have an
understanding of the different nethods in use in CDNs today for

speci fying chunk locations in Manifest Files. The different nethods
for doing so are described in Sections 2.2.1 to 2.2.3.

Al t hough these sections are especially relevant for segnented content
due to its inherent distributed nature, the discussed nethods are

al so applicable to fragnented content. Furthernore, it should be
noted that the nethods detailed bel ow for specifying |ocations of
content itenms in Manifest Files do not relate only to tenporally
segnented content (e.g., segnents and fragnents) but are al so

rel evant in situations where content is nade available in nultiple
representations (e.g., in different qualities, encoding nethods,

resol utions, and/or bitrates). |In this case, the content consists of
mul ti pl e chunk coll ections, which may be described by either a single
Manifest File or multiple interrelated Manifest Files. 1In the latter
case, there may be a high-level Manifest File describing the various
available bitrates, with URLs pointing to separate Manifest Files
describing the details of each specific bitrate. For specifying the
| ocations of the other Manifest Files, the sanme nmethods that are used
for specifying chunk | ocations also apply.

One final note relates to the delivery of the Manifest Files
thenselves. VWhile in nost situations the delivery of both the

Mani fest File and the chunks is handled by the CDN, there are
scenari os imagi nable in which the Manifest File is delivered by, for
exanpl e, the Content Service Provider (CSP), and the Manifest File is
therefore not visible to the CDN

2.2.1. Relative URLs

One nethod for specifying chunk locations in a Manifest File is
through the use of relative URLs. A relative URL is a URL that does
not include the HOST part of a URL but only includes (part of) the
PATH part of a URL. In practice, arelative URL is used by the
client as being relative to the location fromwhich the Manifest File
has been acquired. In these cases, a relative URL will take the form
of a string that has to be appended to the location of the Manifest
File to get the location of a specific chunk. This neans that in the
case where a Manifest File with relative URLs is used, all chunks
will be delivered by the same Surrogate that delivered the Manifest
File. Arelative URL will therefore not include a hostnane.
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For exanple, in the case where a Manifest File has been requested
(and received) from

http://surrogate. server.cdn. exanpl e. com content _1/ mani f est . xmn

arelative URL pointing to a specific segnment referenced in the
Mani fest File mght be:

segrment s/ segnent1_1.ts

whi ch means that the client should take the |ocation of the Mnifest
File and append the relative URL. 1In this case, the segnent woul d
then be requested fromhttp://surrogate. server. cdn. exanpl e. conf
content _1/segnments/segnentl 1.ts.

One drawback of using relative URLs is that it forces a CDN relying
on HTTP-based request routing to deliver all segnents belonging to a
given content itemwith the sane Surrogate that delivered the

Mani fest File for that content item which results in linmted
flexibility. Another drawback is that relative URLs do not allow for
fall back URLs; should the Surrogate that delivered the Manifest File
break down, the client is no |onger able to request chunks. The
advantage of relative URLs is that it is very easy to transfer
content between different Surrogates and even CDNs.

2.2.2. Absolute URLs with Redirection

Anot her nethod for specifying | ocations of chunks (or other Manifest
Files) in a Manifest File is through the use of an absolute URL. An
absolute URL contains a fully formed URL (i.e., the client does not
have to calculate the URL as in the case of the relative URL but can
use the URL fromthe Manifest File directly).

In the context of Manifest Files, there are two types of absolute
URLs i magi nabl e: absolute URLs with redirecti on and absol ute URLs
without redirection. The two nethods differ in whether the URL
points to a request routing node that will redirect the client to a
Surrogate (absolute URLs with redirection) or point directly to a
Surrogate hosting the requested content (absolute URLS wi thout
redirection).

In the case of absolute URLs with redirection, a request for a chunk
i s handl ed by the Request Routing systemof a CDN just as if it were
a standal one (non-HAS) content request, which mght include |ooking
up the Surrogate (and/or CDN) best suited for delivering the
requested chunk to the particul ar user and sending an HTTP redirect
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to the user with the URL pointing to the requested chunk on the
specified Surrogate (and/or CDN), or a DNS response pointing to the
specific Surrogate.

An exanpl e of an absolute URL with redirection m ght | ook as follows:

http://requestrouting. cdn. exanpl e. cont
cont ent _request ?cont ent =cont ent _1&segnent =segnentl1l_1.ts

As can be seen fromthis exanple URL, the URL includes a pointer to a
general CDN Request Routing function and sone argunents identifying
t he requested segnent.

The advant age of using absolute URLs with redirection is that they
allow for maxinum flexibility (since chunks can be distributed across
Surrogates and CDNs in any imagi nabl e way) wi thout having to nodify
the Manifest File every time one or nore chunks are noved (as is the
case when absolute URLs without redirection are used). The downside
of this nmethod is that it can add significant |oad to a CDN Request
Routing system since it has to performa redirect every tine a
client requests a new chunk

2.2.3. Absolute URLs without Redirection

In the case of absolute URLs without redirection, the URL points
directly to the specific chunk on the actual Surrogate that wll
deliver the requested chunk to the client. |In other words, there
will be no HTTP redirection operation taking place between the client
requesting the chunk and the chunk being delivered to the client by

t he Surrogate.

An exanpl e of an absolute URL without redirection is the follow ng:
http://surrogatel. cdn. exanpl e. com content _1/segnments/segnmentl_1.ts

As can be seen fromthis exanple URL, the URL includes both the
identifier of the requested segnent (in this case segnentl 1.ts) and
the server that is expected to deliver the segnent (in this case
surrogat el. cdn. exanple.con). Wth this, the client has enough
information to directly request the specific segment fromthe

speci fied Surrogate.

The advant age of using absolute URLs without redirection is that it
allows nore flexibility conpared to using relative URLs (since
segnents do not necessarily have to be delivered by the sane server)
whil e not requiring per-segnment redirection (which woul d add
significant load to the node doing the redirection). The drawback of
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this method is that it requires a nodification of the Manifest File
every time content is noved to a different location (either within a
CDN or across CDNs).

2. 3. Li ve Content versus VoD Content

Though the fornats and addresses of Manifest Files and chunk files do
not typically differ significantly between |ive and Vi deo- on- Denand
(VoD) content, the time at which the Manifest Files and chunk files
becone avail able does differ significantly. For live content, chunk
files and their corresponding Manifest Files are created and
delivered in real tine. This poses a nunber of potential issues for
HAS optim zation

- Wth live content, chunk files are nade available in real tine.
This limts the applicability of bundling for content acquisition
purposes. Pre-positioning may still be enpl oyed; however, any
significant latency in the pre-positioning may di mnish the val ue
of pre-positioning if a client requests the chunk prior to
pre-positioning or if the pre-positioning request is serviced
after the chunk playout tinme has passed.

- In the case of live content, Manifest Files nust be updated for
each chunk and therefore nust be retrieved by the client prior to
each chunk request. Any optim zation schenes based on Mani f est
Files must therefore be prepared to optimze on a per-segnent
request basis. Manifest Files may also be polled multiple tines
prior to the actual availability of the next chunk

- Since live Manifest Files are updated as new chunks becone
avai |l abl e, the cacheability of Manifest Files is limted. Though
ti mestanpi ng and reasonabl e Time-to-Live (TTL) settings can
i mprove delivery performance, tinely replication and delivery of
updated Manifest Files are critical to ensuring uninterrupted
pl ayback.

- Mnifest Files are typically updated after the correspondi ng chunk
is available for delivery, to prevent premature requests for
chunks that are not yet available. HAS optim zation approaches
that enpl oy dynam c Manifest File generation nust be synchronized
wi th chunk creation to prevent playback errors.
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2.4. Stream Splicing

Stream splicing is used to create nmedi a mashups, conbi ni ng content
frommultiple sources. A common exanple in which content resides
outside the CDNs is with advertisenent insertion, for both VoD and
live streanms. Manifest Files that contain absolute URLs with
redirection may contain chunk or nested Manifest File URLs that point
to content not delivered via any of the interconnected CDNs.

Furt hernmore, client and downstream proxy devices may depend on

non- URL i nformation provided in the Manifest File (e.g., conments or
customtags) for performng streamsplicing. This often occurs
outside the scope of the interconnected CDNs. HAS optim zation
schenes that enploy dynamic Manifest File generation or rewiting
nmust be cogni zant of chunk URLs, nested Manifest File URLs, and other
nmet adata that should not be nodified or renmoved. | nproper

nmodi fication of these URLs or other netadata nmay cause pl ayback
interruptions and in the case of unplayed advertisenents nay result
in loss of revenue for CSPs.

3. Possible HAS Optinizations

In the previous section, some of the unique properties of HAS were

di scussed. Furthernore, sone of the CDN-specific design decisions
with regards to addressi ng chunks have been detailed. In this
section, the inpact of supporting HAS in CDNl scenarios is discussed.

There are a nunber of topics, or problemareas, that are of
particul ar interest when considering the conbinati on of HAS and CDNI
For each of these problemareas, it holds that there are a nunber of
different ways in which the CONl interfaces can deal with them In
general, it can be said that each problem area can either be sol ved
in a way that mininizes the amount of HAS-specific changes to the
CDNI interfaces or maxim zes the flexibility and efficiency with
which the CDNI interfaces can deliver HAS content. The goal for the
CDNI WG shoul d probably be to try to find the mddle ground between
these two extrenes and try to cone up with solutions that optinze

t he bal ance between efficiency and additional conplexity.

In order to allow the W to make this decision, this section briefly
descri bes each of the followi ng problem areas, together with a nunber
of different options for dealing with them Section 3.1 discusses
the problemof howto deal with file nmanagenent of groups of files,

or content collections. Section 3.2 deals with a related topic: how
to do content acquisition of content collections between the Upstream
CDN (uCDN) and Downstream CDN (dCDN). After that, Section 3.3
describes the various options for the request routing of HAS content,
particularly related to Manifest Files. Section 3.4 tal ks about a
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nunber of possible optim zations for the | oggi ng of HAS content,
whil e Section 3.5 discusses the options regardi ng URL signing.
Finally, Section 3.6 describes different scenarios for dealing with
the renoval of HAS content from CDNs.

3.1. File Managenent and Content Collections
3.1.1. Ceneral Remarks

One of the unique properties of HAS content is that it does not
consist of a single file or streambut of nmultiple interrelated files
(segnents, fragnents, and/or Manifest Files). 1In this docunent, this
group of files is also referred to as a content collection. Another

i mportant aspect is the difference between segnments and fragnents
(see Section 2.1).

Irrespective of whether segments or fragments are used, different
CDNs might handle content collections differently froma file
managenent perspective. For exanple, some CDNs might handle all
files belonging to a content collection as individual files that are
stored i ndependently fromeach other. An advantage of this approach
is that it makes it easy to cache individual chunks. O her CDNs

m ght store all fragnents belonging to a content collection in a
bundle, as if they were a single file (e.g., by using a fragnented
MP4 container). The advantage of this approach is that it reduces
file managenment over head.

The followi ng subsections | ook at the various ways with which the
CDNI interfaces might deal with these differences in handling content
collections froma file managenent perspective. The different
options can be distingui shed based on the |evel of HAS awareness they
require on the part of the different CDNs and the CDNI interfaces.

3.1.2. Candidate Approaches

3.1.2.1. Option 1.1: Do Nothing
This option assumes no HAS awareness in both the involved CDNs and
the CDNI interfaces. This nmeans that the uCDN uses individual files,

and the dCDN is not explicitly made aware of the rel ationship between
chunks and doesn’t know which files are part of the sane content

collection. In practice, this scenario would nean that the file
managenent net hod used by the uCDN is sinply inposed on the dCDN as
wel | .

This scenario also neans that it is not possible for the dCDN to use
any formof file bundling, such as the single-file nmechanism which
can be used to store fragnented content as a single file (see
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Section 2.1). The one exception to this rule is the situation where
the content is fragnented and the Manifest Files on the uCDN contain
byte range requests, in which case the dCDN ni ght be able to acquire
fragmented content as a single file (see Section 3.2.2.2).

Ef fect on CDNI interfaces:
o0 None
Advant ages/ Dr awbacks:

+ No HAS awar eness necessary in CDNs; no changes to CDNl interfaces
necessary

- The dCDN is forced to store chunks as individual files
3.1.2.2. Option 1.2: Allow Single-File Storage of Fragnented Content

In sone cases, the dCDN might prefer to store fragnented content as a
single file on its Surrogates to reduce file managenent overhead. In
order to do so, it needs to be able to either acquire the content as

a single file (see Section 3.2.2.2) or to nerge the different chunks

toget her and place themin the sanme container (e.g., fragmented MP4).
The downside of this nethod is that in order to do so, the dCDN needs
to be fully HAS aware.

Effect on CDNI interfaces:

0o CDNl Metadata interface: Add fields for indicating the particul ar
type of HAS (e.g., MPEG DASH or HLS) that is used and whet her
segnments or fragments are used

o CDNI Metadata interface: Add field for indicating the nane and
type of the Manifest File(s)

Advant ages/ Dr awbacks:

+ Allows the dCDN to store fragnented content as a single file,
reduci ng file managenent over head

- Conmpl ex operation, requiring the dCDN to be fully HAS aware
3.1.2.3. Option 1.3: Access Correlation Hint

An intermedi ary approach between the two extrenmes detailed in the

previous two sections is one that uses an ' Access Correlation Hint’.

This hint, which is added to the CDNI Metadata of all chunks of a
particular content collection, indicates that those files are likely
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3.

3.
3.

to be requested in a short tine window fromeach other. This

i nformati on can help a dCDN to inplenent |local file storage
optimzations for VoD itens (e.g., by bundling all files with the
same Access Correlation Hint value in a single bundle/file), thereby
reduci ng the nunber of files it has to manage while not requiring any
HAS awar eness.

Ef fect on CDNI interfaces:

o CDNl Metadata interface: Add field for indicating Access
Correl ati on Hint

Advant ages/ Dr awbacks:

+ Alows the dCDN to performfile nmanagenent optim zation
+ Does not require any HAS awar eness

+ Very snall inpact on CDNI interfaces

-  Expected benefit conpared with Option 1.1 is snal

1.3. Recommendati ons

Based on the listed pros and cons, the authors recommend that the WG
go for Option 1.1 (do nothing). The likely benefits of going for
Option 1.3 are not believed to be significant enough to warrant
changing the CDNI Metadata interface. Although Option 1.2 would
bring definite benefits for HAS-aware dCDNs, going for this option
woul d require significant CDNI extensions that would inpact the WG s
m | estones. The authors therefore don’t recommend including it in
the current work but mark it as a possible candidate for rechartering
once the initial CDNI solution is conpleted.

2. Content Acquisition of Content Collections
2.1. Ceneral Remarks

In the previous section, the relationship between file nanagenent and
HAS in a CDNI scenario was discussed. This section discusses a
rel ated topic: content acquisition between two CDNs.

Wth regards to content acquisition, it is inportant to note the

di fference between CDNs that do dynami c acquisition of content and
CDNs that performcontent pre-positioning. |In the case of dynamc
acquisition, a CDN only requests a particular content item when a
cache mss occurs. 1In the case of pre-positioning, a CDN proactively
pl aces content itens on the nodes on which it expects traffic for
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that particular content item For each of these types of CDNs, there
m ght be a benefit in being HAS aware. For exanple, in the case of
dynami ¢ acquisition, being HAS aware nmeans that after a cache mss
for a given chunk occurs, that node might not only acquire the
requested chunk but m ght also acquire sone related chunks that are
expected to be requested in the near future. 1In the case of
pre-positioning, simlar benefits can be had.

3.2.2. Candidate Approaches
3.2.2.1. Option 2.1: No HAS Awar eness

This option assunes no HAS awareness in both the involved CDNs and
the CDNI interfaces. Just as with Option 1.1, discussed earlier with
regards to file managenent, having no HAS awareness neans that the
dCDN i s not aware of the rel ationship between chunks. |In the case of
content acquisition, this nmeans that each and every file belonging to
a content collection will have to be individually acquired fromthe
UCDN by the dCDN. The exception to the rule is cases with fragnmented
content where the uCDN uses Manifest Files that contain byte range
requests. In this case, the dCDN can sinply onit the byte range
identifier and acquire the conplete file.

The advantage of this approach is that it is highly flexible. If a
client only requests a small portion of the chunks belonging to a
particular content collection, the dCDN only has to acquire those
chunks fromthe uCDN, saving both bandwi dth and storage capacity.
The downsi de of acquiring content on a per-chunk basis is that it
creates nore transaction overhead between the dCDN and uCDN, conpared
to a method in which entire content collections can be acquired as
part of one transaction.

Ef fect on CDNI interfaces:

o None

Advant ages/ Dr awbacks:

+ Per-chunk content acquisition allows for a high | evel of
flexibility between the dCDN and uCDN

- Per-chunk content acquisition creates nore transaction overhead
bet ween the dCDN and uCDN
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3.2.2.2. Option 2.2: Allow Single-File Acquisition of Fragnented
Cont ent

As discussed in Section 3.2.2.1, there is one (fairly rare) case
where fragnented content can be acquired as a single file w thout any
HAS awar eness, and that is when fragnented content is used and where
the Manifest File specifies byte range requests. This section

di scusses how to performsingle-file acquisition in the other (very
comon) cases. To do so, the dCDN woul d have to have full HAS
awareness (at least to the extent of being able to nap between a
single file and individual chunks to serve).

Ef fect on CDNI interfaces:

o CDNI Metadata interface: Add fields for indicating the particular
type of HAS (e.g., MPEG DASH or HLS) that is used and whet her
segnments or fragnents are used

0o CDNl Metadata interface: Add field for indicating the nane and
type of the Manifest File(s)

Advant ages/ Dr awbacks:

+ Alows for nore efficient content acquisition in all HAS-specific
supported forns

- Requires full HAS awareness on the part of the dCDN
- Requires significant CDNI Metadata interface extensions
3.2.3. Recomendati ons

Based on the listed pros and cons, the authors recommend that the WG
go for Option 2.1, since it is sufficient to 'nake HAS work’. \Wile
Option 2.2 would bring benefits to the acquisition of |arge content
collections, it would require significant CDNl extensions that would
i mpact the WG s nilestones. Option 2.2 might be a candidate to

i nclude in possible rechartering once the initial CDNl solution is
conpl et ed.

3.3. Request Routing of HAS Content

3.3.1. General Renarks
In this section, the effect HAS content has on request routing is
identified. O particular interest in this case are the different

types of Manifest Files that m ght be used. In Section 2.2, three
different nmethods for identifying and addressi ng chunks fromwi thin a
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Mani fest File were described: relative URLs, absolute URLs with
redirection, and absolute URLs wi thout redirection. O course, not
every current CDN will use and/or support all three nmethods. Sone
CDNs may only use one of the three nethods, while others may support
two or all three.

An inmportant factor in deciding which chunk-addressing nethod is used
is the CSP. Sone CSPs nay have a strong preference for a particul ar
nmet hod and deliver the Manifest Files to the CON in a particul ar way.
Dependi ng on the CDN and the agreenent it has with the CSP, a CDN may
either host the Manifest Files as they were created by the CSP or

nodi fy the Manifest File to adapt it to its particular architecture
(e.g., by changing relative URLs to absolute URLs that point to the
CDN Request Routing function).

3.3.2. Candi date Approaches
3.3.2.1. Option 3.1: No HAS Awareness

This option assumes no HAS awareness in both the involved CDNs and
the CDNI interfaces. This scenario also assunes that neither the
dCDN nor the uCDN has the ability to actively mani pul ate Manifest
Files. As was also discussed with regards to file managenent and
content acquisition, having no HAS awareness neans that each file
constituting a content collection is handled on an individual basis,
with the dCDN unaware of any relationship between files.

The only chunk-addressi ng nmethod that works without question in this
case is absolute URLs with redirection. 1In other words, the CSP that
i ngested the content into the uCDN created a Manifest File with each
chunk | ocation pointing to the Request Routing function of the uCDN
Al ternatively, the CSP may have ingested the Manifest File containing
relative URLs, and the uCDN ingestion function has transl ated these
to absolute URLs pointing to the Request Routing function

In this "absolute URL with redirection" case, the uCDN can sinply
have the Manifest File be delivered by the dCDN as if it were a
regular file. Once the client parses the Manifest File, it wll
request any subsequent chunks fromthe uCDN Request Routing function
That function can then decide to outsource the delivery of those
chunks to the dCDN. Dependi ng on whet her HTTP-based (recursive or
iterative) or DNS-based request routing is used, the uCDN Request
Routing function will then either directly or indirectly redirect the
client to the Request Routing function of the dCDN (assunming that it
does not have the necessary information to redirect the client
directly to a Surrogate in the dCDN).
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The drawback of this nethod is that it creates a |arge anount of
request routing overhead for both the uCDN and dCDN. For each chunk
the full inter-CDN Request Routing process is invoked (which can
result in two HTTP redirections in the case of iterative redirection
or one HITP redirection plus one CDNI Request Routing Redirection
interface request/response). Even in the case where DNS-based
redirection is used, there mght be significant overhead invol ved,
since both the dCDN and uCDN Request Routing functions night have to
perf orm dat abase | ookups and query each other. While with DNS this
overhead m ght be reduced by using DNS s inherent caching mechani sm
this will have significant inpact on the accuracy of the redirect.

Wth no HAS awareness, relative URLs m ght or mght not work,
dependi ng on the type of relative URL that is used. Wen a uCDN

del egates the delivery of a Manifest File containing relative URLs to
a dCDN, the client goes directly to the dCDN Surrogate fromwhich it
has received the Manifest File for every subsequent chunk. As |ong
as the relative URL is not path-absolute (see [ RFC3986]), this
approach will work fine.

Since using absolute URLs without redirection inherently requires a
HAS- aware CDN, absolute URLs wi thout redirection cannot be used in
this case because the URLs in the Manifest File will point directly
to a Surrogate in the uCDN. Since this scenario assunes no HAS
awar eness on the part of the dCDN or uCDN, it is inpossible for
either of these CDNs to rewite the Manifest File and thus allow the
client to either go to a Surrogate in the dCDN or to a Request
Routi ng function.

Effect on CDNI interfaces:

o None

Advant ages/ Dr awbacks:

+ Supports absolute URLs with redirection

+ Supports relative URLs

+ Does not require HAS awareness and/ or changes to the CDN
i nterfaces

- Not possible to use absolute URLs without redirection
- Creates significant signaling overhead in cases where absol ute

URLs with redirection are used (inter-CDN request redirection for
each chunk)

van Brandenburg, et al. I nf or mat i onal [ Page 19]



RFC 6983 HTTP Adaptive Stream ng and CDNI July 2013

3.3.2.2. Option 3.2: Manifest File Rewriting by uCDN

Wiile Option 3.1 does allow absolute URLs with redirection to be
used, it does so in a way that creates a high | evel of request
routi ng overhead for both the dCDN and the uCDN. This option
presents a solution to significantly reduce this overhead.

In this scenario, the uCDN is able to rewite the Manifest File (or
generate a new one) to be able to renove itself fromthe request
routing chain for chunks being referenced in the Manifest File. As
described in Section 3.3.2.1, in the case of no HAS awareness, the
client will go to the uCDN Request Routing function for each chunk
request. This Request Routing function can then redirect the client
to the dCDN Request Routing function. By rewiting the Manifest File
(or generating a new one), the uCDN is able to renmove this first step
and have the Manifest File point directly to the dCDN Request Routing
function.

A key advantage of this solution is that it does not directly have an
i mpact on the CDNI interfaces and is therefore transparent to these
interfaces. It is a CONinternal function that a uCDN can perform
aut ononously by using information configured for regular CDN
operation or received fromthe dCDN as part of the regul ar

conmuni cati on using the CDNI Request Routing Redirection interface.

More specifically, in order for the uCODN to rewite the Mnifest

File, the mininmminformation needed is the [ocation of the dCDN
Request Routing function (or, alternatively, the location of the dCDN
delivering Surrogate). This information can be available from
configuration or can be derived fromthe regular CDNl Request Routing
Redirection interface. For exanple, the uCDN nay ask the dCDN for
the location of its request routing node (through the CDNI Request
Routing Redirection interface) every tine a request for a Manifest
File is received and processed by the uCDN Request Routing function
The uCDN woul d then nodify the Manifest File and deliver the Mnifest
File to the client. One advantage of this nethod is that it
maxi m zes efficiency and flexibility by allowing the dCDN to
optionally respond with the locations of its Surrogates instead of
the location of its Request Routing function (and effectively turning
the URLs into absolute URLs without redirection). There are nmany
vari ations on this approach, such as where the nodification of the
Manifest File is only performed once (or once per period of tinme) by
the uCDN Request Routing function, when the first client for that
particular content collection (and redirected to that particul ar
dCDN) sends a Manifest File request. The advantage of such a
variation is that the uCDN only has to nodify the Manifest File once
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(or once per tine period). The drawback of this variation is that
the dCDN is no longer in a position to influence the request routing
deci si on across individual content requests.

It should be noted that there are a nunber of things to take into
account when changing a Manifest File (see, for exanple, Sections 2.3
and 2.4 on live HAS content and ad insertion). Furthernore, sone
CSPs mi ght have issues with a CDN changing Manifest Files. However,
in this option the Manifest File manipulation is only being perforned
by the uCDN, which can be expected to be aware of these linmitations
if it wants to perform Manifest File manipulation, since it isinits
own best interest that its custoner’s content gets delivered in the
proper way and since there is a direct comercial and technical

relati onship between the uCDN (the Authoritative CON in this
scenario) and its customer (the CSP). Should the CSP want to linit
Mani fest File manipulation, it can sinply arrange this with the uCDN
bilaterally.

Ef fect on CDNl interfaces:
o None
Advant ages/ Dr awbacks:

+ Possible to significantly decrease signaling overhead when using
absol ute URLs

+ (Optional) Possible to have the uCDN rewite the Manifest File
with | ocations of Surrogates in the dCDN (turning absol ute URLsS
with redirection into absolute URLs wi thout redirection)

+ No changes to CDNI interfaces
+ Does not require HAS awareness in the dCDN

- Requires a high level of HAS awareness in the uCDN (for nodifying
Mani fest Fil es)

3.3.2.3. Option 3.3: Two-Step Manifest File Rewriting

One of the possibilities with Option 3.2 is allowing the dCDN to
provide the locations of a specific Surrogate to the uCDN, so that
the uCDN can fit the Manifest File with absolute URLs wi thout
redirection and the client can request chunks directly froma dCDN
Surrogate. However, sonme dCDNs night not be willing to provide this
information to the uCDN. In that case, they can only provide the
UCDN with the location of their Request Routing function, thereby
preventing the use of absolute URLs wi thout redirection.
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One nethod for solving this lintation is allow ng two-step Manifest
File manipulation. |In the first step, the uCDN would performits own
nodi ficati on and place the | ocations of the dCDN Request Routing
function in the Manifest File. Then, once a request for the Manifest
File comes in at the dCDN Request Routing function, it would perform
a second nodification in which it replaces the URLs in the Manifest
Files with the URLs of its Surrogates. This way, the dCDN can stil
profit fromhaving limted request routing traffic while not having
to share sensitive Surrogate information with the uCDN

The downside of this approach is that it not only assumes HAS
awareness in the dCDN but al so requires some HAS-specific additions
to the CONI Metadata interface. In order for the dCODN to be able to
change the Manifest File, it has to have some information about the
structure of the content. Specifically, it needs to have information
about whi ch chunks make up the content collection.

Effect on CDNIl interfaces (apart fromthose already |isted under
Option 3.2):

o CDNI Metadata interface: Add necessary fields for conveying HAS-
specific information (e.g., the files that nake up the content
collection) to the dCDN

0o CDNI Metadata interface: Allow dCDN to nodify Manifest File

Advant ages/ Dr awbacks (apart fromthose already |isted under
Option 3.2):

+ Allows the dCDN to use absolute URLs without redirection, wthout
havi ng to convey sensitive information to the uCDN

- Requires a high level of HAS awareness in the dCDN (for nodifying
Mani fest Fil es)

- Requi res addi ng HAS-specific and Mani fest File manipul ati on-
specific information to the CONl Metadata interface

3.3.3. Recommendati ons

Based on the listed pros and cons, the authors recomend going for
Option 3.1, with Option 3.2 as an optional feature that nay be
supported as a CDN-internal behavior by a uCDN. Wile Option 3.1

all ows for HAS content to be delivered using the CDNI interfaces, it
does so with sonme linitations regarding supported Manifest Files and,
in sone cases, with a large amount of signaling overhead. Option 3.2
can solve nost of these limtations and presents a significant
reduction in request routing overhead. Since Option 3.2 does not
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require any changes to the CDNl interfaces but only changes the way
the uCDN uses the existing interfaces, supporting it is not expected
to result in a significant delay of the W s nil estones. The authors
recommend that the WG not include Option 3.3, since it raises sone
questions of potential brittleness and including it would result in a
significant delay of the WG s nil estones

3.4. Logging
3.4.1. General Renarks

As stated in [RFC6707], the CDNI Logging interface enabl es details of
| ogs or events to be exchanged between interconnected CDNs.

As discussed in [CDNI-LOGA NG, the CDNI | ogging information can be
used for multiple purposes, including maintenance/ debuggi ng by a
uCDN, accounting (e.g., for billing or settlenent purposes),
reporting and managenent of end-user experience (e.g., to the CSP)
anal ytics (e.g., by the CSP), and control of content distribution
policy enforcenent (e.g., by the CSP)

The key consideration for HAS with respect to logging is the
potential increase of the nunber of log records by two to three
orders of magnitude, as conpared to regular HITP delivery of a video
since by default log records would typically be generated on a

per - chunk-delivery basis instead of a per-content-itemdelivery
basis. This inpacts the scale of every processing step in the

| oggi ng process (see [CDNI-LOGAE NG ), including:

a. Logging information generation and storing on CDN el enents
(Surrogate, Request Routers, ...)

b. Logging information aggregation within a CDN

c. Logging information manipul ation (including information
protection, filtering, update, and rectification)

d. (Where needed) CDNI reformatting of |ogging information (e.g.
reformatting froma CDN-specific format to the CDNI Loggi ng
interface format for export by the dCDN to the uCDN)

e. Logging exchange via the CDNI Logging interface
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f. (Wiere needed) Logging re-refornmatting (e.g., reformatting from
the CDNI Logging interface format into a | og-consum ng
application)

g. Logging consunption/processing (e.g., feed logs into uCDN
accounting application, feed logs into uCDN reporting systemto
provi de per-CSP views, feed | ogs into debuggi ng tools)

Note that there nay be multiple instances of steps [f] and [Q]
running in parallel

While the CDNI Logging interface is only used to performstep [e], we
note that its format directly affects steps [d] and [f] and that its
format also indirectly affects the other steps (for exanple, if the
CDNI Logging interface requires per-chunk |log records, steps [a],

[b], and [d] cannot operate on a per-HAS-session basis, and they al so
need to operate on a per-chunk basis).

This section discusses the nain candi date approaches identified for
CDNl in ternms of dealing with HAS with respect to | oggi ng.

3.4.2. Candi date Approaches
3.4.2.1. Option 4.1: Do Nothing

In this approach, nothing is done specifically for HAS, so each

HAS- chunk delivery is considered, for CDNl |ogging, as a standal one
content delivery. |In particular, a separate log record for each
HAS- chunk delivery is included in the CDNI Logging interface in
step [e] (as defined in Section 3.4.1). This approach requires that
steps [a], [b], [c], [d], and [f] al so be perforned on a per-chunk
basis. This approach allows step [g] to be perforned either on a
per - chunk basis (assuming that step [f] nmaintains per-chunk records)
or in a nore "sumarized" manner, such as on a per-HAS-session basis
(assuming that step [f] summarizes per-chunk records into per-HAS-
session records).

Ef fect on CDNl interfaces:
o None
Advant ages/ Dr awbacks:

+ No information loss (i.e., all details of each individual chunk

delivery are preserved). Wile this full level of detail nmay not
be needed for some | og-consum ng applications (e.g., billing),
this full level of detail is likely valuable (and possibly

required) for sonme | og-consum ng applications (e.g., debuggi ng)
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+ Easier integration (at least in the short tern) into existing
| oggi ng tools, since those tools are all capable of handling
per - chunk records

+ No extension needed on CDN interfaces

- High volune of logging information to be handl ed (storing and
processing) at every step of the |ogging process, fromsteps [a]
to [g] (while summarization in step [f] is conceivable, it may be
difficult to achieve in practice without any hints for correlation
in the | og records)

An interesting question is whether a dCDN could use the CDNI Loggi ng
interface specified for the "do nothing" approach to report

summari zed "per-session” log information in the case where the dCDN
performs such summari zation. The high-level idea would be that when
a dCDN perfornms HAS | og summari zation, for its own purposes anyway,
this dCDN could include in the CDNI Logging interface one or nore |og
entries for a HAS session (instead of one entry per HAS chunk) that
summari ze the deliveries of many/all HAS chunks for a session
However, the authors feel that when considering the details of this
idea, it is not achievable w thout explicit agreenent between the
UCDN and dCDN about how to performiinterpret such summarization. For
exanpl e, when a HAS session switches between representations, the
UCDN and dCDN woul d have to agree on things such as:

0 whether the session will be represented by a single log entry
(whi ch therefore cannot convey the distribution across
representations), or multiple log entries, such as one entry per
contiguous period at a given representation (which therefore would
be generally very difficult to correlate back into a single
sessi on)

o what the single URI included in the log entry would correspond to
(for example, the Manifest File, top-level playlist, or next-leve

playlist, ...)

The authors feel that since explicit agreenent is needed between the
UCDN and dCDN on how to performinterpret the summari zation, this

met hod can only work if it is specified as part of the CDNI Loggi ng
interface, in which case it would effectively boil down to Option 4.4
(full HAS awareness / per-session | ogs) as defined bel ow
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We note that support by CDNI of a nechanism (independent of HAS)
all owi ng the custonization of the fields to be reported in |og
entries by the dCDN to the uCDN would nitigate concerns related to
the scaling of HAS | oggi ng, because it ensures that only the
necessary subset of fields is actually stored, reported, and
processed.

3.4.2.2. Option 4.2: CDNI Metadata Content Collection ID

In this approach, a "Content Collection IDentifier (COD" fieldis
di stributed through the CODNI Metadata interface, and the same CCI D
val ue is associated through the CONI Metadata interface with every
chunk of the sanme content collection. The CCID value needs to be
such that it allows, in conbination with the content URI, unique
identification of a content collection. Wen the CCIDis
distributed, and CCID |l ogging is requested fromthe dCDN, the dCDN
Surrogates are to store the CCID value in the corresponding |og
entries. The objective of this field is to facilitate optiona
summari zati on of per-chunk records at step [f] into sonmething al ong
the lines of per-HAS-session |ogs, at least for the |og-consuning
applications that do not require per-chunk detailed information (for
exanpl e, billing).

We note that if the dCDN happens to have sufficient HAS awareness to
be able to generate a "Session IDentifier (Session-I1D)", optionally
i ncluding such a Session-I1D (in addition to the CCID) in the
per-chunk log record would further facilitate optional sunmmarization
at step [f]. The Session-1D value to be included in a |log record by
the delivering CDN is such that

o different per-chunk | og records with the sane Session-1D val ue
nmust correspond to the same user session (i.e., delivery of the
sane content to the sane End User at a given point in tine).

o log records for different chunks of the same user session (i.e.
delivery of the sanme content to the sane End User at a given point
in tinme) should be provided with the sane Session-1D value. Wile
undesirable, there nmay be situations where the delivering CDN uses
nore than one Session-I1D value for different per-chunk |og records
of a given session -- for exanple, in scenarios of fail-over or
| oad bal ancing across multiple Surrogates and where the delivering
CDN does not inplenent nmechani sns to synchroni ze Session-1Ds
across Surrogates.
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Ef fect on CDNl interfaces:

o CDNI Metadata interface: One additional netadata field (CCID) in
the CDNI Metadata interface. W note that a simlar content
collection IDis discussed for the handling of other aspects of
HAS and observe that further thought is needed to deterni ne
whet her such a CCI D should be shared for nultiple purposes or
shoul d be i ndependent.

0o CDN Logging interface: Two additional fields (CC D and
Session-1D) in CDNI |ogging records.

Advant ages/ Dr awbacks:

+ No information loss (i.e., all details of each individual chunk

delivery are preserved). Wile this full level of detail may not
be needed for some | og-consum ng applications (e.g., billing),
this full level of detail is likely valuable (and possibly

required) for sonme | og-consum ng applications (e.g., debuggi ng)

+ Easier integration (at least in the short ternm into existing
| oggi ng tools, since those tools are all capable of handling
per - chunk records

+ Very minor extension to CDNl interfaces needed

+ Facilitated sumuarization of records related to a HAS session in
step [f] and therefore ability to operate on a | ower vol unme of
| ogging information in step [g] by |og-consuning applications that
do not need per-chunk record details (e.g., billing) or that need
per-session information (e.g., analytics)

- High volume of logging information to be handled (storing and

processing) at every step of the |ogging process, fromsteps [a]
to [f]
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3.4.2.3. Option 4.3: CDNI Logging Interface Conpression
In this approach, a | ossless conpression technique is applied to the
sets of logging records (e.g., logging files) for transfer on the
CDNI Logging interface. The objective of this approach is to reduce
the volune of information to be stored and transferred in step [€].
Effect on CDNI interfaces:

0 One conpression nechanismto be included in the CDNI Loggi ng
interface

Advant ages/ Dr awbacks:

+ No information loss (i.e., all details of each individual chunk

delivery are preserved). Wile this full level of detail may not
be needed for some | og-consum ng applications (e.g., billing),
this full level of detail is likely valuable (and possibly

required) for sonme | og-consum ng applications (e.g., debuggi ng)
+ Easier integration (at least in the short ternm into existing
| oggi ng tools, since those tools are all capable of handling
per - chunk records
+ Small extension to CDNI interfaces needed

+ Reduced volunme of logging information in step [e]

+ Conpression likely to also be applicable to |ogs for non-HAS
cont ent

- High volume of logging information to be handled (storing and

processing) at every step of the |ogging process, fromsteps [a]
to [g], except step [e].
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3.4.2.4. Option 4.4: Full HAS Awar eness/ Per - Sessi on Logs

In this approach, HAS awareness is assumed across the CDNs

i nterconnected via CDNI, and the necessary information to describe
the HAS rel ationship across all chunks of the same content collection
is distributed through the CDNI Metadata interface. |In this
approach, the dCDN | everages the HAS information distributed through
the CDNI Metadata and their HAS awareness, to do one of the
fol | owi ng:

o directly generate summari zed | oggi ng i nformati on at | oggi ng
i nformati on generation tine (which has the benefit of operating on
a |l ower volune of logging information as early as possible in the
successi ve steps of the |ogging process), or

o (if per-chunk logs are generated) accurately correlate and
sunmmari ze per-chunk I ogs into per-session |ogs for exchange over
the CDNI Logging interface

Ef fect on CDNI interfaces:

o CDNI Metadata interface: Significant extension to convey HAS
rel ati onshi p across chunks of a content collection. Note that
this extension requires specific support for every HAS protocol to
be supported over the CDNI nesh

o CDN Logging interface: Extension to specify sunmarized per-
session | ogs

Advant ages/ Dr awbacks:

+ Lower volune of logging information to be handled (storing and
processing) at every step of the |ogging process, fromsteps [a]

to [d]

+ Accurate generation of summarized | ogs because of HAS awareness in
the dCDN (for exanple, where the Surrogate is al so serving the
Mani fest File(s) for a content collection, the Surrogate may be
able to extract definitive information about the relationship
bet ween all chunks)

- Very significant extensions to CDNl interfaces needed, including
specific support for avail able HAS protocols

- Very significant additional requirenent for HAS awareness on the

dCDN and for this HAS awareness to be consistent with the defined
CDNI | oggi ng sunmari zati on
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- Sone information loss (i.e., all details of each individual chunk
delivery are not preserved). The actual information |oss depends
on the summari zati on approach selected (typically, the [ower the
i nformation | oss, the |lower the summarization gain), so the right

"sweet spot” would have to be selected. Wiile a full level of
detail may not be needed for sone | og-consuning applications
(e.g., billing), such a full level of detail is likely valuable
(and possibly required) for some | og-consuning applications (e.g.
debuggi ng)

- Less easy integration (at least in the short tern) into existing
| oggi ng tools, since those tools are all capable of handling
per - chunk records but may not be capabl e of handling CDN
sunmari zed records

- Chall enges in defining behavior (and achi eving summari zati on gain)
in the presence of |oad bal ancing of a given HAS session across
nmultiple Surrogates (in the sane dCDN or a different dCDN)

3.4.3. Recommendati ons

Because of its benefits (in particular sinplicity, universal support
by CDNs, and support by all |og-consum ng applications), the authors
recomend t hat per-chunk | ogging as described in Section 3.4.2.1
(Option 4.1) be supported by the CONI Logging interface as a "High
Priority" (as defined in [ CDN - REQUI REMENTS]) and be a mandatory
capability of CDNs inplenmenting CDNI

Because of its very low conplexity and its benefits in facilitating
sone useful scenarios (e.g., per-session analytics), we recommend
that the CCI D nechani sns and Session-ID nmechani sm as described in
Section 3.4.2.2 (Option 4.2) be supported by the CONI Mt adat a
interface and the CDNI Logging interface as a "Medium Priority" (as
defined in [ CDNIl - REQUI REMENTS] ) and be an optional capability of CDNs
i npl enenting CDNI .

The aut hors al so reconmend t hat

(i) the ability of the uCDN to request inclusion of the CCID and
Session-ID fields (in log entries provided by the dCDN) be
supported by the relevant CDNI interfaces

(ii) the ability of the dCDN to include the CCID and Session-1D
fields in CDNI log entries (when the dCDN i s capabl e of doing
so) be indicated in the CONl Logging interface (in line with
the "custom zable" |og format expected to be defined
i ndependent |y of HAS)
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(iii) items (i) and (ii) be supported as a "Medium Priority" (as
defined in [ CDNIl - REQUI REMENTS] ) and be an optional capability
of CDNs inplenmenting CDN

When perform ng dCDN sel ection, a uCDN may want to take into account
whet her a given dCDN is capable of reporting the CClD and Session-1D
Thus, the authors recommend that the ability of a dCDN to adverti se
its support of the optional CCID and Session-1D capability be
supported by the CDNI Footprint & Capabilities Advertisenent
interface as a "Medium Priority" (as defined in [ CDN - REQUI REMENTS] )

The aut hors al so recommend that a generic nechani sm (i ndependent of
HAS) be supported that allows the custonization of the fields to be
reported in logs by CDNs over the CDNI Logging interface -- because
of the reduction of the logging information vol ume exchanged across
CDNs that it allows by renoving information that is not of interest
to the other CDN

Because the follow ng can be achieved with very little conplexity and
can provi de sone cl ear storage/conmunication conpression benefits,
the authors recommend that, in line with the concept of Option 4.3,
some exi sting very common conpression techniques (e.g., gzip) be
supported by the CDNI Logging interface as a "Medium Priority" (as
defined in [ CDNIl - REQUI REMENTS] ) and be an optional capability of CDNs
i mpl enenting CDNI.

Because of its conplexity, the time it would take to understand the
trade-offs of candi date summari zati on approaches, and the tinme it
woul d take to specify the correspondi ng support in the CDNI Loggi ng
interface, the authors recommend that the | og sumari zati on di scussed
in Section 3.4.2.4 (Option 4.4) not be supported by the CDNI Loggi ng
interface at this stage but that it be kept as a candi date topic of
great interest for a rechartering of the CONIl W5 once the first set
of deliverables is produced. At that tine, we suggest investigating
the notion of conplenenting a "push style” CDNl Logging interface
that woul d support summari zation via an on-denmand "pull type"
interface that would in turn allow a uCDN to request the subset of
the detailed logging information that it nmay need but that is lost in
the sunmari zed pushed infornation

The authors note that while a CDN only needs to adhere to the CDN
Logging interface on its external interfaces and can performl oggi ng
inadfferent format within the CDN, any possi ble CDNl | ogging
approach effectively places sone constraints on the dCDN | oggi ng
format. For exanple, to support the "do nothing" approach, a CDN
needs to performand retain per-chunk |ogs. As another exanple, to
support the "full HAS awareness/per-session | ogs" approach, the dCDN
cannot use a logging format that summarizes data in a way that is
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i nconpatible with the sunmari zation specified for CONl |ogging (e.g.
sunmari zes data into a smaller set of information than what is
specified for CDNI |ogging). However, the authors feel that such
constraints are (i) inevitable, (ii) outweighed by the benefits of a
standardi zed |l ogging interface, and (iii) acceptable because, in the
case of inconpatible sunmarization, nost or all CDNs are capabl e of
reverting to per-chunk | ogging as per the "do nothing" approach that
we recomrend as the base nandatory approach

3.5. URL Signing

URL signing is an authorization nmethod for content delivery. This is
based on enbedding the HTTP URL with informati on that can be
validated to ensure that the request has legitimte access to the
content. There are two parts: 1) paraneters that convey

aut hori zation restrictions (e.g., source |IP address and tine period)
and/ or a protected URL portion, and 2) a nmessage digest that confirns
the integrity of the URL and authenticates the entity that creates
the URL. The authorization paraneters can be anything agreed upon
between the entity that creates the URL and the entity that validates
the URL. A key is used to generate the nessage digest (i.e., sign
the URL) and validate the message digest. The two functions may or
may not use the same key.

There are two types of keys used for URL signing: asymmetric keys and
symretric keys. Asymmetric keys always have a key pair nade up of a
public key and private key. The private key and public key are used
for signing and validating the URL, respectively. A symetric key is
the sane key that is used for both functions. Regardless of the type
of key, the entity that validates the URL has to obtain the key.
Distribution of the symmetric key requires security to prevent others
fromtaking it. A public key can be distributed freely, while a
private key is kept by the URL signer. The nethod for key
distribution is out of scope for this docunent.

URL signing operates in the following way. A signed URL is provided
by the content owner (i.e., URL signer) to the user during website
navi gation. Wen the user selects the URL, the HITP request is sent
to the CDN, which validates that URL before delivering the content.

3.5.1. HAS Inplications

The authorization lifetine for URL signing is affected by HAS. The
expiration tinme in the authorization paraneters of URL signing linmts
the period that the content referenced by the URL can be accessed.
This works for URLs that directly access the nedia content, but for
HAS content the Manifest File contains another |ayer of URLs that
reference the chunks. The chunk URL that is enbedded in the content
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may be requested sone undeterm ned anpunt of tinme later. The tine
peri od between access to the Manifest File and chunk retrieval nay
vary significantly. The type of content (i.e., live or VoD) inpacts
this time variance as well. This property of HAS content needs to be
addressed for URL signing.

3.5.2. CDN Considerations

For CDNI, the two types of request routing are DNS-based and HTTP-
based. The use of symretric vs. asynmetric keys for URL signing has
inplications for the trust nodel between the CSP and CDNs and for the
key distribution nethod that can be used.

DNS- based request routing does not change the URL. In the case of a
symretric key, the CSP and the Authoritative CDN have a business
relationship that allows themto share a key (or nultiple keys) for
URL signing. Wen the user requests content fromthe Authoritative
CDN, the URL is signed by the CSP. The Authoritative CDN (as a uCDN)
redirects the request to a dCDN via DNS. There may be nore than one
| evel of redirection to reach the delivering CON. The user would
obtain the I P address from DNS and send the HTTP request to the
delivering CDN, which needs to validate the URL. This requires that
the key be distributed fromthe Authoritative CDN to the delivering
CDN. This may be problematic when the key is exposed to a delivering
CDN t hat does not have a relationship with the CSP. The conbination
of DNS-based request routing and symretric key function is a generic
i ssue for URL signing and not specific to HAS content. In the case
of asymetric keys, the CSP signs the URL with its private key. The
delivering CDN validates the URL with the associated public key.

HTTP- based request routing changes the URL during the redirection
procedure. In the case of a symetric key, the CSP signs the
original URL with the same key used by the Authoritative CDN to
validate the URL. The Authoritative CDN (as a uCDN) redirects the
request to the dCDN. The new URL is signed by the uCDN with the sane
key used by the dCDN to validate that URL. The key used by the uCDN
to validate the original URL is expected to be different than the key
used to sign the new URL. |In the case of asymmetric keys, the CSP
signs the original URL with its private key. The Authoritative CDN
validates that URL with the CSP's public key. The Authoritative CDN
redirects the request to the dCDN. The new URL is signed by the uCDN
with its private key. The dCDN validates that URL with the uCDN s
public key. There nmay be nore than one level of redirection to reach
the delivering CON. The URL signing operation described previously
applies at each |l evel between the uCDN and dCDN for both symmetric
keys and asymmetric keys.
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URL signing requires support in nost of the CODNI interfaces. The
CDNI Metadata interface should specify the content that is subject to
URL signing and provide information to performthe function. The
dCDN shoul d informthe uCDN that it supports URL signing in the
asynchronous capabilities information advertisenment as part of the
Request Routing interface. This allow the CDN selection function in
request routing to choose the dCDN with URL signing capability when
the CDNI Metadata of the content requires this authorization nethod.
The |l ogging interface provides information on the authorization

met hod (e.g., URL signing) and rel ated authorization paraneters used
for content delivery. Having the information in the URL is not
sufficient to know that the Surrogate enforced the authorization

URL signing has no inpact on the control interface.

3.5.3. Option 5.1: Do Nothing

Thi s approach neans that the CSP can only perform URL signing for the
top-level Manifest File. The top-level Manifest File contains chunk
URLs or lower-level Manifest File URLs, which are not nodified (i.e.
no URL signing for the enbedded URLS). In essence, the |ower-I|eve
Mani fest Files and chunks are delivered wi thout content access

aut hori zati on.

Ef fect on CDNI interfaces:

o None

Advant ages/ Dr awbacks:

+ Top-level Manifest File access is protected

+ The uCDN and dCDN do not need to be aware of HAS content

- Lower-level Manifest Files and chunks are not protected, making
this approach unqualified for content access authorization

3.5.4. Option 5.2: Flexible URL Signing by CSP

In addition to URL signing for the top-level Manifest File, the CSP
perfornms flexible URL signing for the |ower-Ilevel Manifest Files and
chunks. For each HAS session, the top-level Mnifest File contains
signed chunk URLs or signed |ower-level Manifest File URLs for the
specific session. The lower-level Mnifest File contains session-
based signed chunk URLs. The CSP generates the Manifest Files
dynamically for the session. The chunk (segnent/fragnent) is
delivered with content access authorization using flexible URL

si gning, which protects the invariant portion of the URL. A
"segnent"” URL (e.g., HLS) is individually signed for the invariant
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URL portion (relative URL) or the entire URL (absolute URL wi thout
redirection) in the Manifest File. A "fragnent" URL (e.g., HITP
Snooth Streaning) is signed for the invariant portion of the tenplate
URL in the Manifest File. More details are provided later in this
section. The URL signing expiration time for the chunk needs to be

| ong enough to play the video. There are inplications related to
signing the URLs in the Manifest File. For live content, the

Mani fest Files are requested at a high frequency. For VoD content,
the Manifest File may be quite large. URL signing can add nore
conput ational |oad and delivery latency in high-vol unme cases.

For HAS content, the Manifest File contains the relative URL,
absolute URL without redirection, or absolute URL with redirection
for specifying the chunk |ocation. Signing the chunk URL requires
that the CSP know the portion of the URL that renains when the
content is requested fromthe delivering CDN Surrogate.

For absolute URLs w thout redirection, the CSP knows that the chunk
URL is explicitly linked with the delivering CDN Surrogate and can
sign the URL based on that information. Since the entire URL is set
and does not change, the Surrogate can validate the URL. The CSP and
the delivering CDN are expected to have a business relationship in
this case, and so either symmetric keys or asymmetric keys can be
used for URL signing.

For relative URLs, the URL of the Manifest File provides the root

| ocation. The nethod of request routing affects the URL used to
ultimately request the chunk fromthe delivering CDN Surrogate. For
DNS, the original URL does not change. This allows the CSP to sign
the chunk URL based on the Manifest File URL and the relative URL.
For HTTP, the URL changes during redirection. 1In this case, the CSP
does not know the redirected URL that will be used to request the
Mani fest File. This uncertainty makes it inpossible to accurately
sign the chunk URLs in the Manifest File. Basically, URL signing
using this reference method "as is" for protection of the entire URL
is not supported. However, instead of signing the entire URL, the
CSP signs the relative URL (i.e., the invariant portion of the URL)
and conveys the protected portion in the authorization paraneters
enbedded in the chunk URL. This approach works in the sanme way as
absolute URLs without redirection, except that the HOST part and
(part of) the PATH part of the URL are not signed and validated. The
security level should remain the sane, as content access

aut hori zati on ensures that the user that requested the content has
the proper credentials. This schene does not seemto conprom se the
aut hori zati on nodel, since the resource is still protected by the
aut hori zati on paraneters and nmessage digest. Further evaluation of
security m ght be hel pful
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For absolute URLs with redirection, the nethod of request routing
affects the URL used to ultinmately request the chunk fromthe
delivering CDN Surrogate. This case has the sanme conditions as those
i ndi cated above for the relative URL. The difference is that the URL
is for the chunk instead of the Manifest File. For DNS, the chunk
URL does not change and can be signed by the CSP. For HITP, the URL
used to deliver the chunk is unknown to the CSP. |In this case, the
CSP cannot sign the URL, and this nmethod of reference for the chunk
is not supported.

Effect on CDNI interfaces:

0 Requires the ability to exclude the variant portion of the URL in
the signing process. (NOTE: Is this issue specific to URL signing
support for HAS content and not CDNI ?)

Advant ages/ Dr awbacks:

+ The Manifest File and chunks are protected

+ The uCDN and dCDN do not need to be aware of HAS content

+ DNS-based request routing with asymetric keys and HITP- based
request routing for relative URLs and absolute URLs wi t hout
redirection work

- The CSP has to generate Manifest Files with session-based signed
URLs and becones involved in content access authorization for
every HAS session

- Mnifest Files are not cacheabl e

- DNS-based request routing with symretric keys may be problematic
due to the need for transitive trust between the CSP and
del i vering CDN

- HTTP-based request routing for absolute URLs with redirection does

not work, because the URL used by the delivering CDN Surrogate is
unknown to the CSP
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3.5.5. Option 5.3: Flexible URL Signing by uCDN

This is sinmlar to the previous section, with the exception that the
UCDN performnms flexible URL signing for the |lower-level Manifest Files
and chunks. URL signing for the top-level Manifest File is stil

provi ded by the CSP

Effect on CDNI interfaces:

0 Requires the ability to exclude the variant portion of the URL in
the signing process. (NOTE: Is this issue specific to URL signing
support for HAS content and not CDNI ?)

Advant ages/ Dr awbacks:

+ The Manifest File and chunks are protected

+ The CSP does not need to be involved in content access
aut hori zation for every HAS session

+ The dCDN does not need to be aware of HAS content

+ DNS-based request routing with asymetric keys and HITP- based
request routing for relative URLs and absolute URLs wi t hout
redirection work

- The uCDN has to generate Manifest Files with session-based signed
URLs and becones involved in content access authorization for
every HAS session

- Mnifest Files are not cacheabl e

- The Manifest File needs to be distributed through the uCDN

- DNS-based request routing with symretric keys may be problematic
due to the need for transitive trust between the uCDN and
non- adj acent delivering CDN

- HITP-based request routing for absolute URLs with redirection does
not work, because the URL used by the delivering CDN Surrogate is
unknown to the uCDN

3.5.6. Option 5.4: Authorization Goup ID and HTTP Cooki e
Based on the Authorization Goup |ID netadata, the CDN validates the
URL signing or validates the HITP cookie for request of content in

the group. The CSP performs URL signing for the top-Ilevel Manifest
File. The top-level Manifest File contains |lower-level Manifest File
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URLs or chunk URLs. The lower-1level Manifest Files and chunks are
delivered with content access authorization using an HTTP cooki e t hat
contai ns session state associated with authorization of the top-Ieve
Manifest File. The Goup ID netadata is used to associate the
related content (i.e., Manifest Files and chunks). 1t also specifies
content (e.g., regexp nethod) that needs to be validated by either
URL signing or an HTTP cookie. Note that the creator of the netadata
is HAS aware. The duration of the chunk access nmay be included in
the URL signing of the top-level Manifest File and set in the cookie.
Alternatively, the access control duration could be provided by the
CDNI Met adata interface.

Effect on CDNI interfaces:
o CDN Metadata interface: Authorization Goup |ID netadata
identifies the content that is subject to validation of URL

signing or validation of an HTTP cooki e associated with the URL
si gni ng

0 CDN Logging interface: Report the authorization nmethod used to
val i date the request for content delivery

Advant ages/ Dr awbacks:

+ The Manifest File and chunks are protected

+ The CDN does not need to be aware of HAS content

+ The CSP does not need to change the Manifest Files

- Authorization Goup ID netadata is required (i.e., CDNl Mtadata
i nterface enhancenent)

- Requires the use of an HITP cooki e, which may not be acceptable in
some environnents (e.g., where sone targeted User Agents do not
support HTTP cooki es)

- The Manifest File has to be delivered by the Surrogate
3.5.7. Option 5.5: HAS Awareness with HTTP Cookie in CDN

The CDN is aware of HAS content and uses URL signing and HTTP cookies
for content access authorization. URL signing is fundanentally about
aut hori zing access to a content itemor its specific content
collections (representations) for a specific user during a tine

peri od, possibly also using some other criteria. A chunk is an

i nstance of the sets of chunks referenced by the Manifest File for
the content itemor its specific content collections. This
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rel ati onshi p nmeans that once the dCDN has aut horized the Manifest
File, it can assunme that the associated chunks are inplicitly

aut horized. The new function for the CONis to |link the Manifest
File with the chunks for the HITP session. This can be acconplished
by using an HTTP cookie for the HAS session

After validating the URL and detecting that the requested content is
a top-level Manifest File, the delivering CDN Surrogate sets an HTTP
cookie with a signed session token for the HITP session. Wen a
request for a lower-level Manifest File or chunk arrives, the
Surrogate confirns that the HTTP cooki e val ue contains the correct
session token. If so, the lower-level Mnifest File or chunk is
delivered in accordance with the transitive authorization nmechani sm
The duration of the chunk access may be included in the URL signing
of the top-level Manifest File and set in the cookie. The details of
the operation are left to be determined |ater.

Effect on CDNI interfaces:

o CDNI Metadata interface: New netadata identifies the content that
is subject to validation of URL signing and information in the
cookie for the type of HAS content

0 Request Routing interface: The dCDN should informthe uCDN that it
supports URL signing for known HAS content types in the
asynchronous capabilities information advertisenment. This allows
the CDN selection function in request routing to choose the
appropriate dCDN when the CDNI Metadata identifies the content

0 CDN Logging interface: Report the authorization nethod used to
val idate the request for content delivery

Advant ages/ Dr awbacks:

+ The Manifest File and chunks are protected

+ The CSP does not need to change the Manifest Files

- Requires full HAS awareness on the part of the uCDN and dCDN

- Requires extensions to CDNIl interfaces

- Requires the use of an HTTP cooki e, which may not be acceptable in
some environnents (e.g., where sone targeted User Agents do not

support HTTP cooki es)

- The Manifest File has to be delivered by the Surrogate
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3.5.8. Option 5.6: HAS Awareness with Manifest File in CDN

The CDN is aware of HAS content and uses URL signing for content
access authorization of Manifest Files and chunks. The CDN generates
or rewites the Manifest Files and | earns about the chunks based on
the Manifest File. The enbedded URLs in the Manifest File are signed
by the CDN. The duration of the chunk access nmay be included in the
URL signing. The details of the operation are left to be determ ned
later. Since this approach is based on signing the URLs in the
Manifest File, the inplications for live and VoD content nmentioned in
Section 3.5.4 apply.

Effect on CDNI interfaces:

o CDNI Metadata interface: New netadata identifies the content that
is subject to validation of URL signing and information in the
cookie for the type of HAS content

0 Request Routing interface: The dCDN should informthe uCDN that it
supports URL signing for known HAS content types in the
asynchronous capabilities information advertisenment. This allows
the CDN selection function in request routing to choose the
appropriate dCDN when the CDNI Metadata identifies the content

0 CDN Logging interface: Report the authorization nethod used to
val idate the request for content delivery

Advant ages/ Dr awbacks:

+ The Manifest File and chunks are protected

+ The CSP does not need to change the Manifest Files

- Requires full HAS awareness on the part of the uCDN and dCDN
- Requires extensions to CDNI interfaces

- Requires the CDN to generate or rewite the Manifest File

- The Manifest File has to be delivered by the Surrogate
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3.5.9. Recommendati ons

The aut hors consider Option 5.1 (do nothing) unsuitable for access
control of HAS content.

Where the HTTP cookie nmechanismis supported by the targeted User
Agents and the security requirenments can be addressed through the
proper use of HTTP cookies, the authors reconmend using Option 5.4
(Aut hori zation Goup I D and HTTP cookie) and therefore that

Option 5.4 be supported by the CDNI solution. This nmethod does not
require Manifest File manipul ation, as Manifest File manipul ati on may
be a significant obstacle to deploynent. Oherw se, the authors
recomend that Option 5.2 (flexible URL signing by the CSP) or
Option 5.3 (flexible URL signing by the uCDN) be used and therefore
that flexible URL signing be supported by the CDNI sol ution

Options 5.2 and 5.3 protect all the content, do not require that the
dCDN be aware of HAS, do not inpact CDN interfaces, support all
different types of devices, and support the commobn cases of request
routing for HAS content (i.e., DNS-based request routing wth
asymetric keys and HITP-based request routing for relative URLS).

Options 5.5 and 5.6 (HAS awareness in CDNs using HTTP cooki es or

Mani fest Files) have sone advantages that should be considered for
future support (e.g., a CDNthat is aware of HAS content can nanage
the content nore efficiently in a broader context). Content

di stribution, storage, delivery, deletion, access authorization, etc.
can all benefit. Including HAS awareness as part of the current CDN
charter, however, would al nost certainly delay the CONI WG s

m | estones, and the authors therefore do not recommend it right now.

3.6. Content Purge

At some point in tine, a uCDN nmight want to renmove content froma
dCDN. Wth regular content, this process can be relatively
straightforward; a uCDN will typically send the request for content
renoval to the dCDN, including a reference to the content that it
wants to renove (e.g., in the formof a URL). However, due to the
fact that HAS content consists of large groups of files, things mnight
be nore conplex. Section 3.1 described a nunber of different
scenarios for doing file nanagenment on these groups of files, while
Section 3.2 listed the options for perform ng content acquisition on
these content collections. This section presents the options for
requesting a content purge for the renoval of a content collection
froma dCDN.
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3.

3.

6.

6.

1. Option 6.1: No HAS Awar eness

The nost straightforward way to signal content purge requests is to
just send a single purge request for every file that makes up the
content collection. Wile this method is very sinple and does not
require HAS awareness, it obviously creates signaling overhead

bet ween the uCDN and dCDN, since a reference is to be provided for
each content chunk to be purged.

Ef fect on CDNI interfaces:
o None

Advant ages/ Dr awbacks (apart fromthose already |isted under
Option 3.3):

+ Does not require changes to the CDNI interfaces or HAS awareness

- Requires individual purge request for every file nmaking up a
content collection (or, alternatively, requires the ability to
convey references to all the chunks making up a content collection
i nside a purge request), which creates signaling overhead

2. Option 6.2: Purge ldentifiers

There exists a potentially nore efficient method for performng
content renoval of large nunbers of files sinultaneously. By
including a "Purge IDentifier (Purge-1D)" in the netadata of a
particular file, it is possible to virtually group together different
files naking up a content collection. A Purge-ID can take the form
of an arbitrary nunber or string that is communi cated as part of the
CDNl Metadata interface, and that is the sane for all files making up
a particular content itembut different across different content
items. If a uCDN wants to request that the dCDN renbve a content
collection, it can send a purge request containing this Purge-1D

The dCDN can then renove all files that share the correspondi ng

Pur ge-1D

The advantage of this nmethod is that it is relatively sinple to use
by both the dCDN and uCDN and requires only Iimted additions to the
CDNI Metadata interface and CDNI Control interface.

The Purge-IDis simlar to the CCID discussed in Section 3.4.2.2 for
handl i ng HAS | oggi ng, and we note that further thought is needed to
det ermi ne whether the CCID and Purge-ID should be collapsed into a
single element or remain separate el ements.
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Ef fect on CDNl interfaces:

o CDNI Metadata interface: Add netadata field for indicating
Purge-1D

o0 CDN Control interface: Add functionality to convey a Purge-ID in
purge requests

Advant ages/ Dr awbacks:

+ Alows for efficient purging of content froma dCDN

+ Does not require HAS awareness on the part of a dCDN
3.6.3. Recommendati ons

Based on the listed pros and cons, the authors recommend that the WG
have nmandatory support for Option 1.1 (do nothing). |In addition
because of its very low conmplexity and its benefit in facilitating

| ow over head purge of |arge nunbers of content itens simnultaneously,
the aut hors recomrend that Purge-1Ds (Option 6.2; see Section 3.6.2)
be supported as an optional feature by the CDNI Metadata interface
and the CDNI Control interface.

3.7. Oher |ssues

This section includes sone HAS-specific issues that came up during
t he di scussion of this docunent and that do not fall under any of the
cat egories discussed in the previous sections.

- As described in Section 2.2, a Manifest File m ght be delivered by
either a CDN or the CSP and thereby be invisible to the CDN
delivering the chunks. bviously, the decision of whether the CDN
or CSP delivers the Manifest File is made between the uCDN and
CSP, and the dCDN has no choice in the matter. However, sone
dCDNs might only want to offer their services in the cases where
they have access to the Manifest File (e.g., because their
internal architecture is based on the know edge inside the
Mani fest File). For these cases, it nmight be useful to include a
field in the CONI Capability Advertisement to allow dCDNs to
advertise the fact that they require access to the Manifest File.

4. Security Considerations
Thi s docunent does not discuss security issues related to HTTP or HAS

delivery, as these topics are expected to be discussed in the CONI WG
docunent s, including [CDN - FRAVEWORK] .
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