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Privacy Considerations for Internet Protocols
Abstract

This docunent offers guidance for devel opi ng privacy consi derations
for inclusion in protocol specifications. It ains to nake designers,
i mpl enenters, and users of Internet protocols aware of privacy-

rel ated design choices. It suggests that whether any individual RFC
warrants a specific privacy considerations section will depend on the
docunent’ s content.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Architecture Board (I|AB)
and represents information that the | AB has deened val uable to
provide for permanent record. It represents the consensus of the
Internet Architecture Board (1 AB). Docunents approved for
publication by the I AB are not a candidate for any |evel of Internet
St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6973
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Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved. This docunent is subject to
BCP 78 and the I ETF Trust’s Legal Provisions Relating to | ETF
Docunent s

(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document.
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1

I ntroduction

[ RFC3552] provides detail ed guidance to protocol designers about both
how to consider security as part of protocol design and how to inform
readers of protocol specifications about security issues. This
docunent intends to provide a simlar set of guidelines for
considering privacy in protocol design.

Privacy is a conplicated concept with a rich history that spans many
disciplines. Wth regard to data, often it is a concept applied to
"personal data", comonly defined as information relating to an
identified or identifiable individual. Many sets of privacy
principles and privacy design franeworks have been devel oped in
different foruns over the years. These include the Fair Information
Practices [FIPs], a baseline set of privacy protections pertaining to
the collection and use of personal data (often based on the
principles established in [CECD], for exanple), and the Privacy by
Desi gn concept, which provides high-1evel privacy guidance for
systens design (see [PbD] for one exanple). The guidance provided in
this docunent is inspired by this prior work, but it ains to be nore
concrete, pointing protocol designers to specific engineering choices
that can inpact the privacy of the individuals that make use of

I nternet protocols.

Di fferent people have radically different conceptions of what privacy
nmeans, both in general and as it relates to them personally [Wstin].
Furt hernmore, privacy as a | egal concept is understood differently in
different jurisdictions. The guidance provided in this docunment is
generic and can be used to informthe design of any protocol to be
used anywhere in the world, without reference to specific |ega

f ramewor ks

Whet her any i ndivi dual docunent warrants a specific privacy

consi derations section will depend on the docunent’s content.
Docunent s whose entire focus is privacy may not nmerit a separate
section (for exanple, "Private Extensions to the Session Initiation
Protocol (SIP) for Asserted Identity within Trusted Networks"

[ RFC3325]). For certain specifications, privacy considerations are a
subset of security considerations and can be discussed explicitly in
the security considerations section. Sone documents will not require
di scussion of privacy considerations (for exanple, "Definition of the
Qpus Audi o Codec" [RFC6716]). The gui dance provi ded here can and
shoul d be used to assess the privacy considerations of protocol
architectural, and operational specifications and to deci de whet her

t hose considerations are to be docunented in a stand-al one section
within the security considerations section, or throughout the
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docunent. The guidance provided here is neant to hel p the thought
process of privacy analysis; it does not provide specific directions
for howto wite a privacy considerations section

This docunent is organized as follows. Section 2 describes the
extent to which the guidance offered here is applicable within the

| ETF and within the larger Internet community. Section 3 explains
the term nol ogy used in this docunent. Section 4 reviews typica
communi cati ons architectures to understand at which points there may
be privacy threats. Section 5 discusses threats to privacy as they
apply to Internet protocols. Section 6 outlines mitigations of those
threats. Section 7 provides the guidelines for analyzing and
docunenting privacy considerations within | ETF specifications.
Section 8 exanines the privacy characteristics of an | ETF protocol to
denonstrate the use of the gui dance framework

2. Scope of Privacy Inplications of Internet Protocols

Internet protocols are often built flexibly, nmaking themuseful in a
variety of architectures, contexts, and depl oynent scenarios w thout
requiring significant interdependency between disparately designed
components. Al though protocol designers often have a particul ar
target architecture or set of architectures in mind at design tine,
it is not uncommon for architectural franmeworks to devel op | ater
after inplenentations exist and have been depl oyed in conbination
with other protocols or conmponents to form conplete systens.

As a consequence, the extent to which protocol designers can foresee
all of the privacy inplications of a particular protocol at design
time is limted. An individual protocol nmay be relatively benign on
its own, and it may nake use of privacy and security features at

| ower layers of the protocol stack (Internet Protocol Security,
Transport Layer Security, and so forth) to mitigate the risk of
attack. But when deployed within a larger systemor used in a way
not envisioned at design tine, its use may create new privacy risks.
Protocols are often inplenented and depl oyed | ong after design tine
by di fferent people than those who did the protocol design. The
guidelines in Section 7 ask protocol designers to consider how their
protocol s are expected to interact with systens and infornmation that
exi st outside the protocol bounds, but not to inmagine every possible
depl oynent scenari o.

Furthernmore, in nany cases the privacy properties of a systemare
dependent upon the conpl ete system desi gn where various protocols are
conbi ned together to forma product solution; the inplenentation

whi ch includes the user interface design; and operational depl oynment
practices, including default privacy settings and security processes
of the conpany doing the deploynent. These details are specific to
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particular instantiations and generally outside the scope of the work
conducted in the | ETF. The guidance provi ded here nay be useful in
maki ng choi ces about these details, but its primary aimis to assist
with the design, inplenentation, and operation of protocols.

Transparency of data collection and use -- often effectuated through
user interface design -- is nornally relied on (whether rightly or
wongly) as a key factor in determ ning the privacy inpact of a
system Al though nost |ETF activities do not involve standardi zing
user interfaces or user-facing conmunications, in sone cases,
under st andi ng expected user interactions can be inportant for
protocol design. Unexpected user behavior may have an adverse inpact
on security and/or privacy.

In sum privacy issues, even those related to protocol devel oprent,
go beyond the technical guidance discussed herein. As an exanple,
consi der HTTP [ RFC2616], which was designed to all ow the exchange of
arbitrary data. A conplete analysis of the privacy considerations
for uses of HITP m ght include what type of data is exchanged, how
this data is stored, and howit is processed. Hence the analysis for
an individual’'s static personal web page would be different than the
use of HTTP for exchanging health records. A protocol designer
wor ki ng on HTTP extensions (such as Wb Distributed Authoring and
Versi oni ng (WebDAV) [RFC4918]) is not expected to describe the
privacy risks derived fromall possible usage scenarios, but rather
the privacy properties specific to the extensions and any particul ar
uses of the extensions that are expected and foreseen at design tine.

3. Term nol ogy

This section defines basic terns used in this docunent, with
references to pre-existing definitions as appropriate. As in

[ RFC4949], each entry is preceded by a dollar sign ($) and a space
for automated searching. Note that this docunent does not try to
attenpt to define the term’privacy’ with a brief definition.
Instead, privacy is the sumof what is contained in this docunent.
We therefore follow the approach taken by [ RFC3552]. Exanpl es of
several different brief definitions are provided in [ RFC4949].
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3.1. Entities
Several of these terns are further elaborated in Section 4.
$ Attacker: An entity that works agai nst one or nore privacy

protection goals. Unlike observers, attackers’ behavior is
unaut hori zed.

&

Eavesdropper: A type of attacker that passively observes an
initiator’s comunications without the initiator’s know edge or
aut hori zation. See [RFC4949].

$ Enabler: A protocol entity that facilitates comunication between
an initiator and a recipient without being directly in the
conmuni cati ons pat h.

@

I ndi vidual : A human bei ng.

»

Initiator: A protocol entity that initiates comunications with a
recipi ent.

$ Intermediary: A protocol entity that sits between the initiator
and the recipient and is necessary for the initiator and recipient
to comuni cate. Unlike an eavesdropper, an internediary is an
entity that is part of the comunication architecture and
therefore at least tacitly authorized. For exanple, a SIP
[ RFC3261] proxy is an internediary in the SIP architecture.

$ Cbserver: An entity that is able to observe and coll ect
i nformati on from comunications, potentially posing privacy
threats, depending on the context. As defined in this docunent,
initiators, recipients, internediaries, and enablers can all be
observers. (Observers are distinguished from eavesdroppers by
being at least tacitly authorized.

$ Recipient: A protocol entity that receives comunications from an
initiator.
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3.2. Data and Analysis

$ Attack: An intentional act by which an entity attenpts to violate
an individual’s privacy. See [RFC4949].

$ Correlation: The conbination of various pieces of information that
relate to an individual or that obtain that characteristic when
conbi ned.

$ Fingerprint: A set of information elenments that identifies a
device or application instance.

$ Fingerprinting: The process of an observer or attacker uniquely
identifying (with a sufficiently high probability) a device or
application instance based on nultiple information elenments
communi cated to the observer or attacker. See [EFF].

$ Itemof Interest (IA): Any data itemthat an observer or attacker
m ght be interested in. This includes attributes, identifiers,
identities, comunications content, and the fact that a
conmuni cation interaction has taken place.

$ Personal Data: Any information relating to an individual who can
be identified, directly or indirectly.

$ (Protocol) Interaction: A unit of conmunication within a
particular protocol. A single interaction may be conprised of a
singl e message between an initiator and recipient or multiple
messages, dependi ng on the protocol

$ Traffic Analysis: The inference of information from observation of
traffic fl ows (presence, absence, anount, direction, timng
packet size, packet conposition, and/or frequency), even if flows
are encrypted. See [RFC4949].

$ Undetectability: The inability of an observer or attacker to
sufficiently distinguish whether an itemof interest exists
or not.

$ Unlinkability: Wthin a particular set of information, the
inability of an observer or attacker to distinguish whether two
itens of interest are related or not (with a high enough degree of
probability to be useful to the observer or attacker).
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3.3. ldentifiability
$ Anonymty: The state of being anonynous.

$ Anonymity Set: A set of individuals that have the sane attributes
maki ng them i ndi stingui shable fromeach other fromthe perspective
of a particular attacker or observer.

$ Anonynous: A state of an individual in which an observer or
attacker cannot identify the individual within a set of other
i ndi vidual s (the anonymty set).

»

Attribute: A property of an individual

&

Identifiability: The extent to which an individual is
i dentifiable.

@

Identifiable: A property in which an individual’s identity is
capabl e of being known to an observer or attacker

&

Identification: The Iinking of information to a particul ar
individual to infer an individual’s identity or to allow the
i nference of an individual’s identity in sonme context.

»

Identified: A state in which an individual's identity is known.

&

Identifier: A data object uniquely referring to a specific
identity of a protocol entity or individual in sone context. See
[ RFC4949]. Identifiers can be based upon natural names --
of ficial nanmes, personal nanes, and/or nicknames -- or can be
artificial (for exanple, x9z32vb). However, identifiers are by
definition unique within their context of use, while natural nanes
are often not uni que.

@

Identity: Any subset of an individual’s attributes, including
nanes, that identifies the individual within a given context.

I ndi viduals usually have nmultiple identities for use in different
cont exts.

L2

Identity Confidentiality: A property of an individual where only
the recipient can sufficiently identify the individual within a
set of other individuals. This can be a desirable property of
aut henti cation protocol s.

&

Identity Provider: An entity (usually an organization) that is
responsi bl e for establishing, maintaining, securing, and vouching
for the identities associated with individuals.
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$ Oficial Nane: A personal nanme for an individual that is
registered in sonme official context (for exanple, the name on an
individual’s birth certificate). Oficial names are often not
uni que.

$ Personal Nane: A natural name for an individual. Personal nanes
are often not unique and often conprise given nanes in conbination
with a fam|ly nane. An individual may have multiple persona
names at any tine and over a lifetine, including official nanes.
From a technol ogi cal perspective, it cannot always be determ ned
whet her a given reference to an individual is, or is based upon,
the individual’'s personal nane(s) (see Pseudonym

$ Pseudonym A nane assunmed by an individual in sone context,
unrelated to the individual's personal names known by others in
that context, with an intent of not revealing the individual’s
identities associated with his or her other nanes. Pseudonyns are
of ten not uni que.

$ Pseudonynity: The state of being pseudonynous.

$ Pseudonynous: A property of an individual in which the individua
is identified by a pseudonym

$ Real Nane: See Personal Nane and O ficial Nane.

$ Relying Party: An entity that relies on assertions of individuals’
identities fromidentity providers in order to provide services to
individuals. |In effect, the relying party del egates aspects of
identity managenent to the identity provider(s). Such del egation
requires protocol exchanges, trust, and a common understandi ng of
semantics of information exchanged between the relying party and
the identity provider

4. Conmuni cations Mbde

To understand attacks in the privacy-harmsense, it is helpful to
consi der the overall conmunication architecture and different actors
roles within it. Consider a protocol entity, the "initiator", that
initiates communi cation with sonme recipient. Privacy analysis is
nmost rel evant for protocols with use cases in which the initiator
acts on behalf of an individual (or different individuals at
different tines). It is this individual whose privacy is potentially
threatened (although in some instances an initiator conmunicates

i nformation about another individual, in which case both of their
privacy interests will be inplicated).
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Communi cati ons may be direct between the initiator and the recipient,
or they may involve an application-layer internediary (such as a
proxy, cache, or relay) that is necessary for the two parties to
communi cate. In sone cases, this internmediary stays in the

conmmuni cation path for the entire duration of the comunication
sonetines it is only used for comunication establishnment, for either
i nbound or out bound comuni cation. In sone cases, there nay be a
series of internediaries that are traversed. At |ower |ayers,
additional entities involved in packet forwarding may interfere with
privacy protection goals as well

Some conmuni cations tasks require nmultiple protocol interactions with
different entities. For exanple, a request to an HITP server nay be
preceded by an interaction between the initiator and an

Aut henti cati on, Authorization, and Accounting (AAA) server for
network access and to a Domain Nane System (DNS) server for nane
resolution. 1In this case, the HITP server is the recipient and the
other entities are enablers of the initiator-to-recipient

comrmuni cation. Similarly, a single conmunication with the recipient
m ght generate further protocol interactions between either the
initiator or the recipient and other entities, and the roles of the
entities mght change with each interaction. For exanple, an HITP
request mght trigger interactions with an authentication server or
with other resource servers wherein the recipient becones an
initiator in those later interactions.

Thus, when conducting privacy anal ysis of an architecture that

i nvol ves mul tiple conmuni cati ons phases, the entities involved may
take on different -- or opposing -- roles froma privacy

consi derati ons perspective in each phase. Understanding the privacy
i mplications of the architecture as a whole nay require a separate
anal ysis of each phase.

Protocol design is often predicated on the notion that recipients,

i nternmedi ari es, and enablers are assuned to be authorized to receive
and handle data frominitiators. As [RFC3552] explains, "we assune
that the end systens engaging in a protocol exchange have not

t hensel ves been conproni sed". However, privacy analysis requires
guestioning this assunption, since systens are often conpronised for
t he purpose of obtaining personal data.

Al t hough recipients, internediaries, and enablers may not generally
be considered as attackers, they may all pose privacy threats
(dependi ng on the context) because they are able to observe, collect,
process, and transfer privacy-relevant data. These entities are
collectively described bel ow as "observers" to distinguish themfrom
traditional attackers. Froma privacy perspective, one inportant
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type of attacker is an eavesdropper: an entity that passively
observes the initiator’s comruni cations without the initiator’'s
know edge or authorization

The threat descriptions in the next section explain how observers and
attackers might act to harmindividuals privacy. Different kinds of
attacks nmay be feasible at different points in the comunications
path. For exanple, an observer could nmount surveillance or
identification attacks between the initiator and internediary, or

i nstead could surveil an enabler (e.g., by observing DNS queries from
the initiator).

5. Privacy Threats

Privacy harms cone in a nunber of forms, including harnms to financial
standi ng, reputation, solitude, autonony, and safety. A victim of
identity theft or blackmail, for exanple, may suffer a financial |oss
as a result. Reputational harm can occur when disclosure of

i nformati on about an individual, whether true or false, subjects that
i ndividual to stigna, enbarrassnent, or |oss of personal dignity.
Intrusion or interruption of an individual's Iife or activities can
harmthe individual’s ability to be left alone. Wen individuals or
their activities are nonitored, exposed, or at risk of exposure,
those individuals may be stifled from expressing thensel ves,
associating with others, and generally conducting their lives freely.
They may al so feel a general sense of unease, in that it is "creepy"
to be nonitored or to have data coll ected about them |In cases where
such nmonitoring is for the purpose of stal king or violence (for
exanpl e, nonitoring conmuni cations to or froma donestic abuse
shelter), it can put individuals in physical danger

This section lists comon privacy threats (drawing liberally from

[ Sol ove], as well as [CoE]), showi ng how each of them nay cause

i ndividual s to incur privacy harnms and providi ng exanpl es of how
these threats can exist on the Internet. This threat nodeling is
inspired by security threat analysis. Although it is not a perfect
fit for assessing privacy risks in Internet protocols and systens, no
better nethodol ogy has been devel oped to date.

Some privacy threats are already considered in Internet protocols as
a matter of routine security analysis. Qhers are nore pure privacy
threats that existing security considerations do not usually address
The threats described here are divided into those that may al so be
considered security threats and those that are primarily privacy

t hreat s.
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Not e that an individual’'s awareness of and consent to the practices
descri bed bel ow may change an individual’s perception of and concern
for the extent to which they threaten privacy. |[If an individua

aut hori zes surveillance of his own activities, for exanple, the

i ndi vidual nmay be able to take actions to mitigate the harns
associated with it or may consider the risk of harmto be tolerable.

5.1. Conbi ned Security-Privacy Threats
5.1.1. Surveillance

Surveillance is the observation or nonitoring of an individual’s
communi cations or activities. The effects of surveillance on the

i ndi vi dual can range from anxi ety and disconfort to behaviora

changes such as inhibition and self-censorship, and even to the
perpetration of violence against the individual. The individual need
not be aware of the surveillance for it to inpact his or her privacy
-- the possibility of surveillance may be enough to harm i ndi vi dua
aut onony.

Surveill ance can inpact privacy, even if the individuals being
surveilled are not identifiable or if their conmunications are
encrypted. For exanple, an observer or eavesdropper that conducts
traffic analysis may be able to determ ne what type of traffic is
present (real-time conmmunications or bulk file transfers, for
exanpl e) or which protocols are in use, even if the observed
communi cati ons are encrypted or the conmuni cants are unidentifiable.
This kind of surveillance can adversely inpact the individuals

i nvol ved by causing themto becone targets for further investigation
or enforcenent activities. It may also enable attacks that are
specific to the protocol, such as redirection to a specialized
interception point or protocol-specific denials of service.
Protocol s that use predictable packet sizes or timng or include
fixed tokens at predictable offsets within a packet can facilitate
this kind of surveillance.

Survei |l l ance can be conducted by observers or eavesdroppers at any
poi nt al ong the conmuni cations path. Confidentiality protections (as
di scussed in Section 3 of [RFC3552]) are necessary to prevent

surveill ance of the content of conmmunications. To prevent traffic
anal ysis or other surveillance of communications patterns, other
measures may be necessary, such as [Tor].
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5.1.2. Stored Data Conpronise

End systens that do not take adequate neasures to secure stored data
from unaut hori zed or inappropriate access expose individuals to
potential financial, reputational, or physical harm

Protecting agai nst stored data conpromise is typically outside the
scope of | ETF protocols. However, a nunber of conmon protoco
functions -- key nanagenent, access control, or operational |ogging,
for exanple -- require the storage of data about initiators of
communi cati ons. \Wen requiring or recommendi ng that information
about initiators or their conmunications be stored or | ogged by end
systens (see, e.g., RFC 6302 [RFC6302]), it is inportant to recognize
the potential for that information to be conprom sed and for that
potential to be wei ghed agai nst the benefits of data storage. Any
reci pient, intermediary, or enabler that stores data nmay be

vul nerable to conprom se. (Note that stored data conpromise is

di stinct from purposeful disclosure, which is discussed in

Section 5.2.4.)

5.1. 3. I nt rusi on

Intrusion consists of invasive acts that disturb or interrupt one’s
life or activities. Intrusion can thwart individuals’ desires to be
left alone, sap their tinme or attention, or interrupt their
activities. This threat is focused on intrusion into one's life
rather than direct intrusion into one’s communi cations. The latter
is captured in Section 5.1.1.

Unsolicited nessages and deni al -of -service attacks are the nost
common types of intrusion on the Internet. Intrusion can be
perpetrated by any attacker that is capable of sending unwanted
traffic to the initiator

5.1.4. M sattribution

M sattribution occurs when data or conmmunications related to one
individual are attributed to another. Msattribution can result in
adverse reputational, financial, or other consequences for

i ndi vidual s that are m sidentified.

M sattribution in the protocol context cones as a result of using

i nadequate or insecure forns of identity or authentication, and is
sonetines related to spoofing. For exanple, as [RFC6269] notes,
abuse nmitigation is often conducted on the basis of the source IP
address, such that connections fromindividual |P addresses may be
prevented or tenporarily blacklisted if abusive activity is

determ ned to be sourced fromthose addresses. However, in the case
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where a single | P address is shared by multiple individuals, those
penalties may be suffered by all individuals sharing the address,
even if they were not involved in the abuse. This threat can be
mtigated by using identity nanagenent nechani snms with proper forns
of authentication (ideally with cryptographic properties) so that
actions can be attributed uniquely to an individual to provide the
basis for accountability wi thout generating fal se positives.

5.2. Privacy-Specific Threats
5.2.1. Correlation

Correlation is the conbination of various pieces of information
related to an individual or that obtain that characteristic when
conmbi ned. Correlation can defy people’'s expectations of the limts
of what others know about them It can increase the power that those
doing the correl ating have over individuals as well as correlators
ability to pass judgnent, threatening individual autonony and
reputation.

Correlation is closely related to identification. Internet protocols
can facilitate correlation by allow ng individuals’ activities to be
tracked and conbi ned over time. The use of persistent or
infrequently replaced identifiers at any |ayer of the stack can
facilitate correlation. For exanple, an initiator’'s persistent use
of the same device ID, certificate, or email address across multiple
interactions could allow recipients (and observers) to correlate al

of the initiator’s comunications over tine.

As an exanpl e, consider Transport Layer Security (TLS) session
resunption [ RFC5246] or TLS session resunption w thout server-side
state [RFC5077]. | n RFC 5246 [ RFC5246], a server provides the client
with a session_id in the ServerHell o nmessage and caches the
mast er _secret for later exchanges. Wen the client initiates a new
connection with the server, it re-uses the previously obtained
session_id inits CientHell o nessage. The server agrees to resune
the session by using the sane session_id and the previously stored
mast er _secret for the generation of the TLS Record Layer security
association. RFC 5077 [RFC5077] borrows fromthe session resunption
design idea, but the server encapsulates all state information into a
ticket instead of caching it. An attacker who is able to observe the
prot ocol exchanges between the TLS client and the TLS server is able
to link the initial exchange to subsequently resuned TLS sessions
when the session_id and the ticket are exchanged in the clear (which
is the case with data exchanged in the initial handshake nessages).
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In theory, any observer or attacker that receives an initiator’'s
comruni cati ons can engage in correlation. The extent of the
potential for correlation will depend on what data the entity
receives fromthe initiator and has access to otherwise. Oten
intermediaries only require a small anount of information for nessage
routing and/or security. |In theory, protocol nechanisns could ensure
that end-to-end information is not made accessible to these entities,
but in practice the difficulty of deploying end-to-end security
procedures, additional nessaging or conputational overhead, and other
busi ness or |egal requirenents often slow or prevent the depl oynent
of end-to-end security mechani sms, giving internediaries greater
exposure to initiators’ data than is strictly necessary froma
techni cal point of view

5.2.2. ldentification

Identification is the linking of information to a particul ar
individual to infer an individual’'s identity or to allow the

i nference of an individual’'s identity. |In sone contexts, it is
perfectly legitimate to identify individuals, whereas in others,
identification may potentially stifle individuals activities or
expression by inhibiting their ability to be anonynous or
pseudonymous. Identification also makes it easier for individuals to
be explicitly controlled by others (e.g., governments) and to be
treated differentially conpared to other individuals.

Many protocols provide functionality to convey the idea that sone
nmeans has been provided to validate that entities are who they claim
to be. Oten, this is acconplished with cryptographic

aut hentication. Furthernore, many protocol identifiers, such as
those used in SIP or the Extensible Messagi ng and Presence Protoco
(XMPP), may allow for the direct identification of individuals.
Protocol identifiers may also contribute indirectly to identification
via correlation. For exanmple, a web site that does not directly

aut henticate users may be able to match its HITP header |logs with

| ogs fromanother site that does authenticate users, rendering users
on the first site identifiable.

As with correlation, any observer or attacker may be able to engage
in identification, depending on the information about the initiator
that is available via the protocol nmechani smor other channels.

5.2.3. Secondary Use
Secondary use is the use of collected information about an individua
wi t hout the individual's consent for a purpose different fromthat

for which the information was collected. Secondary use may viol ate
peopl e’ s expectations or desires. The potential for secondary use
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can generate uncertainty as to how one’'s information will be used in
the future, potentially discouraging information exchange in the
first place. Secondary use enconpasses any use of data, including
di scl osure.

One exanpl e of secondary use woul d be an authentication server that
uses a network access server’s Access-Requests to track an
initiator’s location. Any observer or attacker could potentially
make unwant ed secondary uses of initiators’ data. Protecting against
secondary use is typically outside the scope of |IETF protocols.

5.2.4. Disclosure

Di sclosure is the revelation of information about an individual that
affects the way others judge the individual. Disclosure can violate
i ndi vidual s’ expectations of the confidentiality of the data they
share. The threat of disclosure may deter people fromengaging in
certain activities for fear of reputational harm or sinply because
they do not wish to be observed.

Any observer or attacker that receives data about an initiator may
engage in disclosure. Sonetinmes disclosure is unintentional because
system desi gners do not realize that information being exchanged
relates to individuals. The nost conmon way for protocols to limt
di scl osure is by providing access control nechani sns (di scussed in
Section 5.2.5). A further exanple is provided by the | ETF

geol ocation privacy architecture [ RFC6280], which supports a way for
users to express a preference that their location information not be
di scl osed beyond the intended recipient.

5.2.5. Exclusion

Exclusion is the failure to allow individuals to know about the data
that ot hers have about themand to participate in its handling and
use. Exclusion reduces accountability on the part of entities that
mai ntain i nformati on about people and creates a sense of
vulnerability in relation to individuals’ ability to control how

i nformati on about themis collected and used.

The nmost conmon way for Internet protocols to be involved in
enforcing exclusion is through access control mechani snms. The
presence architecture developed in the IETF is a good exanpl e where

i ndividuals are included in the control of information about them
Using a rul es expression |anguage (e.g., presence authorization rules
[ RFC5025]), presence clients can authorize the specific conditions
under which their presence information may be shared.
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Exclusion is primarily considered problenmatic when the recipient
fails to involve the initiator in decisions about data collection
handl i ng, and use. Eavesdroppers engage in exclusion by their very
nature, since their data collection and handling practices are
covert.

6. Threat Mtigations

Privacy is notoriously difficult to neasure and quantify. The extent
to which a particular protocol, system or architecture "protects" or
"enhances" privacy is dependent on a | arge nunber of factors relating
to its design, use, and potential msuse. However, there are certain
wi dely recogni zed cl asses of mitigations against the threats

di scussed in Section 5. This section describes three categories of
rel evant mitigations: (1) data nminimzation, (2) user participation,
and (3) security. The privacy nmitigations described in this section
can | oosely be mapped to existing privacy principles, such as the
Fair Information Practices, but they have been adapted to fit the
target audi ence of this docunent.

6.1. Data M ni m zati on

Data m nimzation refers to collecting, using, disclosing, and
storing the nmininmal data necessary to performa task. Reducing the
anount of data exchanged reduces the anount of data that can be

nm sused or | eaked.

Data m nimi zati on can be effectuated in a nunber of different ways,
including by Iimting collection, use, disclosure, retention
identifiability, sensitivity, and access to personal data. Liniting
the data collected by protocol elenents to only what is necessary
(collection limtation) is the nost straightforward way to help
reduce privacy risks associated with the use of the protocol. In
some cases, protocol designers may also be able to recormend limts
to the use or retention of data, although protocols thenselves are
not often capable of controlling these properties.

However, the nost direct application of data mnimzation to protoco
design is limting identifiability. Reducing the identifiability of
data by using pseudonyns or no identifiers at all helps to weaken the
link between an individual and his or her conmunications. Al ow ng
for the periodic creation of new or randonized identifiers reduces
the possibility that nultiple protocol interactions or comunications
can be correlated back to the same individual. The follow ng
sections explore a nunber of different properties related to
identifiability that protocol designers nmay seek to achieve
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Data mninmization mtigates the following threats: surveillance,
stored data conproni se, correlation, identification, secondary use
and di scl osure.

6.1.1. Anonynity

To enabl e anonynity of an individual, there nmust exist a set of

i ndi vidual s that appear to have the sanme attribute(s) as the

i ndividual. To the attacker or the observer, these individuals nust
appear indistinguishable fromeach other. The set of all such

i ndividuals is known as the anonynmty set, and nmenbership of this set
may vary over tine.

The conposition of the anonynity set depends on the know edge of the
observer or attacker. Thus, anonynity is relative with respect to
the observer or attacker. An initiator nay be anonynous only wthin

a set of potential initiators -- its initiator anonynmty set -- which
itself may be a subset of all individuals that may initiate
communi cati ons. Conversely, a recipient may be anonynous only within
a set of potential recipients -- its recipient anonynity set. Both

anonymity sets may be disjoint, may overlap, or may be the sane.

As an exanpl e, consider RFC 3325 (P-Asserted-ldentity (PAl))

[ RFC3325], an extension for the Session Initiation Protocol (SIP)
that allows an individual, such as a Voice over IP (VolP) caller, to
instruct an internmediary that he or she trusts not to popul ate the
SI P From header field with the individual’s authenticated and
verified identity. The recipient of the call, as well as any other
entity outside of the individual’s trust domain, would therefore only
learn that the SIP nessage (typically a SIP INVITE) was sent with a
header field 'From "Anonynous" <sip:anonynous@nonynous.invalid>
rather than the individual’s address-of-record, which is typically

t hought of as the "public address" of the user. When PAl is used,

t he individual becones anonynmous within the initiator anonymty set
that is popul ated by every individual making use of that specific

i nternediary.

Note that this exanple ignores the fact that the recipient may infer
or obtain personal data fromthe other SIP payloads (e.g., SIP Via
and Contact headers, the Session Description Protocol (SDP)). The
inplication is that PAl only attenpts to address a particular threat,
nanely the disclosure of identity (in the From header) with respect
to the recipient. This caveat nakes the analysis of the specific
protocol extension easier but cannot be assuned when conducti ng

anal ysis of an entire architecture.
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6.1.2. Pseudonynmity

In the context of Internet protocols, alnost all identifiers can be
ni cknames or pseudonymns, since there is typically no requirenment to
use personal nanes in protocols. However, in certain scenarios it is
reasonabl e to assune that personal names will be used (with vCard

[ RFC6350], for exanple).

Pseudonynity is strengthened when | ess personal data can be linked to
t he pseudonym when the sanme pseudonymis used | ess often and across
fewer contexts; and when independently chosen pseudonyns are nore
frequently used for new actions (nmaking them from an observer’s or
attacker’s perspective, unlinkable).

For Internet protocols, the follow ng are inportant considerations:
whet her protocols all ow pseudonyns to be changed without human
interaction, the default length of pseudonymlifetinmes, to whom
pseudonyns are exposed, how individuals are able to contro

di scl osure, how often pseudonyns can be changed, and the consequences
of changi ng them

6.1.3. ldentity Confidentiality

An initiator has identity confidentiality when any party other than
the recipient cannot sufficiently identify the initiator within the
anonynmity set. The size of the anonymity set has a direct inpact on
identity confidentiality, since the smaller the set is, the easier it
istoidentify the initiator. ldentity confidentiality ainms to
provi de a protection agai nst eavesdroppers and internedi aries rather
than agai nst the intended comunicati on endpoints.

As an exanpl e, consider the network access authentication procedures
utilizing the Extensible Authentication Protocol (EAP) [RFC3748].
EAP includes an identity exchange where the Identity Response is
primarily used for routing purposes and sel ecting which EAP nethod to
use. Since EAP ldentity Requests and Identity Responses are sent in
cl eartext, eavesdroppers and internedi aries along the conmunication
pat h between the EAP peer and the EAP server can snoop on the
identity, which is encoded in the formof the Network Access
Identifier (NAI) as defined in RFC 4282 [ RFC4282]. To address this
threat, as discussed in RFC 4282 [ RFC4282], the username part of the
NAI (but not the realmpart) can be hidden fromthese eavesdroppers
and internediaries with the cryptographi c support offered by EAP

met hods. ldentity confidentiality has becone a recomrended design
criteria for EAP (see [ RFC4017]). The EAP nethod for 3rd Generation
Aut henti cati on and Key Agreenent (EAP-AKA) [RFC4187], for exanpl e,
protects the EAP peer’s identity against passive adversaries by
utilizing tenporal identities. The EAP-Internet Key Exchange
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Prot ocol version 2 (EAP-1KEv2) nethod [ RFC5106] is an exanple of an
EAP nethod that offers protection against active attackers with
regard to the individual’s identity.

6.1.4. Data Mnimzation within Identity Managenent

6. 2.

Coo

Modern systens are increasingly relying on nulti-party transactions
to authenticate individuals. Many of these systens make use of an
identity provider that is responsible for providing AAA functionality
to relying parties that offer sone protected resources. To
facilitate these functions, an identity provider will usually go
through a process of verifying the individual’'s identity and issuing
credentials to the individual. Wen an individual seeks to make use
of a service provided by the relying party, the relying party relies
on the authentication assertions provided by its identity provider
Note that in nore sophisticated scenarios the authentication
assertions are traits that denonstrate the individual’s capabilities
and roles. The authorization responsibility my al so be shared
between the identity provider and the relying party and does not
necessarily need to reside only with the identity provider

Such systemnms have the ability to support a nunber of properties that
mnimze data collection in different ways:

In certain use cases, relying parties do not need to know the rea
name or date of birth of an individual (for exanple, when the
individual’s age is the only attribute that needs to be

aut henti cat ed) .

Relying parties that collude can be prevented fromusing an
individual’s credentials to track the individual. That is, two
different relying parties can be prevented from determ ning that
the same individual has authenticated to both of them This
typically requires identity managenment protocol support as well as
support by both the relying party and the identity provider

The identity provider can be prevented from knowi ng which relying
parties an individual interacted with. This requires, at a

nm ni rum avoi di ng direct conmunication between the identity
provider and the relying party at the tinme when access to a
resource by the initiator is made.

User Participation
As explained in Section 5.2.5, data collection and use that happen
"in secret", wthout the individual’s know edge, are apt to violate

the individual’'s expectation of privacy and nmay create incentives for
m suse of data. As a result, privacy regines tend to include
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provisions to require informng individuals about data collection and
use and involving themin decisions about the treatnent of their
data. In an engineering context, supporting the goal of user
participation usually means providing ways for users to control the
data that is shared about them It may al so nmean providi ng ways for
users to signal how they expect their data to be used and shar ed.

D fferent protocol and architectural designs can nake supporting user
participation (for exanple, the ability to support a dialog box for
user interaction) easier or harder; for exanple, QAuth-based services
may have nmore natural hooks for user input than AAA services.

User participation mtigates the following threats: surveillance,
secondary use, disclosure, and exclusion

6.3. Security

Keepi ng data secure at rest and in transit is another inportant
conponent of privacy protection. As they are described in Section 2
of [RFC3552], a nunber of security goals al so serve to enhance
privacy:

o Confidentiality: Keeping data secret from unintended |isteners.
0 Peer entity authentication: Ensuring that the endpoint of a
communi cation is the one that is intended (in support of
mai nt ai ni ng confidentiality).
0 Unaut horized usage: Liniting data access to only those users who
are authorized. (Note that this goal also falls within data
m ni m zation.)

0 Inappropriate usage: Limting how authorized users can use data.
(Note that this goal also falls within data mninimzation.)

Not e that even when these goals are achieved, the existence of itens

of interest -- attributes, identifiers, identities, comunications,
actions (such as the sending or receiving of a communication), or
anything el se an attacker or observer nmight be interested in -- may
still be detectable, even if they are not readable. Thus,

undetectability, in which an observer or attacker cannot sufficiently
di stingui sh whether an itemof interest exists or not, may be
considered as a further security goal (albeit one that can be
extrenely difficult to acconplish).

Detection of the protocols or applications in use via traffic

anal ysis may be particularly difficult to defend against. As wth
the anonymity of individuals, achieving "protocol anonym ty" requires
that multiple protocols or applications exist that appear to have the
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same attributes -- packet sizes, content, token |ocations, or

i nter-packet timng, for exanple. An attacker or observer will not
be able to use traffic analysis to identify which protocol or
application is in use if nultiple protocols or applications are

i ndi sti ngui shabl e.

Def endi ng against the threat of traffic analysis will be possible to
different extents for different protocols, nay depend on

i mpl erent ati on- or use-specific details, and nmay depend on which
other protocols already exist and whether they share simlar traffic
characteristics. The defenses will also vary relative to what the
protocol is designed to do; for exanple, in sone situations
randoni zi ng packet sizes, tinming, or token locations will reduce the
threat of traffic analysis, whereas in other situations (real-tine
communi cati ons, for exanple) holding some or all of those factors
constant is a nore appropriate defense. See "Cuidelines for the Use
of Variable Bit Rate Audio with Secure RTP' [RFC6562] for an exanple
of how t hese kinds of trade-offs should be eval uat ed.

By providing proper security protection, the followi ng threats can be
mtigated: surveillance, stored data conpronise, misattribution,
secondary use, disclosure, and intrusion

7. CQuidelines

Thi s section provides guidance for docunment authors in the formof a
guestionnaire about a protocol being designed. The questionnaire may
be useful at any point in the design process, particularly after
docunent aut hors have devel oped a hi gh-1evel protocol nodel as
described in [ RFC4101].

Not e that the guidance provided in this section does not recommend
specific practices. The range of protocols developed in the IETF is
too broad to make recommendati ons about particul ar uses of data or
how privacy m ght be bal anced agai nst ot her design goals. However,
by carefully considering the answers to each question, docunent

aut hors should be able to produce a conprehensive anal ysis that can
serve as the basis for discussion of whether the protocol adequately
protects against privacy threats. This guidance is neant to help the
t hought process of privacy analysis; it does not provide specific
directions for howto wite a privacy considerations section

The framework is divided into four sections: three sections that
address each of the nmitigation classes from Section 6, plus a genera
section. Security is not fully elaborated, since substantia

gui dance already exists in [ RFC3552].
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7.1. Data Mnimzation

Cooper,

Identifiers. What identifiers does the protocol use for

di stinguishing initiators of communicati ons? Does the protocol
use identifiers that allow different protocol interactions to be
correlated? What identifiers could be omtted or be nade | ess
identifying while still fulfilling the protocol’s goal s?

Data. What information does the protocol expose about

i ndi vidual s, their devices, and/or their device usage (other than
the identifiers discussed in (a))? To what extent is this
information linked to the identities of the individuals? How
does the protocol conbine personal data with the identifiers

di scussed in (a)?

bservers. Wich information discussed in (a) and (b) is exposed
to each other protocol entity (i.e., recipients, internediaries,
and enablers)? Are there ways for protocol inplenenters to
choose to linit the infornation shared with each entity? Are
there operational controls available to limt the information
shared with each entity?

Fingerprinting. |In many cases, the specific ordering and/or
occurrences of information elenents in a protocol allow users,
devices, or software using the protocol to be fingerprinted. 1Is

this protocol vulnerable to fingerprinting? If so, how? Can it
be designed to reduce or elininate the vulnerability? If not,
why not ?

Persistence of identifiers. Wat assunptions are nade in the
protocol design about the lifetinme of the identifiers discussed
in (a)? Does the protocol allow inplenmenters or users to delete
or replace identifiers? How often does the specification
recomend del eting or replacing identifiers by default? Can the
identifiers, along with other state information, be set to
automatically expire?

Correlation. Does the protocol allow for correl ation of
identifiers? Are there expected ways that information exposed by
the protocol will be conbined or correlated with information
obt ai ned outside the protocol? How will such conbination or
correlation facilitate fingerprinting of a user, device, or
application? Are there expected conbinations or correl ations
with outside data that will make users of the protocol nore

i dentifiable?
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Retention. Does the protocol or its anticipated uses require
that the information discussed in (a) or (b) be retained by
recipients, intermediaries, or enablers? |If so, why? |Is the
retention expected to be persistent or tenporary?

7.2. User Participation

User control. What controls or consent nechani sns does the
protocol define or require before personal data or identifiers
are shared or exposed via the protocol? |If no such mechani sns or
controls are specified, is it expected that control and consent
wi || be handl ed outside of the protocol?

Control over sharing with individual recipients. Does the
protocol provide ways for initiators to share different
information with different recipients? |f not, are there
mechani sms that exist outside of the protocol to provide
initiators with such control ?

Control over sharing with intermediaries. Does the protoco
provide ways for initiators to linit which information is shared
with internediaries? |f not, are there mechani snms that exist
out side of the protocol to provide users with such control? |Is
it expected that users will have rel ationships that govern the
use of the information (contractual or otherwi se) with those who
operate these internediaries?

Preference expression. Does the protocol provide ways for
initiators to express individuals’ preferences to recipients or
intermediaries with regard to the collection, use, or disclosure
of their personal data?

7.3. Security

Cooper,

Surveillance. How do the protocol’s security considerations
prevent surveillance, including eavesdropping and traffic

anal ysis? Does the protocol leak infornmation that can be
observed through traffic analysis, such as by using a fixed token
at fixed offsets, or packet sizes or timng that allow observers
to determ ne characteristics of the traffic (e.g., which protoco
is in use or whether the traffic is part of a real-tinme flow?

Stored data conpronise. How do the protocol’s security
consi derations prevent or nitigate stored data conproni se?
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7.

8.

c. Intrusion. How do the protocol’s security considerations prevent
or mtigate intrusion, including denial-of-service attacks and
unsol i cited comuni cati ons nore general |l y?

d. Msattribution. How do the protocol’s nechanisns for identifying
and/ or authenticating individuals prevent msattribution?

4. Genera

a. Trade-offs. Does the protocol nake trade-offs between privacy
and usability, privacy and efficiency, privacy and
i npl ementability, or privacy and other design goals? Describe
the trade-offs and the rationale for the design chosen

b. Defaults. |If the protocol can be operated in multiple nodes or
with nultiple configurable options, does the default node or
option mnimze the anount, identifiability, and persistence of
the data and identifiers exposed by the protocol? Does the
default node or option nmaxim ze the opportunity for user
participation? Does it provide the strictest security features
of all the nodes/options? |If the answer to any of these
gquestions is no, explain why |less protective defaults were
chosen.

Exanpl e

The followi ng section gives an exanple of the threat anal ysis and
threat mitigations recormended by this docunment. It covers a
particularly difficult application protocol, presence, to try to
denonstrate these principles on an architecture that is vulnerable to
many of the threats described above. This text is not intended as an
exanpl e of a privacy considerations section that m ght appear in an

| ETF specification, but rather as an exanple of the thinking that
should go into the design of a protocol when considering privacy as a
first principle.

A presence service, as defined in the abstract in [ RFC2778], allows
users of a conmmuni cations service to nonitor one another’s
availability and disposition in order to nmake deci si ons about

communi cating. Presence information is highly dynanic and generally
characterizes whether a user is online or offline, busy or idle, away
from communi cati ons devices or nearby, and the like. Necessarily,
this information has certain privacy inplications, and fromthe start
the | ETF approached this work with the aimof providing users with
the controls to determ ne how their presence information would be
shared. The Common Profile for Presence (CPP) [RFC3859] defines a
set of logical operations for delivery of presence information. This
abstract nodel is applicable to multiple presence systens. The SIP
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for Instant Messagi ng and Presence Leveragi ng Extensions (S| MPLE)
presence system [ RFC3856] uses CPP as its baseline architecture, and
the presence operations in the Extensible Messaging and Presence
Protocol (XMPP) have al so been mapped to CPP [ RFC3922].

The fundanental architecture defined in RFC 2778 and RFC 3859 is a
medi ated one. Cients (presentities in RFC 2778 terns) publish their
presence information to presence servers, which in turn distribute
information to authorized watchers. Presence servers thus retain
presence information for an interval of time, until it either changes
or expires, so that it can be reveal ed to authorized watchers upon
request. This architecture mrrors existing pre-standard depl oynent
nodel s. The integration of an explicit authorization nechanisminto
the presence architecture has been widely successful in involving the
end users in the decision-maki ng process before sharing infornmation
Nearly all presence systens depl oyed today provide such a nmechani sm
typically through a reciprocal authorization systemby which a pair
of users, when they agree to be "buddi es", consent to divulge their
presence information to one another. Buddylists are nmanaged by
servers but controlled by end users. Users can also explicitly block
one anot her through a sinmlar interface, and in sone deploynents it
is desirable to provide "polite blocking" of various kinds.

From a perspective of privacy design, however, the classical presence
architecture represents nearly a worst-case scenario. |In terns of
data minimzation, presentities share their sensitive infornmation

wi th presence services, and while services only share this presence

i nformati on with watchers authorized by the user, no technica
mechani sm constrai ns those watchers fromrel aying presence to further
third parties. Any of these entities could conceivably log or retain
presence information indefinitely. The sensitivity cannot be
mtigated by rendering the user anonynous, as it is indeed the
purpose of the systemto facilitate comunications between users who
know one another. The identifiers enployed by users are long-Ilived
and often contain personal information, including personal nanes and
the donmai ns of service providers. Wile users do participate in the
construction of buddylists and blacklists, they do so with little
prospect for accountability: the user effectively throws their
presence information over the wall to a presence server that in turn
distributes the information to watchers. Users typically have no way
to verify that presence is being distributed only to authorized

wat chers, especially as it is the server that authenticates watchers,
not the end user. Mdreover, connections between the server and all
publ i shers and consuners of presence data are an attractive target
for eavesdroppers and require strong confidentiality nechanisns,

t hough again the end user has no way to verify what nechanisns are in
pl ace between the presence server and a watcher
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Additionally, the sensitivity of presence information is not limted
to the disposition and capability to comunicate. Capabilities can
reveal the type of device that a user enploys, for exanple, and since
mul ti pl e devices can publish the same user’s presence, there are
significant risks of allowi ng attackers to correl ate user devices.
An inportant extension to presence was devel oped to enable the
support for location sharing. The effort to standardi ze protocols
for systens sharing geolocation was started in the GEOPRI V wor ki ng
group. During the initial requirenents and privacy threat analysis
in the process of chartering the working group, it became clear that
the system woul d require an underlying comunication nmechani sm
supporting user consent to share location information. The

resenbl ance of these requirenents to the presence framework was

qui ckly recogni zed, and this design decision was docunented in

[ RFC4079]. Location information thus mingles with other presence

i nformati on avail able through the systemto internediaries and to
aut hori zed wat chers.

Privacy concerns about presence infornmation largely arise due to the
built-in nmediation of the presence architecture. The need for a
presence server is notivated by two prinmary design requirenents of
presence: in the first place, the server can respond with an

"of fline" indication when the user is not online; in the second

pl ace, the server can conpose presence infornmation published by

di fferent devices under the user’s control. Additionally, to
facilitate the use of URIs as identifiers for entities, sone service
nmust operate a host with the donmain name appearing in a presence URI
and in practical ternms no commercial presence architecture would
force end users to own and operate their own domain names. Many end
users of applications |like presence are behind NATs or firewalls and
ef fectively cannot receive direct connections fromthe Internet --
the persistent bidirectional channel these clients open and maintain
with a presence server is essential to the operation of the protocol

One nust first ask if the trade-off of mediation for presence is
worthwhile. Does a server need to be in the niddle of all
publications of presence information? It might seemthat end-to-end
encryption of the presence information could solve nmany of these
problenms. A presentity could encrypt the presence information with
the public key of a watcher and only then send the presence

i nformati on through the server. The |ETF defined an object fornmat
for presence information called the Presence Infornation Data Fornat
(PIDF), which for the purposes of conveying |ocation information was
extended to the PIDF Location Object (PIDF-LO -- these XML objects
wer e designed to acconmodate an encrypted wapper. Encrypting this
data woul d have the added benefit of preventing stored cl eartext
presence information from being seized by an attacker who nmanages to
conproni se a presence server. This proposal, however, quickly runs
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into usability problens. Discovering the public keys of watchers is
the first difficulty, one that few Internet protocols have addressed
successfully. This solution would then require the presentity to
publish one encrypted copy of its presence information per authorized
wat cher to the presence service, regardl ess of whether or not a

wat cher is actively seeking presence infornation -- for a presentity
with many watchers, this nmay place an unacceptabl e burden on the
presence server, especially given the dynam sm of presence
information. Finally, it prevents the server from conposing presence
i nformation reported by multiple devices under the sanme user’s
control. On the whole, these difficulties render object encryption
of presence information a doubtful prospect.

Some protocols that support presence information, such as SIP, can
operate intermediaries in a redirecting node rather than a publishing
or proxying node. Instead of sending presence information through
the server, in other words, these protocols can nerely redirect

wat chers to the presentity, and then presence infornmation could pass

directly and securely fromthe presentity to the watcher. It is
worth noting that this would disclose the | P address of the
presentity to the watcher, which has its own set of risks. In that

case, the presentity can decide exactly what information it woul d
like to share with the watcher in question, it can authenticate the
wat cher itself with whatever strength of credential it chooses, and
with end-to-end encryption it can reduce the |ikelihood of any
eavesdropping. |In a redirection architecture, a presence server
could still provide the necessary "offline" indication wthout
requiring the presence server to observe and forward all infornmation
itself. This mechanismis nore promi sing than encryption but also
suffers fromsignificant difficulties. It too does not provide for
conposition of presence information fromnultiple devices -- it in
fact forces the watcher to performthis conposition itself. The

| argest single inpedinment to this approach is, however, the
difficulty of creating end-to-end connections between the
presentity’s device(s) and a watcher, as sone or all of these

endpoi nts may be behind NATs or firewalls that prevent peer-to-peer
connections. Wile there are potential solutions for this problem
like Session Traversal Utilities for NAT (STUN) and Traversal Using
Rel ays around NAT (TURN), they add conplexity to the overall system

Consequently, nediation is a difficult feature of the presence
architecture to renove. It is hard to minimze the data shared with
internedi aries, especially due to the requirenent for conposition
Control over sharing with internediaries nust therefore cone from
sonme other explicit conponent of the architecture. As such, the
presence work in the I ETF focused on inproving user participation in
the activities of the presence server. This work began in the
CGEOPRI V wor ki ng group, with controls on |location privacy, as |ocation
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of users is perceived as having especially sensitive properties.

Wth the aimof meeting the privacy requirenents defined in

[ RFC2779], a set of usage indications, such as whether retransm ssion
is allowed or when the retention period expires, have been added to
the PIDF-LO such that they always travel with the |ocation
information itself. These privacy preferences apply not only to the
internmediaries that store and forward presence information but al so
to the watchers who consune it.

Thi s approach very nuch follows the spirit of Creative Comons [ CC|
nanely the usage of a limted nunber of conditions (such as ’'Share
Alike [CC-SA]). Unlike Creative Commons, the GEOPRIV working group
did not, however, initiate work to produce |egal |anguage or design
graphi cal icons, since this would fall outside the scope of the | ETF.
In particular, the CEOPRIV rules state a preference on the retention
and retransm ssion of |ocation information; while GEOPRIV cannot
force any entity receiving a PIDF-LO object to abide by those
preferences, if users lack the ability to express themat all, we can
guarantee their preferences will not be honored. The GEOPRIV rul es
can provide a neans to establish accountability.

The retention and retransmi ssion el enents were envisioned as the nost
essenti al exanpl es of preference expression in sharing presence. The
Pl DF obj ect was designed for extensibility, and the rul esets created
for the PIDF-LO can al so be extended to provi de new expressi ons of
user preference. Not all user preference information should be bound
into a particular PlIDF object, however; many fornms of access contro
policy assumed by the presence architecture need to be provisioned in
the presence server by some interface with the user. This

requi renent eventually triggered the standardi zation of a genera
access control policy |anguage called the common policy franework
(defined in [ RFC4745]). This |language allows one to express ways to
control the distribution of information as sinple conditions,

actions, and transformation rules expressed in an XML format. Common
Policy itself is an abstract format that needs to be instantiated:
two exanpl es can be found with the presence authorization rules

[ RFC5025] and the Geol ocation Policy [RFC6772]. The former provides
addi ti onal expressiveness for presence-based systens, while the
latter defines syntax and semantics for |ocation-based conditions and
transformati ons.

Utinmately, the privacy work on presence represents a conprom se

bet ween privacy principles and the needs of the architecture and

mar ket pl ace. While it was not feasible to renove internmediaries from
the architecture entirely or prevent their access to presence
information, the IETF did provide a way for users to express their
preferences and provision their controls at the presence service. W
have not had great successes in the inplenentation space with privacy
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10.

mechani sms thus far, but by docunenting and acknow edgi ng the
limtations of these mechanisns, the designers were able to provide
i mpl ementers, and end users, with an infornmed perspective on the
privacy properties of the IETF s presence protocols.

Security Considerations

Thi s docunent describes privacy aspects that protocol designers
shoul d consider in addition to regular security analysis.
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