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Abst ract

Thi s docunment specifies the behavior of the Universal Plug and Pl ay
(UPnP) Internet Gateway Device - Port Control Protocol |nterworking
Function (IG-PCP IW). A UPhP IGD-PCP IW is required to be
enbedded in Custoner Premises (CP) routers to allow for transparent
NAT control in environments where a UPnP I G is used on the LAN side
and PCP is used on the external side of the CP router.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6970
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1. Introduction

The Port Control Protocol (PCP) specification [ RFC6887] discusses the
i mpl ement ati on of NAT control features that rely upon Carrier G ade
NAT devi ces such as a Dual-Stack Lite (DS-Lite) Address Fanmily
Transition Router (AFTR) [ RFC6333] or NAT64 [RFC6146]. In
environnents where a Universal Plug and Play |Internet Gateway Device
(UPnP 1 AD) is used in the local network, an interworking function

bet ween the UPnP I GD and PCP is required to be enbedded in the 1 GD
(see the exanple illustrated in Figure 1).

UPnP | GD- PCP

UPnP Contr ol I nt erwor ki ng
Poi nt Functi on PCP Server
| | GD |

| |
| (1) AddPort Mapping() |
R R EEEEE >

|
| L EE TPOPEPEPEEE >
|

Figure 1: Fl ow Exanpl e
Two configurations are considered within this docunent:

0 No NAT function is enbedded in the 1G (Section 5.4). This is
required, for instance, in DS-Lite or NAT64 depl oynments.

o0 The |1 CGD enbeds a NAT function (Section 5.5).

The UPnP | GD- PCP I nterworking Function (UPnP | GD-PCP | W) naintains a
| ocal mapping table that stores all active mappi ngs constructed by
internal 1G Control Points. This design choice restricts the amunt
of PCP messages to be exchanged with the PCP server

Triggers for deactivating the UPnP I GD-PCP IW fromthe | GD and
relying on a PCP-only node are out of scope for this docunent.

Consi derations related to co-existence of the UPnP | GD- PCP
I nterwor ki ng Function and a PCP Proxy [PCP-PROXY] are out of scope

1.1. Requirenments Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Acronyns
Thi s docunent nakes use of the follow ng abbreviations:

DS-Lite - Dual -Stack Lite

|G - Internet Gateway Device

I G:1 - UPnP Forumis nonenclature for version 1 of 1GD [ GD1]
| GD:2 - UPnP Forumis nonenclature for version 2 of 1GD [ GD2]
| WF - | nterworking Function

NAT - Network Address Transl ation

PCP - Port Control Protocol

UPnP - Universal Plug and Pl ay

3. Architecture Mdel
As a reminder, Figure 2 illustrates the architecture nodel as adopted
by the UPnP Forum [1GD2]. |In Figure 2, the follow ng UPnP
term nol ogy is used:

o 'dient’ refers to a host |located in the | ocal network.

0o 'IG Control Point’ is a device using UPnP to control an | GD
(I'nternet Gateway Device).

o 'IG is arouter supporting a UPnP IGD. It is typically a NAT or
a firewall.

0 ’'Host’ is a renote peer reachable in the Internet.

S +
| 1GD Control |
| Poi nt [----- +
- + | L + R e +
+e- - | | |
| TG |------- | Host |
+e- - | | |
B SR + | S e + S e +
| dient [----- +
Fommmmmmeaaaas +

Figure 2: UPnP | GD Model
This nodel is not valid when PCP is used to control, for instance, a

Carrier Grade NAT (aka Provider NAT) while internal hosts continue to
use a UPnP IGD. In such scenarios, Figure 3 shows the updated nodel.
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o +
| 1GD Control
| Poi nt [----+
B TS + | +----- + [ + [ +
+--] 1G] | Provi der | | Renot e|
| PCP|------ | NAT |--<Internet>---| Host
+---| TV | | | | |
B - + | S e + temmmmm + S +
| Local Host |----+
B TS +
LAN Side External Side
<======UPnP | GD= >< PCP: >

Figure 3: UPnP | GD PCP I nterworking Mde

In the updated nodel depicted in Figure 3, one or two |levels of NAT
can be encountered in the data path. Indeed, in addition to the
Carrier Grade NAT, the 1G may enbed a NAT function (Figure 4).

- +

| 1GD Control

| Poi nt [----+

S + | +--- - - + [ S + [ +
+--] 1GD| | Provi der | | Renot e|

| PCP |------ | NAT | --<Internet>---| Host

oo TWE | | | |

- + | L + F + R e +

| Local Host |----+ NAT1 NAT2

B S +

Fi gure 4: Cascaded NAT Scenario

To ensure successful interworking between a UPnP | GD and PCP, an

i nterworking function is enbedded in the IG. In the nodel defined
in Figure 3, all UPnP I GD server-oriented functions, a PCP client

[ RFC6887], and a UPnP | GD- PCP | nterworking Function are enbedded in
the IGD. In the rest of the docunent, "IGPCP IW" refers to the
UPnP | GD- PCP I nterwor ki ng Function, which includes PCP client
functionality.

W thout the involvenent of the |G- PCP | W, the I GD Control Point
woul d retrieve an external |P address and port nunber that have
limted scope and that cannot be used to comunicate with hosts

| ocat ed beyond NAT2 (i.e., assigned by the G, and not those
assigned by NAT2 as depicted in Figure 4).

The UPNP I GD-PCP IWF is responsible for generating a well-forned PCP
nmessage froma recei ved UPnP | GD nessage, and vice versa
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4.

4.

UPnP | GD- PCP | WF: Overvi ew

Three tables are provided to specify the correspondence between a
UPnP | GD and PCP

(1) Section 4.1 provides the mappi ng bet ween WANI PConnection state
vari abl es and PCP paraneters;

(2) Section 4.2 focuses on the correspondence between supported
met hods;

(3) Section 4.3 lists the PCP error nessages and their correspondi ng
| GD error messages.

Not e that some enhancenents have been integrated in WAN PConnecti on
as docunented in [1GD2].

UPnP | GD-PCP: State Vari abl es

Below are listed only the UPnP | GD state variables applicable to the
| GD- PCP | WF;

Ext ernal | PAddress: External |P Address
Read-only variable with the value fromthe | ast PCP response, or
the enpty string if none was received yet. This state is stored
on a per-1GD> Control -Poi nt basis.

Port Mappi ngNunber Of Entri es:  Managed locally by the UPnP | GD- PCP | WF.

Por t Mappi ngEnabl ed:
PCP does not support deactivating the dynami ¢ NAT nappi ng, since
the initial goal of PCPis to ease the traversal of Carrier Gade
NAT. Supporting such per-subscriber function may overload the
Carrier Gade NAT.
Only "1" is allowed: i.e., the UPnP | GD- PCP I nterworking Function
MUST send back an error if a value different from1l is signaled.

Port Mappi ngLeaseDurati on: Requested Mapping Lifetinme
In IG:1 [1CGD1], the value O neans infinite; in G2, it is
remapped to the | GD nmaxi mum of 604800 seconds [1GD2]. PCP allows
for a maxi mum val ue of 4294967296 seconds.
The UPnP | GD- PCP I nterworking Function sinulates |ong and even
infinite lifetines using renewals (see Section 5.9). The behavi or
of the UPnP IGD-PCP IW in the case of a failing renewal is
currently undefined (see Section 5.9).
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I @: 1 doesn’'t define the behavior in the case of state loss; |GD: 2
doesn't require that state be kept in stable storage, i.e., to
allow the state to survive resets/reboots. The UPnP | GO PCP

I nt erwor ki ng Function MJST support |1GD: 2 behavi or.

Renot eHost: Renpte Peer | P Address
Note that IGD: 2 allows a donmmi n name, which has to be resolved to
an | P address. Mapped to the Renote Peer | P Address field of the
FI LTER opti on.

External Port: External Port Nunber
Mapped to the Suggested External Port field in MAP nessages.

Internal Port: Internal Port Nunber
Mapped to the Internal Port field in MAP nessages.

Por t Mappi ngPr ot ocol :  Prot ocol
Mapped to the Protocol field in MAP nessages. Note that a UPnP
| GD only supports TCP and UDP.

InternalCient: Internal |IP Address
Note that 1GD: 2 all ows a domai n nane, which has to be resolved to
an | P address. Mapped to the Internal IP Address field of the
THI RD_PARTY opti on.

Port Mappi ngDescri ption: Not supported in base PCP.
If the local PCP client supports a PCP option to convey the
description (e.g., [PCP-DESCR-OPT]), this option SHOULD be used to
rel ay the mappi ng description.

Systenipdatel D (1G> 2 only): Managed locally by the UPnP | GD- PCP
| WF,

A ARG TYPE PortlListing (IGD:2 only): Managed locally by the UPnP
| GD- PCP | WF.

4.2. | @ PCP: Methods

IG:1 and 1G> 2 nethods applicable to the UPnP | GD- PCP | nt erworking
Function are both |isted here.

Get Generi cPort Mappi ngéntry(): This request is not relayed to the PCP
server.

The | GD-PCP I nterworking Function maintains a |ist of active

mappi ngs instantiated in the PCP server by internal hosts. See
Section 5.7 for nore information.
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CGet Speci fi cPort Mappi ngEntry(): MAP with PREFER FAI LURE opti on.

This request is relayed to the PCP server by issuing a MAP request
with the PREFER FAI LURE option. It is RECOMVENDED to use a short
lifetime (e.g., 60 seconds).

AddPor t Mappi ng(): MAP
See Section 5.6. 2.

AddAnyPort Mappi ng() (1G> 2 only): MAP
See Section 5.6. 1.

Del et ePort Mappi ng(): MAP with Requested Lifetine set to O.
See Section 5. 8.

Del et ePort Mappi ngRange() (1 GD:2 only): MAP with Requested Lifetine
set to O.
I ndi vi dual requests are issued by the |G- PCP | WF. See
Section 5.8 for nore details.

Get Ext ernal | PAddress(): MAP
This can be |l earned fromany active mapping. |If there are no
active mappings, the 1G- PCP | WF MAY request a short-1lived napping
(e.g., to the Discard service (TCP/9 or UDP/9) or sone other
port). However, once that mappi ng expires, a subsequent inplicit
or explicit dynam c nmapping night be mapped to a different
external | P address. See Section 11.6 of [RFC6887] for nore
di scussi on.

Get Li st Of Port Mappi ngs(): See Section 5.7 for nore information.
The 1 GD-PCP I nterworking Function maintains a list of active
mappi ngs instantiated in the PCP server. The | GD-PCP Interworking
Function handl es this request locally.
4.3. UPnP |G- PCP: Errors

This section lists PCP error codes and the corresponding UPnP | GD
codes. Error codes specific to | GD: 2 are tagged accordingly.

1 UNSUPP_VERSI ON: 501 "ActionFail ed"

2 NOT_AUTHORI ZED: 1GD:1 718 "ConflictlnMappingEntry" / |1GD:2 606
"Action not authorized"

3 MALFORMED_REQUEST: 501 "ActionFail ed”
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4 UNSUPP_OPCODE: 501 "ActionFail ed"
[ RFC6887] allows the PCP server to be configured to disable
support for the MAP Opcode, but the 1GD PCP | W cannot work in
this situation.

5 UNSUPP_OPTI ON: 501 "ActionFail ed"
This error code can be received if PREFER FAILURE is not supported
on the PCP server. Note that PREFER FAILURE is not nmandatory to
support, but AddPort Mappi ng() cannot be inplenmented wthout it.
6 MALFORMED OPTION: 501 "ActionFail ed"
7 NETWORK_FAI LURE: 501 "ActionFail ed"
8 NO RESOURCES: |1GD:1 501 "ActionFailed" / IGD 2 728
"NoPor t MapsAvai | abl e"
Cannot be distingui shed from USER_EX_ QUOTA.
9 UNSUPP_PROTOCOL: 501 "ActionFail ed"
10 USER_ EX QUOTA: |1 GD:1 501 "ActionFailed" / I1GD 2 728
"NoPor t MapsAvai | abl e"
Cannot be di stingui shed from NO RESOURCES.

11 CANNOT_PROVI DE_EXTERNAL: 718 "Conflict| nMappi ngEntry" (see
Section 5.6.2) or 714 "NoSuchEntrylnArray" (see Section 5.8).

12 ADDRESS M SMATCH: 501 "ActionFail ed"
13 EXCESSI VE_REMOTE_PEERS: 501 "Acti onFail ed"
5. Specification of the | GDPCP | WF
This section covers scenarios with or without NAT in the I GD

This specification assunes that the PCP server is configured to
accept the MAP Opcode.

The 1 GD-PCP | WF handl es the "Mappi ng Nonce" the sane way as any PCP
client [RFC6887].

5.1. PCP Server Discovery
The 1 GD-PCP | WF i npl enents one of the discovery nethods identified in
[ RFC6887] (e.g., DHCP [PCP-DHCP-OPT]). The I GDPCP Interworking

Functi on behaves as a PCP client when communi cating with provisioned
PCP server(s).
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If no IPv4 address/ I Pv6 prefix is assigned to the I1G or the IGDis
unabl e to determ ne whether it should contact an upstream PCP server
the 1 GD- PCP I nterworking Functi on MJUST NOT be invoked.

If the 1G deternmines that it should establish communication with an
upstream PCP server (e.g., because of DHCP configuration or having
previously conmuni cated with a PCP server), a "501 ActionFail ed"
error nessage is returned to the requesting I1G Control Point if the
|GD-PCP IW fails to establish comunication with that PCP server
Note that the 1 GO PCP | WF proceeds to PCP nessage validation and
retransm ssion the same way as any PCP client [RFC6887].

5.2. Control of the Firewall

In order to configure security policies to be applied to i nbound and
outbound traffic, a UPnP | GD can be used to control a local firewal
engine. No IGD-PCP IW is therefore required for that purpose.

The use of the |G- PCP | W to control an upstream PCP-controll ed
firewall is out of scope for this docunent.

5.3. Port Mapping Tabl e

The 1 GD-PCP | W MUST store locally all the nmappings instantiated by
internal G Control Points in the PCP server. Al nappings SHOULD
be stored in pernmanent storage.

Upon recei pt of a PCP MAP response fromthe PCP server, the | GD PCP
I nterwor ki ng Functi on MJUST extract the encl osed mappi ng and MJST
store it in the local nmapping table. The local napping table is an
i mage of the mapping table as nmaintained by the PCP server for a

gi ven subscri ber

Each mapping entry stored in the local napping table is associated
with a lifetine as discussed in [RFC6887]. Additional considerations
specific to the G PCP I nterworking Function are discussed in
Section 5.9.

5.4. Interworking Function without NAT in the I1GD

When no NAT is enbedded in the 1@, the contents of received

WANI PConnecti on and PCP nessages are not altered by the | GD PCP

I nterworking Function (i.e., the contents of WANI PConnecti on nessages
are napped to PCP nessages (and mapped back), according to

Section 4.1).
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5.5. NAT Enbedded in the | GD

When NAT is enbedded in the 1GD, the | GD-PCP | WF updates the contents
of mappi ng messages received fromthe 1G Control Point. These
messages will contain an | P address and/or port nunber that belong to
an internal host. The |G PCP | W MUST update such nessages with the
| P address and/or port nunber belonging to the external interface of
the 1GD (i.e., after the NAT1 operation as depicted in Figure 4).

The 1GD-PCP I W intercepts all WAN PConnecti on nmessages issued by the
| GD Control Point. For each such nessage, the | GD- PCP | W t hen
generates one or nore correspondi ng requests (see Sections 4.1, 4.2,
and 4.3) and sends themto the provisioned PCP server.

Each request sent by the 1GD-PCP IW to the PCP server MJST reflect
the mapping informati on as enforced in the first NAT. Particularly,
the internal |P address and/or port nunber of the requests are
replaced with the I P address and/or port nunmber as assigned by the
NAT of the 1GD. For the reverse path, the G- PCP | WF intercepts PCP
response nessages and generates WANI PConnecti on response nessages.
The contents of the generated WANI PConnecti on response nessages are
set as follows:

o0 The internal |IP address and/or port nunber as initially set by the
| GD Control Point and stored in the |G NAT are used to update the
corresponding fields in received PCP responses.

0 The external |P address and port nunber are not altered by the
| GD- PCP I nterworking Function.

0 The NAT mapping entry in the |G is updated with the result of
each PCP request.

The lifetime of the mappings instantiated in the | GD SHOULD be the

one assigned by the term nating PCP server. |In any case, the
lifetinme MJUST NOT be | ower than the one assigned by the term nating
PCP server.
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5.6. Creating a Mapping

Two met hods can be used to create a mappi ng: AddAnyPort Mappi ng() and
AddPor t Mappi ng() .

5.6.1. AddAnyPort Mappi ng()

Wien an | GD Control Point issues an AddAnyPort Mapping() call, this

request is received by the 1G. The request is then relayed to the
| GD-PCP | W, which generates a PCP MAP request (see Section 4.1 for
mappi ng bet ween WANI PConnecti on and PCP paraneters).

If the IGD-PCP IW fails to send the MAP request to its PCP server
it follows the behavior defined in Section 5.1.

Upon recei pt of a PCP MAP response fromthe PCP server, the
corresponding UPnP I GD nethod is returned to the requesting | GD
Control Point (the contents of the nessages follow the
recomendations listed in Section 5.5 or Section 5.4, according to
t he depl oyed scenario). A flow exanple is depicted in Figure 5.

If a PCP error is received fromthe PCP server, a correspondi ng

WANI PConnecti on error code (see Section 4.3) is generated by the

| GD-PCP I W and sent to the requesting |G Control Point. [If a
short-lifetine error is returned (e.g., NETWORK FAI LURE,
NO_RESOURCES), the PCP I W MAY resend the sane request to the PCP
server after 30 seconds. |If a negative answer is received, the error
is then relayed to the requesting |1 GD Control Point.

Di scussion: Sone applications (e.g., uTorrent, Vuze, eMile) wait
90 seconds or nore for a response after sending a UPnP request.
If a short-lifetinme error occurs, resending the request may | ead
to a positive response fromthe PCP server. |1GD Control Points
are therefore not aware of transient errors.

Boucadair, et al. St andards Track [ Page 12]



RFC 6970 UPnP | GD- PCP | WF July 2013

UPNnP- PCP
UPnP Contr ol I nt er wor ki ng
Poi nt Functi on PCP Server

| | |
| (1) AddAnyPort Mappi ng() | |
| Ext er nal Port =8080 | |
R REREEEE T >| |
| (2) PCP MAP Request |

| Suggest ed External Port=8080 |

|

|

|

|

|
| (3) PCP MAP Response

| Assigned External Port=6598
|

|

|

(4) AddAnyPort Mappi ng()
Reser vedPor t =6598

Fi gure 5: Fl ow Exanpl e: AddAnyPort Mappi ng()
5.6.2. AddPort Mappi ng()

A dedi cated option called "PREFER FAI LURE" is defined in [ RFC6887] to
toggl e the behavior in a PCP request nessage. This option is
inserted by the 1G> PCP | WF when issuing its requests to the PCP
server only if a specific external port is requested by the | GD
Control Point.

Upon recei pt of AddPort Mapping() froman |G Control Point, the

| GD-PCP | W MUST generate a PCP MAP request with all requested

mappi ng i nformati on as indicated by the |G Control Point if no NAT
is enbedded in the | GD or updated as specified in Section 5.5. In
addition, the G PCP I W MJIST insert a PREFER_FAI LURE option in the
gener ated PCP request.

If the IGD-PCP W fails to send the MAP request to its PCP server,
it follows the behavior defined in Section 5.1.

If the requested external port is not available, the PCP server wll
send a CANNOT_PROVI DE_EXTERNAL error response:

1. If a short-lifetime error is returned, the | GD PCP | WF MAY resend
the sane request to the PCP server after 30 seconds without
relaying the error to the |G Control Point. The |G PCP | WF MAY
repeat this process until a positive answer is received or sone
maxi mumretry limt is reached. Wen the maxinumretry limt is
reached, the 1GD-PCP I W relays a negative nmessage to the 1GD
Control Point with ConflictlnMppingEntry as the error code.
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The maximumretry linmt is inplenentation-specific; its default
val ue is 2.

2. If along-lifetime error is returned, the 1GD-PCP I W relays a
negative nmessage to the 1G Control Point wth
ConflictlnMappingéntry as the error code.

The I GD Control Point may issue a new request with a different
requested external port nunmber. This process is typically repeated
by the G Control Point until a positive answer is received or sone
maximumretry limt is reached.

If the PCP server is able to create or renew a nmapping with the
requested external port, it sends a positive response to the | GO PCP
I WF.  Upon receipt of the response fromthe PCP server, the | G> PCP
| WF stores the returned mapping in its |local mapping table and sends
the correspondi ng positive answer to the requesting |G Contro
Point. This answer term nates the exchange.

Figure 6 shows an exanple of the flow exchange that occurs when the
PCP server satisfies the request fromthe I1CGD-PCP | W. Figure 7
shows the message exchange when the requested external port is not

avai l abl e.
UPnP- PCP
UPnP Contr ol I nt er wor ki ng
Poi nt Functi on PCP Server

| |
| (1) AddPort Mapping() |
| Ext ernal Port=8080 | |
R RREEREEEEE >| |
| (2) PCP MAP Request
| Suggest ed External Port=8080
| PREFER _FAI LURE |
|
|
|
|

|
| (3) PCP MAP Response

| Assigned External Port=8080
|

|

|

(4) AddPort Mappi ng()
Ext er nal Port =8080

Figure 6: Flow Exanple (Positive Answer)
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UPNnP- PCP
UPnP Contr ol I nt er wor ki ng
Poi nt Functi on PCP Server

|
| (1) AddPort Mapping()
| Ext er nal Port =8080

| |

| |
|- > |
| | (2) PCP MAP Request |
| | Suggest ed External Port=8080 |
| | PREFER _FAI LURE |
| | o >
| | (3) PCP MAP Response |
| | CANNOT_PROVI DE_EXTERNAL |
| | e |
| (4) Error: | |
| ConflictlnMppingEntry | |
| <o | |
| (5) AddPort Mapping() | |
| Ext er nal Port =5485 | |
e RREETEELES > |
| | (6) PCP MAP Request |
| | Suggest ed External Port=5485 |
| | PREFER_FAI LURE |
| | oo >
| | (7) PCP MAP Response |
| | CANNOT_PROVI DE_EXTERNAL |
| | <---mmmmmme e |
| (8) Error: | |
| ConflictlnMappingEntry | |
| <--mmm - | |
| (a) AddPortMapping() | |
| External Port=6591 | |
R RRREEEEEEES > |
| | (b) PCP MAP Request |
| | Suggest ed External Port=6591 |
I | PREFER_FAI LURE |
| [ o >|
| | (c) PCP MAP Response |
| | CANNOT_PROVI DE_EXTERNAL |
| ESREEEEEE R e EEEEEEEEEEREPP P |
| (d) Error: | |
| ConflictlnMappingEntry | |
| | |

Figure 7: Fl ow Exanpl e (Negative Answer)
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5.7.

5. 8.

Not e: According to sone experinents, sone UPnP 1.0 Control Point

i npl enentations, e.g., uTorrent, sinply try the sane external port
a nunber of tines (usually 4 times) and then fail if the port is
in use. Also note that sone applications use

CGet Speci fi cPort Mappi ngEntry() to determ ne whether a mapping

exi sts.

Listing One or a Set of Mappi ngs

In order to list active mappings, an | GD Control Point nmay issue
CGet Generi cPort Mappi ngEntry(), Get SpecificPortMappi ngEntry(), or
Get Li st O Por t Mappi ngs() .

Get Generi cPort Mappi ngEnt ry() and Cet Li st Of Port Mappi ngs() met hods MJST
NOT be proxied to the PCP server, since a |local nmapping is maintained
by the | GD-PCP | WF.

Upon recei pt of GetSpecificPortMappi ngéEntry() froman |G Contro
Point, the 1GD PCP | W MJUST check first to see if the external port
nunber is used by the requesting G Control Point. |f the externa
port is already in use by the requesting I GD Control Point, the

| G- PCP | WW MUST send back the mapping entry matching the request.

If not, the |G- PCP IW MIST relay to the PCP server a MAP request,
with short lifetine (e.g., 60 seconds), including a PREFER FAI LURE
option. If the |IGD-PCP IW fails to send the MAP request to its PCP
server, it follows the behavior defined in Section 5.1. If the
requested external port is in use, a PCP error nmessage will be sent
by the PCP server to the I G PCP I W indicating

CANNOT_PROVI DE_ EXTERNAL as the error cause. Then, the 1G PCP | W
rel ays a negative nessage to the G Control Point. |If the port is
not in use, the mapping will be created by the PCP server and a
positive response will be sent back to the IG>PCP IW. Once
received by the 1G-PCP IW, it MIST relay a negative nessage to the
| G Control Point indicating NoSuchEntrylnArray as the error code so
that the 1GD Control Point knows the queried mappi ng doesn’t exist.

Del ete One or a Set of Mappings: Del et ePort Mappi ng() or
Del et ePort Mappi nhgRange()

An | GD Control Point requests the deletion of one or a list of
mappi ngs by issuing Del et ePort Mappi ng() or Del et ePort Mappi ngRange() .

In 1GD: 2, we assune that the |1 GD applies the appropriate security
policies to determnmi ne whether a Control Point has the rights to

del ete one or a set of mappings. Wen authorization fails, the "606
Action Not Authorized" error code is returned to the requesting
Control Point.
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When Del et ePort Mappi ng() or Del et ePort Mappi ngRange() is received by
the 1GD-PCP IW, it first checks if the requested nappings to be
removed are present in the local mapping table. |f no nmapping

mat ching the request is found in the local table, an error code is
sent back to the I G Control Point: "714 NoSuchEntryl nArray" for

Del et ePort Mappi ng() or "730 Port Mappi ngNot Found" for

Del et ePort Mappi ngRange() .

Fi gure 8 shows an exanple of an I G Control Point asking to delete a
mappi ng that is not instantiated in the local table of the |W.

UPnP- PCP
UPnP Contr ol I nt erwor ki ng
Poi nt Functi on PCP Server

(2) Error:

|

| |

| |

| | |

| | |
| NoSuchEnt ryl nArray |

| |

| |

Figure 8: Local Delete (1GD PCP | W)

If a mapping matches in the local table, a PCP MAP del ete request is
generated. If no NAT is enabled in the 1GD, the |G PCP | WF uses the
i nput argunents as included in Del etePortMapping(). |If a NAT is
enabled in the 1G, the G- PCP | W instead uses the corresponding IP
address and port nunber as assigned by the |ocal NAT

If the IGD-PCP IW fails to send the MAP request to its PCP server
it follows the behavior defined in Section 5.1.

When a positive answer is received fromthe PCP server, the |G PCP
| WF updates its local mapping table (i.e., renoves the correspondi ng
entry) and notifies the |G Control Point of the result of the
renoval operation. Once the PCP MAP del ete request is received by
the PCP server, it renoves the corresponding entry. A PCP MAP
SUCCESS response is sent back if the renoval of the corresponding

entry was successful; if not, a PCP error nessage containing the
correspondi ng error cause (see Section 4.3) is sent back to the
| GD- PCP | WF.
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| f Del et ePort Mappi ngRange() is used, the |G PCP | WF does a | ookup in
its local mapping table to retrieve individual nmappings, instantiated
by the requesting Control Point (i.e., authorization checks), that
mat ch the signaled port range (i.e., the external port is within the
"StartPort" and "EndPort" argunents of Del etePortMappi ngRange()). |If
no mapping is found, the "730 Port Mappi ngNot Found" error code is sent
to the 1G Control Point (Figure 9). |If one or nore nappings are
found, the | GD-PCP | WF generates individual PCP MAP del ete requests
correspondi ng to these mappi ngs (see the exanple shown in Figure 10).

The 1 GD-PCP | WF MAY send a positive answer to the requesting | GD
Control Point without waiting to receive all the answers fromthe PCP

server.
UPnP- PCP
UPnP Cont r ol I nt erwor ki ng
Poi nt Functi on PCP Server

|
| (1) Del etePort Mappi ngRange() | |
| St art Port =8596 | |
| EndPort =9000 | |
| Pr ot ocol =UDP | |
[---mmmmm >| |
| |

| |

| |

|

|

|

| (2) Error:

| Por t Mappi ngNot Found
|
|

Figure 9: Flow Exanple: Error Encountered when Processing
Del et ePort Mappi ngRange()
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Figure 10 illustrates the exchanges that occur when the | W receives
Del et ePort Mappi ngRange(). In this exanple, only two mappi ngs havi ng
the external port number in the 6000-6050 range are maintained in the
| ocal table. The IW issues two MAP requests to del ete these

mappi ngs.
UPNnP- PCP
UPnP Contr ol I nt er wor ki ng
Poi nt Functi on PCP Server

| (1) Del etePort Mappi ngRange()

| Start Port=6000

| EndPort =6050

| Pr ot ocol =UDP

I >

|
| |
| |
| |
| |
| |
| (2a) PCP MAP Request
| Pr ot ocol =UDP |
| i nternal -i p-address
| i nternal -port |
| ext ernal -i p- addr ess
| ext er nal - port =6030
| Request ed-1ifeti me=0
N i
| (2b) PCP MAP Request
| Pr ot ocol =UDP |
| i nternal -i p-address
| i nternal - port |
| external -i p-address
| ext er nal - port =6045
| Requested-1ifetine=0
R EEEEEEEE R >|
| |
(3) Positive answer | |
NRREEEEEEEEEEEEEEEEEEEEEEEEE | |

|

|
Fi gure 10: Exanpl e of Del et ePort Mappi ngRange()

5.9. Renewi ng a Mapping

Because of the inconpatibility of napping lifetines between a UPnP
| GD and PCP, the |G- PCP | W MUST sinmulate | ong and even infinite
lifetinmes. |Indeed, for requests having a requested infinite

Port Mappi ngLeaseDuration, the | GO PCP | W MJUST set the Requested
Lifetime of the corresponding PCP request to 4294967296. |If

Port Mappi ngLeaseDuration is not infinite, the | G- PCP | W MIST set
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the Requested Lifetinme of the corresponding PCP request to the sane
val ue as Port Mappi ngLeaseDuration. Furthernore, the | G> PCP

I nt erwor ki ng Function MJUST maintain an additional tiner set to the
initial requested PortMppi ngLeaseDuration. Upon receipt of a
positive answer fromthe PCP server, the IG-PCP I W relays the
correspondi ng UPnP | GD response to the requesting | GD Control Point
wi t h Port Mappi ngLeaseDuration set to the sanme value as that of the
initial request. Then, the |G- PCP I W MJIST periodically renew the
constructed PCP mapping until the expiry of PortMppi ngLeaseDurati on.
Responses recei ved when renew ng the mappi ng MUST NOT be rel ayed to
the 1GD Control Point.

If an error is encountered during napping renewal, the |GD PCP
I nt erwor ki ng Function has no neans of informing the |G Control Point
of the error.

5.10. Rapid Recovery

Wien the IGD-PCP IW is co-located with the DHCP server, the state
mai nt ai ned by the 1 G PCP | W MJUST be updated using the state in the
| ocal DHCP server. Particularly, if an |IP address expires or is

rel eased by an internal host, the 1GPCP | W MIST delete all the
mappi ngs bound to that internal |P address.

Upon change of the external |P address of the | GD-PCP | W, the

| GO PCP | WF MAY renew the mappings it maintained. This can be
achieved only if a full state table is maintained by the | GO PCP | W
If the port quota is not exceeded in the PCP server, the | GD PCP | W
will receive a new external |P address and port nunbers. The | GD PCP
I WF has no neans of notifying internal |G Control Points of the
change of the external |P address and port nunbers. Stale nappings
will be maintained by the PCP server until their lifetime expires.

Note: If an address change occurs, protocols that are sensitive to
address changes (e.g., TCP) will experience disruption.

[ RFC6887] defines a procedure for the PCP server to notify PCP
clients of changes related to the mappings it naintains. Wen an
unsol i cited ANNOUNCE is received, the |G PCP | WF makes one or nore
MAP requests with the PREFER FAI LURE option to re-install its

mappi ngs. |If the PCP server cannot create the requested mappi ngs
(signaled with the CANNOT_PROVI DE_EXTERNAL error response), the

| GD-PCP | W has no neans of notifying internal | GD Control Points of
any changes of the external |P address and port nunbers.
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Unsolicited PCP MAP responses received froma PCP server are handl ed
as any normal MAP response. |f a response indicates that the
external |P address or port has changed, the |G- PCP | W has no neans
of notifying the internal 1G Control Point of this change.

Furt her analysis of PCP failure scenarios for the | GD PCP
I nterworking Function are discussed in [ PCP-FAlI LURE].

6. Security Considerations

| GD: 2 access control requirenments and authorization | evels SHOULD be
applied by default [1GD2]. Wwen ICGD: 2 is used, operation on behalf
of a third party SHOULD be allowed only if authentication and

aut horization are used [IGD2]. Wien only G 1 is avail abl e,
operation on behalf of a third party SHOULD NOT be all owed.

Thi s docunent defines a procedure to create PCP mappings for third-
party devices belonging to the sane subscriber. The neans for
preventing a malicious user fromcreating nmappi ngs on behal f of a
third party nmust be enabl ed as discussed in Section 13.1 of

[ RFC6887]. In particular, the TH RD_PARTY opti on MJST NOT be enabl ed
unl ess the network on which the PCP nessages are to be sent is fully
trusted -- for exanple, access control lists (ACLs) installed on the
PCP client, the PCP server, and the network between them so that
those ACLs allow only comruni cations froma trusted PCP client to the
PCP server.

An I GD Control Point that issues AddPort Mappi ng(),
AddAnyPort Mappi ng(), or Get SpecificPortMppi ngEntry() requests in a
shorter tinme frame will create a lot of mapping entries on the PCP
server. The neans for avoiding the exhaustion of port resources
(e.g., port quota, as discussed in Section 17.2 of [RFC6887]) SHOULD
be enabl ed.

The security considerations discussed in [RFC6887] and [ Sec_DCP]
shoul d be taken into account.

7. Acknow edgnents
The authors would like to thank F. Fontaine, C Jacquenet, X Deng,
G Montenegro, D. Thaler, R Tirumal eswar, P. Selkirk, T. Lenon,
V. Qurbani, and P. Yee for their review and conments.

F. Dupont contributed to preV|ous versi ons of this docunent. Thanks
go to himfor his thorough reviews and contri butions.

Boucadair, et al. St andards Track [ Page 21]



RFC 6970 UPnP | GD- PCP | WF July 2013

8. References
8.1. Normmtive References

[13aD1] UPnP Forum "WANI PConnection:1 Service Tenplate
Version 1.01", Novenber 2001, <http://upnp.org/specs/
gw UPnP- gw- WANI PConnect i on-v1- Servi ce. pdf >.

[1CD2] UPnP Forum "WANI PConnection: 2 Service", Septenber 2010,
<htt p://upnp. org/ specs/ gw
UPnP- gw WANI PConnect i on- v2- Ser vi ce. pdf >.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997.

[ RFC6887] Wng, D., Cheshire, S., Boucadair, M, Penno, R, and P.
Sel kirk, "Port Control Protocol (PCP)", RFC 6887,
April 2013.

8.2. Informative References

[ PCP- DESCR- OPT]
Boucadair, M, Penno, R, and D. Wng, "PCP Description
Option", Wrk in Progress, My 2013.

[ PCP- DHCP- OPT]
Boucadair, M, Penno, R, and D. Wng, "DHCP Options for
the Port Control Protocol (PCP)", Wirk in Progress,
March 2013.

[ PCP- FAI LURE]
Boucadair, M and R Penno, "Analysis of Port Control
Protocol (PCP) Failure Scenarios", Wrk in Progress,
May 2013.

[ PCP- PROXY]
Boucadair, M, Penno, R, and D. Wng, "Port Control
Prot ocol (PCP) Proxy Function", Wrk in Progress,
June 2013.

[ RFC6146] Bagnulo, M, Matthews, P., and |I. van Beijnum "Stateful

NAT64: Network Address and Protocol Translation fromlPv6
Cients to | Pv4 Servers", RFC 6146, April 2011.

Boucadair, et al. St andards Track [ Page 22]



RFC 6970 UPnP | GD- PCP | WF July 2013

[ RFC6333] Durand, A, Drons, R, Wodyatt, J., and Y. Lee,
"Dual - Stack Lite Broadband Depl oyments Fol | owi ng | Pv4
Exhaustion", RFC 6333, August 2011.

[ Sec_DCP] UPnP Forum "Device Protection:1 Service", February 2011,
<htt p://upnp. org/ specs/ gw
UPnP- gw Devi cePr ot ecti on-v1- Servi ce. pdf >.

Aut hors’ Addr esses

Mohamed Boucadai r
France Tel ecom
Rennes 35000
France

EMai | : nmohaned. boucadai r @r ange. com

Rei nal do Penno

Cisco Systems, Inc.

170 West Tasman Drive

San Jose, California 95134

USA
EMai | : repenno@i sco. com
Dan W ng

Ci sco Systens, Inc.

170 West Tasman Drive

San Jose, California 95134
USA

EMai |l : dwi ng@i sco. com

Boucadair, et al. St andards Track [ Page 23]



