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Abst ract

Thi s docunent anal yzes events that cause renunbering and descri bes
the current renunbering nethods. These are described in three
categories: those applicable during network design, those applicable
during preparation for renunbering, and those applicable during the
renunbering operation
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1. Introduction

Site renunbering is difficult. Network nanagers frequently attenpt
to avoid future renunbering by nunbering their network resources from
Provi der -1 ndependent (Pl) address space. However, w despread use of
Pl address space woul d aggravate BGP4 scaling problens [ RFC4116] and,
dependi ng on Regional Internet Registry (RIR) policies, Pl space is
not always available for enterprises of all sizes. Therefore, it is
desirable to devel op nechani snms that sinplify |IPv6 renunbering for
enterpri ses.

This docunent is an analysis of IPv6 site renunbering for enterprise
networks. It undertakes scenario descriptions, including
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docunentati on of current capabilities and existing practices. The
reader is assumed to be familiar with [ RFC4192] and [ RFC5887].
Proposal s for new technol ogy and nmethods are out of scope.

Since IPv4 and I Pv6 are logically separate fromthe perspective of
renunbering, regardl ess of overlapping of the |Pv4/lIPv6 networks or
devices, this docunent focuses on |IPv6 only, |eaving |Pv4 out of
scope. Dual -stack networks or | Pv4/1Pv6 transition scenarios are out
of scope as well.

Thi s docunent focuses on enterprise network renunbering; however,
nost of the analysis is also applicable to | SP network renunbering.
Renunbering in hone networks is out of scope, but it can also benefit
fromthe analysis in this docunent.

The concept of an enterprise network and a typical network
illustration are introduced first. Then, current renunbering nethods
are introduced according to the follow ng categories: those
appl i cabl e during network design, those applicable during preparation
for renunbering, and those applicable during the renunbering

operati on.

2. Enterprise Network Illustration for Renumnbering
An Enterprise Network, as defined in [ RFC4057], is a network that has
mul ti ple internal links, has one or nbre router connections to one or
nmore Providers, and is actively managed by a network operations
entity.
Figure 1 provides a sanple enterprise network architecture for a
sinmple case. Those entities mainly affected by renunbering are
illustrated:
* Cateway (Border router, firewall, web cache, etc.)
* Application server (for internal or external users)
* DNS and DHCP servers

* Routers

*

Hosts (desktops, etc.)
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Figure 1. Enterprise Network Illustration

February 2013

Address reconfiguration is fulfilled either by the Dynam c Host

Configuration Protocol for |IPve (DHCPv6) or by Nei ghbor
During a renunbering event,

(ND) for IPv6 protocols.

Di scovery

t he Donmai n Nanme

Service (DNS) records need to be synchroni zed while routing tables,

Access Control Lists (ACLs),

applications will work entirely on the basis of

and IP filtering tables in various
devices al so need to be updat ed.

It is taken for granted that

DNS nanes, but any

di rect dependencies on | P addresses in application-layer entities

nmust al so be updat ed.

The issue of static addresses is described in a dedi cated docunent

[ RFC6866] .

The emnergi ng cl oud- based enterprise network architecture m ght be
it is out of the scope of this
docunent since it is far fromnmature and has not been w dely depl oyed

different than Figure 1

yet.

However ,

It is assumed that |Pv6 enterprise networks are | Pv6-only or dual -
stack in which a logical IPv6 plane is independent fromlIPv4. As
ment i oned above, |Pv4/1Pv6 coexistence scenarios are out of scope.
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3. 1.

3. 2.

Thi s docunent focuses on routable unicast addresses; |ink-1ocal
mul ticast, and anycast addresses are also out of scope.

Enterprise Network Renunbering Scenari o Categories

In this section, we divide enterprise network renunbering scenarios
into two categories defined by external and internal network factors,
whi ch require renunbering for different reasons.

Renunbering Caused by External Network Factors
The following ISP uplink-related events can cause renunbering:

0 The enterprise network switches to a new | SP. VWhen this occurs,
the enterprise stops nunbering its resources fromthe prefix
all ocated by the old ISP and renunbers its resources fromthe
prefix allocated by the new I SP.

When the enterprise switches ISPs, a "flag day" renunbering event
[ RFC4192] may be averted if, during a transitional period, the
enterprise network may nunber its resources fromeither prefix.
One way to facilitate such a transitional period is for the
enterprise to contract service fromboth |ISPs during the
transition.

0 The renunbering event can be initiated by receiving new prefixes
fromthe sane uplink. This nmight happen if the enterprise network
is switched to a different location within the network topol ogy of
the sane | SP due to various considerations, such as comerci al
performance or services reasons, etc. Alternatively, the | SP
itself m ght be renunbered due to topol ogy changes or migration to
a different or additional prefix. These ISP renunbering events
would initiate enterprise network renunbering events, of course

o The enterprise network adds a new uplink(s) for nultihom ng
purposes. This might not be a typical renunbering case because
the original addresses will not be changed. However, initial
nunmbering may be considered as a special renunbering event. The
enterprise network renmoves uplink(s) or old prefixes.

Renunbering Caused by Internal Network Factors
0 As conpanies split, nmerge, grow, relocate, or reorganize, the

enterprise network architectures night need to be rebuilt. This
will trigger partial or total internal renunbering.
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4.

4,

0 The enterprise network might proactively adopt a new address
schene, for exanple, by switching to a new transition nmechani sm or
stage of a transition plan.

o0 The enterprise network m ght reorganize its topol ogy or subnets.
Net wor k Renunbering Consi derati ons and Current Methods

In order to carry out renunbering in an enterprise network,
systemati c planning and adnministrative preparation are needed.
Careful planning and preparation could nmake the renunbering process
snoot her .

Thi s section describes current considerations and nethods for
enterprise renunbering, chosen anong existing nechani sns. There are
known gaps anal yzed by [ GAP- ANALYSI S] and [ RFC6866]. |If these gaps
are filled in the future, enterprise renunbering could be processed
nore automatically, with fewer issues

1. Considerations and Current Methods during Network Design

Thi s section describes the considerations or issues relevant to
renunbering that a network architect should carefully plan when
bui | di ng or designing a new networKk.

- Prefix Del egation (PD)

In a large or a nultisite enterprise network, the prefix should be
careful ly managed, particularly for renunbering events. Prefix

i nformati on needs to be delegated fromrouter to router. The DHCPv6
PD options ([ RFC3633] and [ RFC6603]) provide a nechani sm for

aut omat ed del egation of |1Pv6 prefixes. Normally, DHCPv6 PD options
are used between the internal enterprise routers; for exanple, a
router receives a prefix(es) fromits upstreamrouter (a border
gateway or edge router, etc.) through DHCPv6 PD options and then
advertises it (them to the local hosts through Router Advertisenent
(RA) nessages.

- Usage of Fully Qualified Domain Names (FQDNs)

In general, FQDNs are reconmended to be used to configure network
connectivity, such as tunnels, servers, etc. The capability to use
FQDNs as endpoi nt names has been standardized in several RFCs (e.g.
for | Psec [ RFC5996]) although nmany system network administrators do
not realize that it is there and it works well as a way to avoid
manual nodification during renunbering.
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Note that using FQDNs would rely on DNS systens. For a link-loca
network that does not have a DNS system nulticast DNS [ RFC6762]
could be utilized. For some specific circunstances, using FQDNs

m ght not be chosen if adding DNS service in the node/ network woul d
cause undesired conplexity or issues.

Service discovery protocols such as the Service Location Protoco

[ RFC2608], nulticast DNS with Service Records (SRVs), and DNS Service
Di scovery [RFC6763] use names and can reduce the nunmber of places
that | P addresses need to be configured. However, it should be noted
that these protocols are normally used |ink-1ocal only.

Net wor k desi gners generally have little control over the design of
application software. However, it is inportant to avoid any software
that has a built-in dependency on | P addresses instead of FQDNs

[ RFC6866] .

- Usage of Paraneterized Address Configuration

Besi des DNS records, |P addresses night also be configured in many
ot her places such as ACLs, various IP filters, various kinds of text-
based configuration files, etc.

In sone cases, one |P address can be defined as a val ue once, and
then the admi nistrators can use either keywords or variables to cal
the value in other places such as a sort of internal inheritance CLI
(conmand line interface) or other local configuration. Anmong the
real current devices, sonme routers support defining nultiple |oopback
interfaces that can be called in other configurations. For exanple,
when defining a tunnel, it can call the defined | copback interface to
use its address as the |ocal address of the tunnel

This kind of paraneterized address configuration is recomended,
since it nakes managi ng a renunbering event easier by reducing the
nunber of places where a device’'s configuration nust be updated.

- Usage of Unique Local Addresses (ULASs)

ULAs are defined in [RFC4193] as Pl prefixes. Since thereis a
40-bit pseudorandomfield in the ULA prefix, there is no practica
risk of collision (please refer to Section 3.2.3 in [RFC4193] for
nore detail). For enterprise networks, using ULA sinultaneously wth
PA addresses can provide a local routing plane |logically separated
fromthe global routing plane. The benefit is to ensure stable and
specific local comunication regardless of any ISP uplink failure.
This benefit is especially neaningful for renunbering. It mainly

i ncludes three use cases descri bed bel ow
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o During the transition period, it is desirable to isolate |oca
communi cation changes in the global routing plane. |f we use ULA
for the local communication, this isolation is achieved.

o0 Enterprise administrators mght want to avoid the need to renunber
their internal-only, private nodes when they have to renunber the
PA addresses of the whol e network because of changing | SPs, |SPs

restructuring their address allocation, or any other reasons. In
these situations, a ULAis an effective tool for the internal-only
nodes.

o0 ULAs can be a way of avoiding renunbering fromhaving an inpact on
mul ticast. In nost deploynents, nulticast is only used internally
(intra-domain), and the addresses used for nulticast sources and
Rendezvous Poi nts need not be reachabl e nor routable externally.
Hence, one may, at least internally, nmake use of ULAs for
mul ticast-specific infrastructure.

- Address Types

Thi s docunent focuses on the dynamically configured gl obal unicast
addresses in enterprise networks. They are the targets of
renunberi ng events.

Manual |y configured addresses are not scalable in nediumto |arge
sites; hence, they should be avoided for both network el enments and
application servers [ RFC6866] .

- Address configuration nodels

In I Pv6 networks, there are two autoconfiguration nodels for address
assignnent after each host obtains a link-local address: Statel ess
Address Autoconfiguration (SLAAC) [ RFC4862] by ND [ RFC4861] and
stateful address configuration by DHCPv6 [ RFC3315]. |In the | atest
wor k, DHCPv6 may al so support the host-generated address nodel by
assigning a prefix through DHCPv6 nessages [ PREFI X- DHCPVE] .

SLAAC i s considered to support easy renunbering by broadcasting an RA
nmessage with a new prefix. DHCPv6 can also trigger the renunbering
process by sendi ng uni cast RECONFI GURE nessages, though it m ght
cause a large nunber of interactions between hosts and the DHCPv6
server.

Thi s docunent has no preference between the SLAAC and DHCPv6 address
configuration nodels. It is the network architect’s job to decide
whi ch configuration nodel is enployed. However, it should be noticed
that using DHCPv6 and SLAAC together wi thin one network, especially
in one subnet, m ght cause operational issues. For exanple, sone
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hosts use DHCPv6 as the default configuration nodel while sone use
ND. Then, the host’s address configurati on nodel depends on the
policies of operating systems and cannot be controlled by the
network. Section 5.1 of [GAP-ANALYSIS] discusses nore details on
this topic. So, in general, this docunment recomends using DHCPv6 or
SLAAC i ndependently in different subnets.

However, since DHCPv6 is also used to configure nany other network
paraneters, there are ND and DHCPv6 coexi stence scenari 0s.

Conbi nati ons of address configuration nodels mght coexist within a
single enterprise network. [SAVI] provides reconmendations to avoid
collisions and to review collision handling in such scenari os.

- DNS

Al t hough the A6 DNS record nodel [RFC2874] was designed for easier
renunbering, it left many unsol ved technical issues [ RFC3364].
Therefore, it has been noved to Historic status [ RFC6563] and shoul d
not be used.

Oten, a small site depends on its ISP"s DNS system rather than
mai ntaining its own. \When renunbering, this requires admnistrative
coordi nati on between the site and its ISP

It is reconmmended that the site have an automatic and systematic
procedure for updating/synchronizing its DNS records, including both
forward and reverse mapping. 1In order to sinplify the operationa
procedure, the network architect should combine the forward and
reverse DNS updates in a single procedure. A nmanual on-demand
updati ng nodel does not scale and increases the chance of errors.

Ei ther a database-driven nechanism a secure dynam ¢ DNS update

[ RFC3007], or both could be used.

A dynani ¢ DNS update can be provided by the DHCPv6 client or by the
server on behal f of individual hosts. [RFC4704] defines a DHCPv6
option to be used by DHCPv6 clients and servers to exchange

i nformati on about the client’s FQDN and about who has the
responsibility for updating the DNS with the associ ated AAAA and PTR
(Poi nter Record) RRs (Resource Records). For exanple, if a client
wants the server to update the FQDN address mapping in the DNS
server, it can include the ient FQDN option with proper settings in
the SOLICIT with Rapid Conmit, REQUEST, RENEW and REBI ND nessage
originated by the client. Wen the DHCPv6 server gets this option

it can use a secure dynani c DNS update on behalf of the client. This
docunent suggests use of this FQDN option. However, since it is a
DHCPv6 option, only the DHCP- managed hosts can nake use of it. In
SLAAC node, hosts need either to use a secure dynam ¢ DNS update
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directly, or to register addresses on a registration server. This
could in fact be a DHCPv6 server (as described in [ADDR-REG); then
the server woul d update correspondi ng DNS records.

- Security

Any autonmatic renunbering schene has a potential exposure to
hijacking. A malicious entity in the network could forge prefixes to
renunber the hosts, so proper network security nmechani snms are needed.
Further details are in the Security Considerations section bel ow

- M scel | aneous

A site or network should al so avoi d enbeddi ng addresses from ot her

sites or networks in its own configuration data. |Instead, the FQDNs
shoul d be used. Thus, connections can be restored after renunbering
events at other sites. This also applies to host-based connectivity.

4.2. Considerations and Current Methods for the Preparation of
Renunberi ng

In ND, it is not possible to reduce a prefix’s lifetime to bel ow two
hours. So, renunbering should not be an unpl anned sudden event.
This issue could only be avoided by early planning and preparation

This section describes several recommendati ons for the preparation of
an enterprise renunbering event. By adopting these reconmendati ons,
a site could be renunbered nore easily. However, these
recomendati ons mght increase the daily traffic, server |oad, or
burden of network operation. Therefore, only those networks that are
expected to be renunbered soon, or very frequently, should adopt

t hese recomendati ons, with bal anced consi deration between daily cost
and renunbering cost.

- Reduce the address preferred tinme or valid tinme or both
Long-lifetime addresses night cause issues for renunbering events.
Particularly, sone offline hosts m ght reconnect using these
addresses after renunbering events. Shorter, preferred lifetines
with relatively long valid lifetinmes may all ow short transition
peri ods for renunbering events and avoid frequent address renewal s.
- Reduce the DNS record Tine to Live (TTL) on the |l ocal DNS server

The DNS AAAA RR TTL on the local DNS server should be manipul ated to
ensure that stal e addresses are not cached.
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Recent research [BA2011] [JSBM2002] indicates that it is both
practical and reasonable for A AAAA and PTRs that belong to | eaf
nodes of the DNS (i.e., not including the DNS root or DNS top-I|eve
domai ns) to be configured with very short DNS TTL val ues, not only
during renunbering events but also for |onger-term operation

- Reduce the DNS configuration lifetine on the hosts

Since the DNS server could be renunbered as well, the DNS
configuration lifetime of the hosts should al so be reduced if
renunbering events are expected. In ND, the DNS configuration can be

done through reducing the lifetinme value in the Recursive DNS Server
(RDNSS) option [ RFC6106]. | n DHCPv6, the DNS configuration option

specified in [ RFC3646] doesn't provide a lifetinme attribute, but we
can reduce the DHCPv6 client lease time to achieve a simlar effect.

- ldentify long-1living sessions

Any applications that nmaintain very long transport connections (hours
or days) should be identified in advance, if possible. Such
applications will need special handling during renunbering, so it is
i mportant to know that they exist.

4.3. Considerations and Current Methods during Renunbering Operation

Renunbering events are not instantaneous events. Nornmally, there is
transition period in which both the old prefix and the new prefix are
used in the site. Better network design and nmanagenent, better
preparation, and a longer transition period are helpful to reduce the
i ssues during a renunbering operation

- Wthin/Wthout a flag day

As is described in [RFC4192] "a 'flag day’ is a procedure in which
the network, or a part of it, is changed during a planned outage, or
suddenl y, causing an outage while the network recovers"

If a renunbering event is processed within a flag day, the network
service/connectivity will be unavailable for a period until the
renunbering event is conpleted. It is efficient and provides

conveni ence for network operation and nmanagenment. However, a network
outage is usually unacceptable for end users and enterprises. A
renunbering procedure without a flag day provides snooth address

swi tching, but much nore operational conplexity and difficulty is

i ntroduced.
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- Transition period

If a renunbering transition period is |longer than all address
lifetimes, after which the address | eases expire, each host wll
automatically pick up its new IP address. In this case, it would be
the DHCPv6 server or RA itself that automatically acconplishes client
r enunberi ng.

Addr ess deprecation should be associated with the deprecation of
associ ated DNS records. The DNS records should be deprecated as
early as possible, before the addresses thensel ves.

- Network initiative enforced renunbering

If the network has to enforce renunbering before address | eases
expire, the network should initiate DHCPv6 RECONFI GURE nessages. For
some operating systens such as Wndows 7, if the hosts receive RA
messages with ManagedFl ag=0, they will rel ease the DHCPv6 addresses
and utilize SLAAC according to the prefix information in the RA
messages, so this could be another enforcenent nmethod for some

speci fic scenari os.

- Inpact on main and branch sites

Renunbering in the main site night cause inpact on branch site
communi cations, and vice versa. The routes, ingress filtering of the
site’'s gateways, and DNS ni ght need to be updated. This needs
careful planning and organi zi ng.

- DNS record update and DNS configuration on hosts

DNS records on the | ocal DNS server should be updated if hosts are
renunbered. |If the site depends on an ISP's DNS system it should
report the new hosts’ DNS records to its ISP. During the transition
period, both old and new DNS records are valid. |If the TTLs of DNS
records are shorter than the transition period, an adninistrative
operation m ght not be necessary.

DNS configurati on on hosts should be updated if |ocal recursive DNS
servers are renunbered. During the transition period, both old and
new DNS server addresses might coexist on the hosts. |If the lifetine
of DNS configuration is shorter than the transition period, name
resolving failure nay be reduced to a m ni num
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- Tunnel concentrator renunbering

A tunnel concentrator itself mght be renunbered. This change should
be reconfigured in relevant hosts or routers, unless the
configuration of the tunnel concentrator was based on FCQDN

For | Psec, Internet Key Exchange Protocol version 2 (IKEv2) [ RFC5996]
defines the 1D FQDN Identification type, which could be used to
identify an I Psec VPN concentrator associated with a site’s domain
nane. For current practice, the comunity needs to change its bad
habit of using IPsec in an address-oriented way, and renunbering is
one of the main reasons for that.

- Connectivity session survivability

During the renunbering operations, connectivity sessions in the IP

| ayer would break if the old address is deprecated before the session
ends. However, the upper-layer sessions can survive by using session
survivability technol ogi es, such as Stanza Headers and | nternet

Met adata 6 (SHI M) [ RFC5533]. As nentioned above, some long-1living
applications may need to be handl ed specially.

- Verification of success

The renunbering operation should end with a thorough check that all
network el enments and hosts are using only the new prefixes and that
net wor k managenent and nonitoring systens thenselves are stil
operating correctly. A database clean up may al so be needed.

5. Security Considerations

Any automatic renunbering schenme has a potential exposure to

hi jacking by an insider attack. For attacks on ND, SEcure Nei ghbor

Di scovery (SEND) [RFC3971] is a possible solution, but it is conplex
and there is alnost no real deploynent at the tine of witing.
Conpared to the nontrivial deploynent of SEND, RA-CGuard [ RFC6105] is
a lightweight alternative that focuses on preventing rogue router
advertisenents in a network. However, it is also not w dely depl oyed
at the time when this neno was published.

For DHCPv6, there are built-in secure nmechanisns (like Secure DHCPv6
[ SECURE- DHCPV6] ), and aut henticati on of DHCPv6 nessages [ RFC3315]
could be utilized. However, these security nmechani sns al so have not
been verified by wi despread deploynment at the time of witing.
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A site that is listed by I P address in a blacklist can escape that
list by renunbering itself. However, the new prefix night be back on
a blacklist rather soon if the root cause for being added to such a
list is not corrected. |In practice, the cost of renunbering will
typically be much larger than the cost of getting off the blacklist.

A Dynani c DNS update might bring risk of a Denial-of-Service (DoS)
attack to the DNS server. So, along with the update authentication,
session filtering/limtation might also be needed.

The "make- bef ore-break™ approach of [RFC4192] requires the routers to
keep advertising the old prefixes for sone tine. However, if the |SP
changes the prefixes very frequently, the coexistence of old and new
prefixes might cause potential risk to the enterprise routing system
since the old address relevant route path nmight already be invalid
and the routing systemjust doesn’'t knowit. However, normally,
enterprise scenarios don’t involve this extrenme situation
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