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Abst ract

Thi s docunent describes a sinple distributed i ndex systemto be used
by a Locator/ID Separation Protocol (LISP) Ingress Tunnel Router
(ITR) or Map-Resolver (MR) to find the Egress Tunnel Router (ETR)
that holds the mapping information for a particul ar Endpoi nt
Identifier (EID). The MR can then query that ETR to obtain the
actual mappi ng i nformation, which consists of a list of Routing
Locators (RLOCs) for the EID. Terned the Alternative Logica

Topol ogy (ALT), the index is built as an overlay network on the
public Internet using the Border Gateway Protocol (BGP) and Generic
Rout i ng Encapsul ation (GRE).

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6836
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1. I nt roducti on

Thi s docunent describes the LISP+ALT system used by an [ RFC6830]

I ngress Tunnel Router (ITR) or MRto find the Egress Tunnel Router
(ETR) that holds the RLOC mapping information for a particul ar
Endpoint ldentifier (EID). The ALT network is built using the Border
Gat eway Protocol (BGP) [RFC4271], BGP nultiprotocol extensions
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[ RFCA760], and Generic Routing Encapsulation (GRE) [ RFC2784] to
construct an overlay network of devices (ALT-Routers) that operate on
El D-Prefixes and use ElDs as forwardi ng destinations.

ALT-Rout ers advertise hierarchically del egated segnents of the EID
nanespace (i.e., prefixes) toward the rest of the ALT; they also
forward traffic destined for an EID covered by one of those prefixes
toward the network elenment that is authoritative for that EID and is
the origin of the BGP advertisenment for that EID-Prefix. An |ITR uses
this overlay to send a LI SP Map- Request (defined in [RFC6830]) to the
ETR that holds the EID-to-RLOC mapping for a matching EID-Prefix. In
nost cases, an | TR does not connect directly to the overlay network
but instead sends Map- Requests via a Map-Resol ver (described in

[ RFC6833]) that does. Likewise, in nost cases, an ETR does not
connect directly to the overlay network but instead registers its
ElID-Prefixes with a Map-Server that advertises those ElID Prefixes on
to the ALT and forwards Map-Requests for themto the ETR

It is inmportant to note that the ALT does not distribute actua

El D-t 0o- RLOC nappings. What it does provide is a forwarding path from
an I TR (or MR) that requires an EID-to-RLOC mapping to an ETR that

hol ds that mapping. The ITR/MR uses this path to send an ALT

Dat agram (see Section 3) to an ETR, which then responds with a

Map- Repl y containing the needed mapping i nformation

One design goal for LISP+ALT is to use existing technol ogy wherever
possible. To this end, the ALT is intended to be built using

of f-the-shel f routers that already inplenent the required protocols
(BGP and GRE); little, if any, LISP-specific nodifications should be
needed for such devices to be deployed on the ALT (see Section 7 for
aggregation requirenents). Note, though, that organi zational and
operational considerations suggest that ALT-Routers be both logically
and physically separate fromthe "native" Internet packet transport
system deploying this overlay on those routers that are already
participating in the global routing systemand actively forwarding
Internet traffic is not recomended.

This specification is experimental, and there are areas where further
experience i s needed to understand the best inplenmentation strategy,
operational nodel, and effects on Internet operations. These areas

i ncl ude:

o application effects of on-denmand route map di scovery
o tradeoff in connection setup tine vs. ALT design and perfornance

when using a Map Request instead of carrying initial user data in
a Dat a- Probe
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0 best practical ways to build ALT hierarchies

o effects of route | eakage from ALT to the current |nternet,
particularly for LISP-to-non-LISP interworking

o effects of exceptional situations, such as denial-of-service (DoS)
att acks

Experi mentati on, measurenents, and depl oynent experience on these
aspects is appreciated. Wile these issues are conceptually well -
understood (e.g., an ALT | ookup causes potential delay for the first
packet destined to a given network), the real -world operationa
effects are nuch | ess clear

The renmai nder of this document is organized as follows: Section 2
provides the definitions of terns used in this docunent. Section 3
outlines the LISP-ALT nodel, where EID-Prefixes are advertised using
BGP on an overlay network (the "ALT") and Map- Requests are forwarded
across it. Section 4 provides a basic overview of the LISP
Alternative Logi cal Topol ogy architecture, and Section 5 describes
how the ALT uses BGP to propagate EID reachability over the overlay
network. Section 6 describes other considerations for using BGP on
the ALT. Section 7 describes the construction of the ALT aggregation
hi erarchy, and Section 8 discusses how LI SP-ALT el enents are
connected to formthe overlay network. Section 9 discusses security
consi derations relevant to LI SP+ALT.

2. Definition of Terns

This section provides high-level definitions of LISP concepts and
conmponents involved with and affected by LI SP+ALT.

Al ternative Logical Topology (ALT): The virtual overlay network
made up of tunnels between LISP-ALT Routers. The Border Gateway
Protocol (BGP) runs between ALT-Routers and is used to carry
reachability information for EID Prefixes. The ALT provides a way
to forward Map- Requests (and, if supported, Data-Probes) toward
the ETR that "owns" an EID-Prefix. As a tunneled overlay, its
performance is expected to be quite limted, so using it to
forward hi gh-bandwi dth fl ows of Data-Probes is strongly
di scouraged (see Section 3.3 for additional discussion).

ALT-Router: The device that runs on the ALT. The ALT is a static
network built using tunnels between ALT-Routers. These routers
are deployed in a roughly hierarchical mesh in which routers at
each level in the topology are responsible for aggregating
EID-Prefixes |earned fromthose logically "bel ow' them and
advertising summary prefixes to those logically "above" them
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Prefix |l earning and propagati on between ALT-Routers is done using
BGP. An ALT-Router at the |lowest level, or "edge" of the ALT,
learns EID-Prefixes fromits "client" ETRs. See Section 3.1 for a
description of how EID-Prefixes are | earned at the "edge" of the
ALT. See also Section 6 for details on how BGP is configured
between the different network elenments. Wen an ALT- Router
receives an ALT Datagram it |ooks up the destination EIDin its
forwardi ng table (conposed of EID-Prefix routes it |earned from
nei ghboring ALT-Routers) and forwards it to the |ogical next hop
on the overlay network

Endpoint ID (EID): A 32-bit (for 1Pv4) or 128-bit (for |Pv6) val ue
used to identify the ultimte source or destination for a LISP-
encapsul at ed packet. See [RFC6830] for details.

EID-Prefix: A set of ElIDs delegated in a power-of-two bl ock
I nformation about EID-Prefixes is exchanged anong ALT- Routers (not
on the global Internet) using BGP, and EID Prefixes are expected
to be assigned in a hierarchical manner such that they can be
aggregated by ALT-Routers. Such a block is characterized by a
prefix and a length. Note that while the ALT routing system
considers an EID-Prefix to be an opaque bl ock of EIDs, an end site
may put site-local, topologically relevant structure (subnetting)
into an EID-Prefix for intra-site routing.

Aggregated EID-Prefixes: A set of individual ElID Prefixes that have
been aggregated in the [ RFC4632] sense.

Map- Server (MS): An edge ALT-Router that provides a registration
function for non-ALT-connected ETRs, originates EID Prefixes into
the ALT on behal f of those ETRs, and forwards Map-Requests to
them See [RFC6833] for details.

Map- Resol ver (MR): An edge ALT-Router that accepts an Encapsul ated
Map- Request from a non- ALT-connected | TR, decapsulates it, and
forwards it on to the ALT toward the ETR that owns the requested
EID-Prefix. See [RFC6833] for details.

I ngress Tunnel Router (ITR): A router that sends LISP Map- Requests
or encapsul ates | P datagrans with LI SP headers, as defined in
[RFC6830]. In this docunment, "ITR"' refers to any device

i mpl ementing I TR functionality, including a Proxy-1TR (see
[ RFC6832]). Under some circunstances, a LI SP Map- Resol ver nmay
al so originate Map- Requests (see [ RFC6833]).
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Egress Tunnel Router (ETR): A router that sends LISP Map-Replies
in response to LI SP Map- Requests and decapsul ates LI SP-
encapsul ated | P datagranms for delivery to end-systens, as defined
in [RFC6830]. In this docunment, "ETR' refers to any device
i npl ementing ETR functionality, including a Proxy-ETR (see
[ RFC6832]). Under sonme circunstances, a LISP Map-Server nay al so
respond to Map- Requests (see [ RFC6833]).

Routing Locator (RLOC): A routable IP address for a LISP Tunne
Router (I TR or ETR). Interchangeably referred to as a "l ocator"
in this docunent. An RLOC is also the output of an EID-to-RLOC
mappi ng | ookup; an EID-Prefix maps to one or nore RLCCs.

Typically, RLOCs are nunbered from topol ogically aggregatabl e

bl ocks that are assigned to a site at each point where it attaches
to the global Internet; where the topology is defined by the
connectivity of provider networks, RLOCs can be thought of as
Provi der- Assi gned (PA) addresses. Routing for RLOCs is not
carried on the ALT.

El D-t o- RLOC Mappi ng: A binding between an EID-Prefix and the set of
RLOCs that can be used to reach it; sonetines sinply referred to
as a "mappi ng".

EID-Prefix Reachability: An EID-Prefix is said to be "reachable" if
at least one of its Locators is reachable. That is, an EID-Prefix
is reachable if the ETR that is authoritative for a given
El D-t 0o- RLOC napping i s reachable.

Default Mapping: A mapping entry for EID-Prefix 0.0.0.0/0 (::/0 for
IPv6). It maps to a Locator-Set used for all EIDs in the
Internet. |If there is a nore-specific EID-Prefix in the
map-cache, it overrides the Default Mapping entry. The Default
Mappi ng entry can be | earned by configuration or froma Map-Reply
nessage

ALT Default Route: An EID-Prefix value of 0.0.0.0/0 (or ::/0 for
| Pv6) that nmay be learned fromthe ALT or statically configured on
an edge ALT-Router. The ALT Default Route defines a forwarding
path for a packet to be sent into the ALT on a router that does
not have a full ALT forwardi ng database.
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3. The LI SP-ALT Model

The LI SP-ALT nodel uses the sane basic query/response protocol that

is docunented in [RFC6830]. In particular, LISP+ALT provides two
types of packets that an I TR can originate to obtain El D-to-RLOC
mappi ngs:

Map- Request: A Map- Request nessage is sent into the ALT to request
an ElD-to-RLOC mappi ng. The ETR that owns the mapping wll
respond to the ITRwith a Map-Reply nessage. Since the ALT only
forwards on EID destinations, the destination address of the
Map- Request sent on the ALT nust be an El D

Dat a- Probe: Alternatively, an I TR may encapsul ate and send the first
data packet destined for an EID with no known RLOCs into the ALT
as a Data-Probe. This mght be done to mnimze packet |oss and
to probe for the mapping. As above, the authoritative ETR for the
EID-Prefix will respond to the ITR with a Map-Reply nessage when
it receives the data packet over the ALT. As a side-effect, the
encapsul at ed data packet is delivered to the end-systemat the ETR
site. Note that the Data-Probe’s inner |P destination address,
which is an EID, is copied to the outer |IP destination address so
that the resulting packet can be routed over the ALT. See
Section 3.3 for caveats on the usability of Data-Probes.

The term "ALT Datagram' is shorthand for a Map- Request or Data- Probe
to be sent into or forwarded on the ALT. Note that such packets use
an RLOC as the outer-header source |P address and an EID as the

out er-header destination |P address.

Detai |l ed descriptions of the LISP packet types referenced by this
document may be found in [ RFC6830].

3.1. Routability of EIDs

A LISP EID has the sane syntax as an | P address and can be used,

unal tered, as the source or destination of an IP datagram In
general, though, EIDs are not routable on the public Internet; LISP+
ALT provides a separate, virtual network, known as the LISP
Alternative Logi cal Topol ogy (ALT) on which a datagram using an EID
as an | P destination address nmay be transmitted. This network is
built as an overlay on the public Internet using tunnels to

i nterconnect ALT-Routers. BGP runs over these tunnels to propagate
path informati on needed to forward ALT Datagrans. Inportantly, while
the ETRs are the source(s) of the unaggregated ElI D Prefixes, LISP+ALT
uses existing BGP nechanisns to aggregate this information
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3.1.1. Mechanisms for an ETR to Oiginate El D Prefixes

There are three ways that an ETR nmay originate its mappings into

the ALT:

1. By registration with a Map-Server, as docunented in [ RFC6833].
This is the conmon case and is expected to be used by the
majority of ETRs.

2. Using a "static route"” on the ALT. Where no Map-Server is
avai l abl e, an edge ALT-Router nmay be configured with a "static
EID-Prefix route" pointing to an ETR

3. Edge connection to the ALT. |If a site requires fine-grained
control over howits EID Prefixes are advertised into the ALT, it
may configure its ETR(s) with tunnel and BGP connections to edge
ALT- Rout er s.

3.1.2. Mechanisnms for an ITRto Forward to EID Prefixes

There are three ways that an I TR may send ALT Dat agrans:

1. Through a Map-Resol ver, as docunmented in [RFC6833]. This is the
common case and is expected to be used by the magjority of |TRs.

2. Using a "default route". \Were a Mp-Resolver is not avail able,
an | TR may be configured with a static ALT Default Route pointing
to an edge ALT-Router.

3. Edge connection to the ALT. If a site requires fine-grained
know edge of what prefixes exist on the ALT, it may configure its
I TR(s) with tunnel and BGP connections to edge ALT-Routers.

3.1.3. Map-Server Mdel Preferred

The ALT-connected | TR and ETR cases are expected to be rare, as the

Map- Server / Map- Resol ver nodel is sinpler for an | TR ETR operator to

use and al so provides a nore general service interface to not only

the ALT but to other mappi ng databases that may be devel oped in the
future.
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3.2. Connectivity to Non-LISP Sites

As stated above, ElIDs used as | P addresses by LISP sites are not
routable on the public Internet. This inplies that, absent a
mechani sm for comuni cati on between LI SP and non-LISP sites,
connectivity between themis not possible. To resolve this problem
an "interworking" technol ogy has been defined; see [ RFC6832] for
details.

3.3. Caveats on the Use of Data-Probes

It is worth noting that there has been a great deal of discussion and
controversy about whether Data-Probes are a good idea. On the one
hand, using themoffers a method of avoiding the "first packet drop"
probl em when an | TR does not have a nmapping for a particul ar
EID-Prefix. On the other hand, forwarding data packets on the ALT
would require that it either be engineered to support relatively high
traffic rates, which is not generally feasible for a tunnel ed
network, or that it be carefully designed to aggressively rate-lint
traffic to avoid congestion or DoS attacks. There may al so be issues
caused by different | atency or other perfornmance characteristics
between the ALT path taken by an initial Data-Probe and the
"Internet” path taken by subsequent packets on the sane flow once a
mapping is in place on an ITR  For these reasons, the use of

Dat a- Probes is not recomended at this tinme; they should only be
originated froman I TR when explicitly configured to do so, and such
configuration should only be enabl ed when perform ng experinents
intended to test the viability of using Data-Probes.

4. LI SP+ALT: Overview

LI SP+ALT is a hybrid push/pull architecture. Aggregated El D Prefixes
are advertised anmong the ALT-Routers and to those (rare) |TRs that
are directly connected via a tunnel and BG? to the ALT. Specific

El D-t o- RLOC mappi ngs are requested by an I TR (and returned by an ETR)
using LISP when it sends a request either via a Map-Resolver or to an
edge ALT- Router.

The basic idea enbodied in LISP+ALT is to use BGP, running on a
tunnel ed overlay network (the ALT), to establish reachability between
ALT-Routers. The ALT BGP Routing Information Base (RIB) is conprised
of EID-Prefixes and associ ated next hops. ALT-Routers interconnect
usi ng BGP and propagate EI D Prefix updates anong thensel ves.
EID-Prefix information is learned fromETRs at the "edge" of the ALT
ei ther through the use of the Map-Server interface (the comobn case),
by static configuration, or by BGP-speaki ng ETRs.
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Map- Resol vers | earns paths through the ALT to Map-Servers for
EID-Prefixes. An ITRw Il nornmally use a Map-Resolver to send its
ALT Datagrans on to the ALT but nmay, in unusual cases (see

Section 3.1.2), use a static ALT Default Route or connect to the ALT
using BGP. Likewise, an ETR will normally register its prefixes in
t he mappi ng dat abase using a Map-Server or can sonetines (see
Section 3.1.1) connect directly to the ALT using BGP. See [ RFC6833]
for details on Map-Servers and Map- Resol vers

Note that while this docunment specifies the use of CGeneric Routing
Encapsul ation (GRE) as a tunneling nmechanism there is no reason that
parts of the ALT cannot be built using other tunneling technol ogies,
particularly in cases where GRE does not neet security, managenent,

or other operational requirenments. References to "GRE tunnel"” in

| ater sections of this docunent should therefore not be taken as
prohi biting or precluding the use of other tunneling nmechani sns.

Note al so that two ALT-Routers that are directly adjacent (with no

| ayer-3 router hops between then) need not use a tunnel between them
in this case, BGP nay be configured across the interfaces that
connect to their conmon subnet, and that subnet is then considered to
be part of the ALT topology. The use of techniques such as "eBGP
mul ti hop” to connect ALT-Routers that do not share a tunnel or conmon
subnet is not recommended, as the non-ALT routers in between the
ALT-Routers in such a configuration nmay not have information
necessary to forward ALT Datagrans destined to El D Prefixes exchanged
across that BGP session.

In summary, LISP+ALT uses BGP to build paths through ALT-Routers so
that an ALT Datagram sent into the ALT can be forwarded to the ETR
that holds the EID-to-RLOC nmapping for that EID-Prefix. This
reachability is carried as |Pv4 or | Pv6 Network Layer Reachability
Information (NLRI') without nodification (since an EID-Prefix has the
sane syntax as an | Pv4 or |Pv6 address prefix). ALT-Routers
establish BGP sessions with one another, formng the ALT. An
ALT-Router at the "edge" of the topology |earns ElID Prefixes
originated by authoritative ETRs. Learning nay be through the

Map- Server interface, by static configuration, or via BGP with the
ETRs. An ALT-Router nay al so be configured to aggregate ElI D Prefixes
received fromETRs or fromother LISP-ALT Routers that are

topol ogically "downstreant fromit.

4.1. |1TR Traffic Handling

When an | TR recei ves a packet originated by an end-systemw thin its
site (i.e., a host for which the ITRis the exit path out of the
site) and the destination EID for that packet is not known in the

| TR s map-cache, the I TR creates either a Map-Request for the
destination EID or the original packet encapsul ated as a Dat a- Probe
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(see Section 3.3 for caveats on the usability of Data-Probes). The
result, known as an ALT Datagram is then sent to an ALT-Router (see
al so [ RFC6833] for non-ALT-connected | TRs, noting that Data-Probes
cannot be sent to a Map-Resolver). This "first-hop" ALT-Router uses
EID-Prefix routing information | earned from other ALT-Routers via BGP
to guide the packet to the ETR that "owns" the prefix. Upon receipt
by the ETR, nornal LISP processing occurs: the ETR responds to the

I TRwith a LISP Map-Reply that lists the RLOCs (and, thus, the ETRs
to use) for the EID-Prefix. For Data-Probes, the ETR al so

decapsul ates the packet and transnmits it toward its destination

Upon receipt of the Map-Reply, the ITR installs the RLOC i nformation
for a given prefix into a |ocal napping database. Wth these mapping
entries stored, additional packets destined to the given EI D Prefix
are routed directly to an RLOC wi t hout use of the ALT, until either
the entry’s Tinme to Live (TTL) has expired or the I TR can ot herw se
find no reachable ETR. Note that a current mapping nmay exi st that
contains no reachable RLOCs; this is known as a Negative Cache Entry,
and it indicates that packets destined to the EID-Prefix are to be

dr opped.

Ful | details on Map-Request/ Map- Reply processing may be found in
[ RFC6830] .

Traffic routed on to the ALT consists solely of ALT Datagrans, i.e.
Map- Request s and Data-Probes (if supported). Gven the relatively
| ow perfornance expected of a tunnel ed topol ogy, ALT-Routers (and
Map- Resol vers) shoul d aggressively rate-linit the ingress of ALT
Dat agranms from|ITRs and, if possible, should be configured to not
accept packets that are not ALT Datagrans.

4.2. EID Assignnent - Hierarchy and Topol ogy

The ALT database is organized in a hierarchical manner with

El D- Prefi xes aggregated on power-of-2 bl ock boundaries. \Where a LISP
site has nultiple EID-Prefixes that are aligned on a power-of-2 bl ock
boundary, they should be aggregated into a single EID Prefix for
advertisement. The ALT network is built in a roughly hierarchical
partial mesh that is intended to allow aggregation where clearly
defined hierarchical boundaries exist. Building such a structure
shoul d m nimze the nunber of EID-Prefixes carried by LI SP+ALT nodes
near the top of the hierarchy.

Routes on the ALT do not need to respond to changes in policy,
subscription, or underlying physical connectivity, so the topol ogy
can remain relatively static and aggregati on can be sustai ned.
Because routing on the ALT uses BGP, the sane rules apply for
generating aggregates; in particular, an ALT-Router should only be
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configured to generate an aggregate if it is configured with BGP
sessions to all of the originators of conmponents (nore-specific
prefixes) of that aggregate. Not all of the conponents need to be
present for the aggregate to be originated (sone may be holes in the
covering prefix, and some nmay be down), but the aggregating router
nmust be configured to learn the state of all of the conponents.

Under what circunstances the ALT-Router actually generates the
aggregate is a matter of local policy: in some cases, it will be
statically configured to do so at all times with a "static discard"
route. In other cases, it nmay be configured to only generate the
aggregate prefix if at | east one of the conponents of the aggregate
is |learned via BGP

An ALT- Router nust not generate an aggregate that includes a

non- LI SP- speaki ng hole unless it can be configured to return a
Negati ve Map-Reply with action="Natively-Forward" (see [ RFC6830]) if
it receives an ALT Datagramthat matches that hole. |If it receives
an ALT Datagramthat matches a LI SP-speaking hole that is currently
not reachable, it should return a Negative Map-Reply with
action="drop". Negative Map-Replies should be returned with a short
TTL, as specified in [RFC6833]. Note that an off-the-shelf,

non- LI SP- speaki ng router configured as an aggregati ng ALT- Rout er
cannot send Negative Map-Replies, so such a router nust never
originate an aggregate that includes a non-LI SP-speaki ng hol e.

This inplies that two ALT-Routers that share an overl appi ng set of
prefi xes must exchange those prefixes if either is to generate and
export a covering aggregate for those prefixes. It also inplies that
an ETR that connects to the ALT using BGP nust nmintain BGP sessions
with all of the ALT-Routers that are configured to originate an
aggregate that covers that prefix and that each of those ALT-Routers
must be explicitly configured to know the set of ElID Prefixes that
make up any aggregate that it originates. See also [RFC6833] for an
exanpl e of other ways that prefix origin consistency and aggregation
can be nai nt ai ned.

As an exanple, consider ETRs that are originating ElID Prefixes for
10.1.0.0/24, 10.1.64.0/24, 10.1.128.0/24, and 10.1.192.0/24. An
ALT- Rout er should only be configured to generate an aggregate for
10.1.0.0/16 if it has BGP sessions configured with all of these ETRs,
in other words, only if it has sufficient know edge about the state
of those prefixes to sunmmarize them |If the Router originating
10.1.0.0/16 receives an ALT Datagram destined for 10.1.77.88, a
non- LI SP destination covered by the aggregate, it returns a Negative
Map-Reply with action "Natively-Forward". |If it receives an ALT
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Dat agram destined for 10.1.128.199 but the configured LISP prefix
10.1.128.0/24 is unreachable, it returns a Negative Map-Reply with
action "drop".

Note: Much is currently uncertain about the best way to build the ALT
network; as testing and prototype depl oynent proceed, a guide to how
to best build the ALT network will be devel oped.

4.3. Use of GRE and BGP between LI SP-ALT Routers

The ALT network is built using GRE tunnels between ALT-Routers. BGP
sessions are configured over those tunnels, with each ALT-Router
acting as a separate Autononous System (AS) "hop" in a Path Vector
for BGP. For the purposes of LISP+ALT, the AS-path is used solely as
a shortest-path determi nation and | oop-avoi dance nmechani sm Because
all next hops are on tunnel interfaces, no IGP is required to resolve
those next hops to exit interfaces.

LI SP+ALT' s use of GRE and BGP facilitates depl oynment and operation of
LI SP because no new protocols need to be defined, inplenented, or
used on the overlay topol ogy; existing BGP/ GRE tools and operationa
expertise are also re-used. Tunnel address assignment is al so easy:
since the addresses on an ALT tunnel are only used by the pair of
routers connected to the tunnel, the only requirenent of the IP
addresses used to establish that tunnel is that the attached routers
be reachabl e by each other; any addressing plan, including private
addressing, can therefore be used for ALT tunnels.

5. EID-Prefix Propagati on and Map- Request Forwardi ng

As described in Section 8.2, an I TR sends an ALT Datagramto a given
El D-t 0o- RLOC nmapping. The ALT provides the infrastructure that allows
these requests to reach the authoritative ETR

Not e that under normal circunstances Map-Replies are not sent over
the ALT; an ETR sends a Map-Reply to one of the I TR RLOCs | earned
fromthe original Map-Request. See Sections 6.1.2 and 6.2 of

[ RFC6830] for nore information on the use of the Map-Request 'I TR
RLOC Address’ field. Keep in nmind that the 'I TR RLOC Address’ field
supports nultiple RLOCs in nultiple address fanmlies, so a Map-Reply
sent in response to a Map-Request is not necessarily sent back to the
Map- Request RLOC source.

There nay be scenarios, perhaps to encourage caching of ElIDto-RLOC
mappi ngs by ALT-Routers, where Map-Replies could be sent over the ALT
or where a "first-hop" ALT-Router might nodify the originating RLOCC
on a Map- Request received froman ITRto force the Map-Reply to be
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returned to the "first-hop" ALT-Router. These cases will not be
supported by initial LISP+ALT inplenentations but nmay be subject to
future experinentation.

ALT- Rout ers propagate path information via BGP ([ RFC4271]) that is
used by ITRs to send ALT Datagrans toward the appropriate ETR for
each EID-Prefix. BGP is run on the inter-ALT-Router |inks, and

possi bly between an edge ("l ast-hop") ALT-Router and an ETR or

bet ween an edge ("first-hop") ALT-Router and an | TR. The ALT BGP RI B
consi sts of aggregated ElID Prefixes and their next hops toward the
aut horitative ETR for that EID Prefix.

5.1. Changes to | TR Behavior with LI SP+ALT

As previously described, an I TR will usually use the Mp-Resol ver
interface and will send its Map Requests to a Map-Resol ver. \Wen an
I TR i nstead connects via tunnels and BGP to the ALT, it sends ALT
Datagranms to one of its "upstreant ALT-Routers; these are sent only
to obtain new El D-to- RLOC mappi ngs -- RLOC probe and cache TTL
refresh Map- Requests are not sent on the ALT. As in basic LISP, it
shoul d use one of its RLOCs as the source address of these queries;
it should not use a tunnel interface as the source address, as doing
so will cause replies to be forwarded over the tunnel ed topol ogy and
may be problematic if the tunnel interface address is not routed

t hroughout the ALT. If the ITRis running BGP with the LISP-ALT
Router(s), it selects the appropriate ALT-Router based on the BGP
information received. |If it is not running BGP, it uses a statically
configured ALT Default Route to select an ALT-Router.

5.2. Changes to ETR Behavior with LI SP+ALT

As previously described, an ETR will usually use the Mp- Server
interface (see [RFC6833]) and will register its EID-Prefixes with its
configured Map-Servers. Wen an ETR i nstead connects using BGP to
one or nore ALT-Routers, it announces its EID-Prefix(es) to those
ALT- Rout ers.

As docunented in [ RFC6830], when an ETR generates a Map-Reply nessage
to return to a querying ITR, it sets the outer-header |IP destination
address to one of the requesting I TR s RLOCs so that the Map-Reply
will be sent on the underlying Internet topology, not on the ALT;
this avoids any |atency penalty (or "stretch") that m ght be incurred
by sending the Map-Reply via the ALT, reduces |oad on the ALT, and
ensures that the Map-Reply can be routed even if the original |ITR
does not have an ALT-routed EID. For details on how an ETR sel ects
which I TR RLOC to use, see Section 6.1.5 of [RFC6830].
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5.3. ALT Datagram Forwardi ng Failure

6.

6.

Internmediate ALT-Routers forward ALT Dat agrans using nornal

hop- by-hop routing on the ALT overlay network. Should an ALT-Router
not be able to forward an ALT Dat agram whether due to an unreachabl e
next hop, TTL exceeded, or other problem it has several choices:

o |If the ALT-Router understands LISP, as is the case for a
Map- Resol ver or Map-Server, it may respond to a forwarding failure
by returning a Negative Map-Reply, as described in Section 4.2 and
[ RFC6833] .

o |If the ALT-Router does not understand LISP, it may attenpt to
return an | CMP nessage to the source | P address of the packet that
cannot be forwarded. Since the source address is an RLOC, an
ALT- Router would send this | CMP nessage using "native" Internet
connectivity, not via the ALT overl ay.

0 A non-LISP-capable ALT-Router nmay al so choose to silently drop the
non- f orwar dabl e ALT Dat agram

[ RFC6830] and [ RFC6833] define how the source of an ALT Dat agram
shoul d handl e each of these cases. The |ast case, where an ALT
Datagramis silently discarded, will generally result in severa
retransm ssions by the source, followed by treating the destination
as unreachable via LI SP when no Map-Reply is received. |f a problem
on the ALT is severe enough to prevent ALT Datagrans from being
delivered to a specific EID, this is probably the only sensible way
to handl e this case.

Note that the use of GRE tunnels should prevent MIU problens from
ever occurring on the ALT; an ALT Datagramthat exceeds an
internmediate MTUwill be fragnmented at that point and will be
reassenbl ed by the target of the GRE tunnel

BGP Configuration and Protocol Considerations
1. Autononous System Nunbers (ASNs) in LISP+ALT

The primary use of BGP today is to define the global Internet routing
topology in ternms of its participants, known as Autononmous Systens.

LI SP+ALT specifies the use of BGP to create a gl obal overlay network

(the ALT) for finding EID-to-RLOC mappings. Wiile related to the

gl obal routing database, the ALT serves a very different purpose and

is organized into a very different hierarchy. Because LISP+ALT does

use BGP, however, it uses ASNs in the paths that are propagated anong
ALT-Routers. To avoid confusion, LISP+ALT should use newly assigned
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AS nunbers that are unrelated to the ASNs used by the global routing
system Exactly how this new space will be assigned and managed wil |
be determ ned during the depl oynent of LI SP+ALT.

Note that the ALT-Routers that nmake up the "core"” of the ALT will not
be associated with any existing core-Internet ASN because the ALT
topology is conpletely separate from and independent of, the globa
Internet routing system

6.2. Subsequent Address Family ldentifier (SAFlI) for LISP+ALT

As defined by this docunent, LISP+ALT may be i npl enented usi ng BGP
wi t hout nodification. Gven the fundamental operational difference
bet ween propagating gl obal Internet routing information (the current
domi nant use of BGP) and creating an overlay network for finding

El D-t 0- RLOC mappi ngs (the use of BGP as proposed by this docunent),
it my be desirable to assign a new SAFlI [ RFC4760] to prevent
operational confusion and difficulties, including the inadvertent

| eaking of information fromone domain to the other. The use of a
separate SAFI would nake it easier to debug many operational problens
but would cone at a significant cost: unnodified, off-the-shelf
routers that do not understand the new SAFlI could not be used to
build any part of the ALT network. At present, this docunent does
not request the assignment of a new SAFI; additional experinentation
may suggest the need for one in the future.

7. EIDPrefix Aggregation

To facilitate EI D Prefix aggregation, the ALT BGP topology is
provisioned in a hierarchical manner; the fact that all inter-node
links are tunnel s neans that topology can be constrained to foll ow
the EID-Prefix assignnent hierarchy. Redundant |inks are provisioned
to conpensate for node and link failures. A basic assunption is that
as long as the routers are up and running, the underlying |Internet
will provide alternative routes to nmaintain tunnel and BGP
connectivity anong ALT- Routers.

Note that, as nmentioned in Section 4.2, the use of BGP by LISP+ALT
requires that information only be aggregated where all active nore-
specific prefixes of a generated aggregate prefix are known. This is
no different than the way that BGP route aggregation works in the

exi sting global routing system a service provider only generates an
aggregate route if it is configured to learn all prefixes that nake
up that aggregate.
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7.1. Stability of the ALT

It is worth noting that LISP+ALT does not directly propagate

El D-to- RLOC mappi ngs. What it does is provide a nechanismfor an I TR
to comunicate with the ETR that holds the mapping for a particul ar
EID-Prefix. This distinction is inportant when considering the
stability of BGP on the ALT network as conpared to the global routing
system It also has inplications for how site-specific El D Prefix

i nformati on may be used by LISP but not propagated by LISP+ALT (see
Section 7.2 bel ow).

RLOC prefixes are not propagated through the ALT, so their
reachability is not determ ned through the use of LISP+ALT. |nstead,
reachability of RLOCs is |learned through the LISP | TR-ETR exchange
This means that link failures or other service disruptions that may
cause the reachability of an RLOC to change are not known to the ALT.
Changes to the presence of an EID-Prefix on the ALT occur nuch | ess
frequently: only at subscription time or in the event of a failure of
the ALT infrastructure itself. This neans that "flapping" (frequent
BGP updates and withdrawal s due to prefix state changes) is not

i kely and mapping information cannot becone "stale" due to sl ow
propagati on through the ALT BGP nesh.

7.2. Traffic Engineering Using LISP

Since an | TR |l earns an ElD-to-RLOC mappi ng directly fromthe ETR that
owns it, it is possible to performsite-to-site Traffic Engi neering
by setting the preference and/or weight fields, and by including
nore-specific EID-to-RLOC i nformati on i n Map- Repl y nessages.

This is a powerful nechanismthat can conceivably replace the
traditional practice of routing prefix deaggregation for Traffic
Engi neering purposes. Rather than propagati ng nore-specific
information into the global routing systemfor |ocal or regiona
optim zation of traffic flows, such nore-specific information can be
exchanged, through LISP (not LISP+ALT), on an as-needed basis between
only those | TRs/ETRs (and, thus, site pairs) that need it. Such an
exchange of "nore-specifics" between sites facilitates Traffic

Engi neering by allowing richer and nore fine-grained policies to be
appl i ed without advertising additional prefixes into either the ALT
or the global routing system

Note that these new Traffic Engineering capabilities are an attribute
of LISP and are not specific to LISP+ALT; discussion is included here
because the BGP-based gl obal routing systemhas traditionally used
propagati on of nore-specific routes as a crude formof Traffic

Engi neeri ng.
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7.3. Edge Aggregation and Danpeni ng

Nor mal BGP best common practices apply to the ALT network. In
particular, first-hop ALT-Routers will aggregate ElI D Prefixes and
danmpen changes to themin the face of excessive updates. Since

ElI D-Prefix assignnents are not expected to change as frequently as

gl obal routing BGP prefix reachability, such danpening should be very
rare and m ght be worthy of |ogging as an exceptional event. It is
again worth noting that the ALT carries only EID Prefixes, used to
construct a BGP path to each ETR (or Map-Server) that originates each
prefix; the ALT does not carry reachability information about RLOCs.
In addition, EID-Prefix infornmation may be aggregated as the topol ogy
and address assignnment hierarchy allow. Since the topology is al
tunnel ed and can be nodified as needed, reasonably good aggregation
shoul d be possible. In addition, since nost ETRs are expected to
connect to the ALT using the Map-Server interface, Map-Servers will

i npl ement a natural "edge" for the ALT where danpeni ng and
aggregation can be applied. For these reasons, the set of prefix
informati on on the ALT can be expected to be both better aggregated
and considerably less volatile than the actual ElID-to-RLOC mappi ngs.

7.4. EID Assignment Flexibility vs. ALT Scaling

There are mmj or open questions regarding how the ALT will be depl oyed
and what organi zation(s) will operate it. In a sinple,

non-di stributed world, centralized adm nistration of ElD Prefix
assignnment and ALT network design would facilitate a well-aggregated
ALT routing system Business and other realities will likely result
in a nore conplex, distributed systeminvolving multiple I|evels of
prefix delegation, nultiple operators of parts of the ALT
infrastructure, and a conbi nation of conpetition and cooperation
anong the participants. 1In addition, the re-use of existing IP
address assignnents, both Provider-Independent ("PI") and Provider-
Assigned ("PA"), to avoid renunbering when sites transition to LISP
will further conplicate the processes of building and operating

t he ALT.

A nunber of conflicting considerations need to be kept in mnd when
designing and building the ALT. Anong them are:

1. Target ALT routing state size and | evel of aggregation. As
described in Section 7.1, the ALT should not suffer fromthe sane
performance constraints or stability issues as does the |nternet
gl obal routing system so sonme reasonable |evel of deaggregation
and an increased nunber of EID- Prefixes beyond what mni ght be
consi dered ideal should be acceptable. That said, neasures, such
as tunnel rehom ng to preserve aggregati on when sites nove from
one nappi ng provider to another and inplenenting aggregati on at

Ful ler, et al. Experi ment al [ Page 19]



RFC 6836 LI SP+ALT January 2013

8.

8.

multiple levels in the hierarchy to coll apse deaggregati on at
| ower levels, should be taken to reduce unnecessary expl osion of
ALT routing state.

2. Nunber of operators of parts of the ALT and how they w Il be
organi zed (hierarchical delegation vs. shared adm nistration).
This will determne not only how EI D Prefixes are assi gned but
al so how tunnels are configured and how ElI D-Prefi xes can be
aggregated between different parts of the ALT.

3.  Nunber of connections between different parts of the ALT.
Tradeoffs will need to be made anobng resilience, performnce, and
pl acenent of aggregati on boundari es.

4. EIDPrefix portability between conpeting operators of the ALT
infrastructure. A significant benefit for an end site to adopt
LISP is the availability of EID space that is not tied to a
specific connectivity provider; it is inportant to ensure that an
end site doesn’t trade lock-in to a connectivity provider for
lock-in to a provider of its EID assignnent, ALT connectivity, or
Map- Server facilities.

This is, by no nmeans, an exhaustive list.

Whi | e resol ving these issues is beyond the scope of this docunent,
the aut hors recomend that existing distributed resource structures,
such as the | ANA/ Regi onal Internet Registries and the | CANN Donain
Regi strar, be carefully considered when designing and depl oyi ng the
ALT infrastructure

Connecting Sites to the ALT Network
1. ETRs Oiginating Information into the ALT

EID-Prefix information is originated into the ALT by three different
nmechani sns:

Map- Server: In nost cases, a site will configure its ETR(s) to
register with one or nore Map-Servers (see [ RFC6833]) and does not
participate directly in the ALT.

BGP: For sites requiring conplex control over their EID Prefix
origination into the ALT, an ETR nmay connect to the LISP+ALT
overlay network by running BGP to one or nore ALT-Routers over
tunnel (s). The ETR advertises reachability for its ElI D Prefixes
over these BGP connection(s). The edge ALT-Router(s) that
recei ve(s) these prefixes then propagate(s) theminto the ALT.
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Here, the ETR is sinply a BGP peer of ALT-Router(s) at the edge of
the ALT. Wiere possible, an ALT-Router that receives ElID Prefixes
froman ETR via BGP shoul d aggregate that information

Configuration: One or nore ALT-Routers may be configured to
originate an EID-Prefix on behalf of the non-BGP-speaking ETR t hat
is authoritative for a prefix. As in the case above, the ETR s
connected to ALT-Router(s) using GRE tunnel (s), but rather than
BGP being used, the ALT-Router(s) are configured with what are in
effect "static routes"” for the EID Prefixes "owned" by the ETR
The GRE tunnel is used to route Map-Requests to the ETR

Note: In all cases, an ETR may register to nultiple Map-Servers or
connect to nultiple ALT-Routers for the follow ng reasons:

* redundancy, so that a particular ETRis still reachable even if
one path or tunnel is unavail able.

* to connect to different parts of the ALT hierarchy if the ETR
"owns" nultiple EID-to-RLOC mappings for EID Prefixes that
cannot be aggregated by the sane ALT-Router (i.e., are not
topologically "close" to each other in the ALT).

8.2. ITRs Using the ALT

In the common configuration, an | TR does not need to know anyt hi ng
about the ALT, since it sends Map-Requests to one of its configured
Map- Resol vers (see [RFC6833]). There are two exceptional cases:

Static default: |If a Map-Resolver is not available but an ITRis
adj acent to an ALT-Router (either over a comon subnet or through
the use of a tunnel), it can use an ALT Default Route to cause al
ALT Datagranms to be sent to that ALT-Router. This case is
expected to be rare.

Connection to ALT: A site with conplex Internet connectivity may
need nore fine-grained distinction between traffic to LISP-capable
and non-LI SP-capable sites. Such a site may configure each of its
I TRs to connect directly to the ALT, using a tunnel and BGP
connection. In this case, the ITRw Il receive EID Prefix routes
fromits BGP connection to the ALT-Router and will LI SP-
encapsul ate and send ALT Datagrans through the tunnel to the
ALT-Router. Traffic to other destinations nmay be forwarded
(wi thout LISP encapsul ation) to non-LISP next-hop routers that the
| TR knows.
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In general, an I TR that connects to the ALT does so only to
ALT-Routers at the "edge" of the ALT (typically two for
redundancy). There may, though, be situations where an | TR would
connect to other ALT-Routers to receive additional, shorter-path

i nformati on about a portion of the ALT of interest to it. This
can be acconplished by establishing GRE tunnels between the I TR
and the set of ALT-Routers with the additional information. This
is a purely local policy issue between the ITR and the ALT-Routers
i n question.

As described in [ RFC6833], Map-Resolvers do not accept or forward
Dat a- Probes; in the rare scenario that an | TR does support and
originate Data-Probes, it nust do so using one of the exceptiona
configurations described above. Note that the use of Data-Probes is
di scouraged at this tine (see Section 3.3).

9. Security Considerations

LI SP+ALT shares nany of the security characteristics of BG. Its
security nechani sns are conprised of existing technologies in w de
operational use today, so securing the ALT should be nostly a matter
of applying the same technol ogy that is used to secure the BGP-based
gl obal routing system (see Section 9.3 bel ow).

9.1. Apparent LISP+ALT Vulnerabilities

This section briefly lists the known potential vulnerabilities of
LI SP+ALT.

Mapping integrity: Potential for an attacker to insert bogus
mappi ngs to bl ack-hole (create a DoS attack) or intercept LISP
dat a- pl ane packets.

ALT-Router availability: Can an attacker DoS the ALT-Routers
connected to a given ETR? If a site’s ETR cannot advertise its
El D-t o- RLOC mappi ngs, the site is essentially unavail abl e.

| TR mappi ng/ resources: Can an attacker force an | TR or ALT-Router to
drop legitimte mapping requests by flooding it with random
destinations for which it will generate |arge nunbers of
Map- Requests and fill its map-cache? Further study is required to
see the inpact of adnission control on the overlay network.
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El D Map- Request exploits for reconnai ssance: Can an attacker |earn
about a LISP site’s TE policy by sending | egitimte mapping
requests and then observing the RLOC mapping replies? 1s this
i nformati on useful in attacking or subverting peer relationships?
Note that any public LISP nmapping database will have sinlar
dat a- pl ane reconnai ssance i ssues.

Scaling of ALT-Router resources: Paths through the ALT nmay be of
| esser bandwi dth than nore "direct" paths; this may nmake them nore
prone to high-volunme DoS attacks. For this reason, all conponents
of the ALT (ETRs and ALT-Routers) should be prepared to rate-limt
traffic (ALT Datagrans) that could be received across the ALT.

UDP Map-Reply from ETR  Since Map-Replies are sent directly fromthe
ETRto the ITR s RLOC, the ITR s RLOC nmay be vul nerable to various
types of DoS attacks (this is a general property of LISP, not a
LI SP+ALT vul nerability).

More-specific prefix | eakage: Because EID-Prefixes on the ALT are
expected to be fairly well-aggregated and ElI D- Prefi xes propagat ed
out to the global Internet (see [ RFC6832]) nuch nore so,
accidental |eaking or nalicious advertisenent of an EID Prefix
into the global routing systemcould cause traffic redirection
away froma LISP site. This is not really a new problem though
and its solution can only be achieved by nuch nore strict prefix
filtering and authentication on the global routing system
Section 9.3 describes an existing approach to solving this
probl em

9.2. Survey of LISP+ALT Security Mechani sns

Explicit peering: The devices thenselves can prioritize inconng
packets as well as potentially do key checks in hardware to
protect the control plane.

Use of TCP to connect elenents: This nmakes it difficult for third
parties to inject packets.

Use of HMAC to protect BGP/ TCP connections: Hashed Message
Aut henti cati on Code (HMAC) [ RFC5925] is used to verify the
integrity and authenticity of TCP connections used to exchange BGP
messages, naking it nearly inpossible for third-party devices to
either insert or nodify nessages.

Message sequence nunbers and nonce val ues in nessages: This allows
an | TRto verify that the Map-Reply froman ETRis in response to
a Map- Request originated by that ITR (this is a general property
of LISP; LISP+ALT does not change this behavior).
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9. 3.

10.

11.

11.

Use of Additional BGP Security Mechanisns

LI SP+ALT' s use of BGP allows it to take advantage of BGP security
features designed for existing Internet BGP use. This neans that

LI SP+ALT can and shoul d use technol ogy devel oped for addi ng security
to BG (in the I ETF SIDR working group or el sewhere) to provide

aut hentication of EID Prefix origination and El D-to- RLOC nmappi ngs.
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