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Abst r act

Thi s docunent describes comon (i.e., version independent)

engi neering details for the Identifier-Locator Network Protoco
(ILNP), which is an experinental, evolutionary enhancenent to IP
This docunent is a product of the | RTF Routing Research G oup.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunment is a product of the Internet Research Task
Force (IRTF). The I RTF publishes the results of Internet-rel ated
research and devel opnent activities. These results might not be
suitable for deploynent. This RFC represents the individua

opi nion(s) of one or nore nenbers of the Routing Research G oup of
the Internet Research Task Force (I RTF). Docunents approved for
publication by the | RSG are not a candidate for any | evel of I|nternet
St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6741
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1. Introduction

The I LNP docunent set has had extensive review within the | RTF
Routing RG ILNP is one of the recomendati ons nade by the RG
Chairs. Separately, various refereed research papers on |ILNP have
al so been published during this decade. So, the ideas contained
herei n have had much broader review than | RTF Routing RG The views

in

this docunent were considered controversial by the Routing RG but

the RG reached a consensus that the docunent still should be
published. The Routing RG has had remarkably little consensus on
anything, so virtually all Routing RG outputs are considered
controversi al

At

present, the Internet research and devel opment conmunity is

expl oring various approaches to evolving the Internet Architecture to
solve a variety of issues including, but not linmted to, scalability
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of inter-domain routing [ RFC4984]. A wi de range of other issues
(e.g., site nultihom ng, node multihom ng, site/subnet nobility, node
mobility) are also active concerns at present. Several different

cl asses of evolution are being considered by the Internet research
and devel opment comunity. One class is often called "Map and
Encapsul ate", where traffic would be napped and then tunnelled
through the inter-donmain core of the Internet. Another class being
considered is sonmetimes known as "ldentifier/Locator Split". This
docunent relates to a proposal that is in the latter class of
evol uti onary approaches.

The ldentifier-Locator Network Protocol (ILNP) is an experinmenta
networ k protocol that provides evolutionary enhancenents to IP. |LNP
i s backwards conpatible with IP and is increnentally deployable. The
best starting point for |learning about ILNP is the ILNP Architectura
Descri ption, which includes a docunent roadmap [ RFC6740].

1.1. Docunent Roadmap

Thi s docunent describes engi neering and inpl enentati on consi derations
that are comon to both ILNP for I Pv4 (I1LNPv4) and ILNP for |Pv6
(1 LNPv6) .

The ILNP architecture can have nore than one engi neering
instantiation. For exanple, one can inmagine a "clean-slate"

engi neering design based on the ILNP architecture. |n separate
docunments, we describe two specific engineering instances of |LNP.
The term "1 LNPv6" refers precisely to an instance of ILNP that is
based upon, and backwards conpatible with, IPv6. The term "I LNPv4"
refers precisely to an instance of ILNP that is based upon, and
backwards conpatible with, |Pv4.

Many engi neering aspects comon to both |ILNPv4 and I LNPv6 are
described in this docunent. A full engineering specification for
either ILNPv6 or ILNPv4 is beyond the scope of this docunent.

Readers are referred to other related |ILNP docunents for details not
descri bed here:

a) [RFC6740] is the main architectural description of ILNP, including
the concept of operations.

b) [RFC6742] defines additional DNS resource records that support
I LNP.

c) [RFC6743] defines a new | CMPv6 Locat or Update nmessage used by an

ILNP node to informits correspondent nodes of any changes to its
set of valid Locators.
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d) [RFC6744] defines a new | Pv6 Nonce Destination Option used by
| LNPv6 nodes (1) to indicate to |ILNP correspondent nodes (by
inclusion within the initial packets of an ILNP session) that the
node is operating in the ILNP node and (2) to prevent off-path
attacks against ILNP | CMP nessages. This Nonce is used, for
exanple, with all ILNP | CVWPv6 Locator Update nessages that are
exchanged anong | LNP correspondent nodes.

e) [RFC6745] defines a new | CMPv4 Locat or Update nmessage used by an
I LNP node to informits correspondent nodes of any changes to its
set of valid Locators.

f) [ RFC6746] defines a new | Pv4 Nonce Option used by | LNPv4 nodes to
carry a security nonce to prevent off-path attacks agai nst |LNP
| CMP nessages and al so defines a new | Pv4 ldentifier Option used
by 1 LNPv4 nodes.

g) [RFC6747] describes extensions to Address Resol ution Protoco
(ARP) for use with | LNPv4.

h) [ RFC6748] describes optional engineering and depl oyment functions
for ILNP. These are not required for the operation or use of |LNP
and are provided as additional options.

1.2. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Several technical terns (e.g., "ILNP session") that are used by this
document are defined in [RFC6740]. It is strongly reconmended that
one read [ RFC6740] before reading this docunent.

2. ILNP Identifiers

Al'l 1LNP nodes nust have at |east one Node ldentifier (or just
"Identifier") value. However, there are various options for
generating those ldentifier values. W describe, in this section
the rel evant engineering issues related to Identifier generation and
usage.

Note well that an |ILNP Node Identifier names an | LNP-capabl e node,
and it is NOT bound to a specific interface of that node. So a given
I LNP Node ldentifier is valid on all active interfaces of the node to
which that ILNP Identifier is bound. This is true even if the bits
used to formthe Identifier value happened to be taken froma
specific interface as an engi neeri ng conveni ence.
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2.1. Syntax

ILNP Identifiers are always unsigned 64-bit strings, and they may be
realised as 64-bit unsigned integers. Both ILNPv4 and | LNPv6 use the
Modi fied EU -64 [I EEE-EUI] syntax that is used by IPv6 interface
identifiers [ RFC4291], Section 2.5.1, as shown in Figure 2.1.

o o e e e e e e e e e e e e eeeeaeo - +
| 6idbits | Ubit | Ghit | 24 id bits |
o m e e e e e e e e e e e mmmmmaa +
| 32 id bits |
oo o e e e e e e e e meeeo oo +

Figure 2.1: Node ldentifier Format as Used for |Pv6, Using the
Same Syntax as in RFC 4291, Section 2.5.1.

That syntax contains two special reserved bit flags. One flag (the U
bit) indicates whether the value has "universal" (i.e., global) scope
(1) or "local" (0) scope. The other flag (the G bit) indicates

whet her the value is an "individual" address (1) or "group" (i.e.

mul ticast) (0) address.

However, this format does allow other values to be set, by use of
adm ni strative or other policy control, as required, by setting the U
bit to "local".

2. 2. Def ault Values for an ldentifier

By default, this value, including the Ubit and G bit, are set as
described in Section 2.5.1 of [ RFC4291]. Wiere no other val ue of
Identifier is available for an ILNP node, this is the value that MJST
be used.

Because ILNP Identifiers might have | ocal scope, and also to handle
the case where two nodes at different | ocations happen to be using
the sane gl obal scope ldentifier (e.g., due to a manufacturing fault
in a network chipset or card), inplenenters nust be careful in how
ILNP Identifiers are handled within an end systenis networking

i npl enentation. Sonme details are discussed in Section 4 bel ow.

2.3. Local -Scoped Identifier Val ues

ILNP Identifiers for a node al so MAY have the Scope bit of the Node
Identifier set to "local" scope. Locally unique identifiers MAY be
Cryptographically Generated, created follow ng the procedures used
for 1Pv6 Cryptographically Generated Addresses (CGAs) [ RFC3972]

[ RFC4581] [ RFC4982].
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Al'so, locally unique identifiers MAY be used to create the |ILNP
equi valent to the Privacy Extensions for |Pv6, generating |LNP
Identifiers following the procedures used for |Pv6 [ RFC4941].

2. 4. Mul ticast ldentifiers

An ILNP Identifier with the Gbit set to "group" nanmes an | LNP

mul ticast group, while an ILNP Identifier with the Gbit set to
"individual" names an individual |ILNP node. However, this usage of
multicast for ldentifiers for ILNP is currently undefined: |ILNP uses
I Pv6 nulticast for ILNPv6 and | Pv4 nmulticast for ILNPv4 and uses the
mul ti cast address formats defined as appropriate.

The use of nulticast Identifiers and design of an enhanced mul ticast
capability for ILNPv6 and I LNPv4 is currently work in progress.

2.5. Admnistration of ldentifier Val ues

Note that just as |Pv6 does not need gl obal, centralised

adm ni strative managenent of its interface identifiers, so | LNPv6
does not need global, centralised adninistrative managenent of the
Node Identifier (N D) val ues.

3. Encoding of ldentifiers and Locators for |LNPv6

3.1. Encoding of I and L Val ues
Wth ILNPv6, the Identifier and Locator values within a packet are
encoded in the existing space for the I Pv6 address. |In general, the

| LNPv6 Locator has the sane syntax and semantics as the current |Pv6
uni cast routing prefix, as shown in Figure 3.1:

/* 1 Pv6 */

| 64 bits | 64 bits

o e e e e e e e e e e e e e e e e e e e e m o o e e e e e e e e +
| | Pv6 Uni cast Routing Prefix | Interface ldentifier

oo o e e e e e e e e e e e e e aaa o e e e e e e e oo +
/* I LNPv6 */

| 64 bits | 64 bits

o e e e e e e e e e e e e e e e e e e e e m o o e e e e e e e e +
| Locat or | Node Identifier (N D)

oo o e e e e e e e e e e e e e aaa o e e e e e e e oo +

Figure 3.1: The Ceneral Format of Encoding of I/ND and L Val ues
for ILNPv6 into the | Pv6 Address Bits
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The syntactical structure of the | Pv6 address spaces renains as given
in Section 2.5.4 of [RFC4291], and an exanple is shown in Figure 3.2,
which is based in part on [RFC3177] (which has since been obsol eted
by [RFC6177]).

/* 1 Pv6 */

| 3] 45 bits | 16 bits | 64 bits

oo e e e e e i oo R o e e e e e aa oo +
| 001| gl obal routing prefix| subnet ID| Interface lIdentifier
T S Fom e e e e e e e e e mea oo +
/* 1 LNPv6 */

| 64 bits | 64 bits |
oo e e e e e i oo R o e e e e e aa oo +
| Locator (L64) | Node Identifier (N D)
T S Fom e e e e e e e e e mea oo +

Figure 3.2: Exanple of IPv6 Address Fornmat as Used in | LNPv6

The gl obal routing prefix bits and subnet ID bits above are as for
[ RFC3177], but could be different, e.g., as for [RFC6177].

The ILNPv6 Locator uses the upper 64-bits of the 128-bit |Pv6 address
space. It has the sane syntax and semantics as today’'s |Pv6 routing
prefix. So, an |ILNPv6 packet carrying a Locator value can be used
just like an I Pv6 packet today as far as core routers are concerned.

The exanple in Figure 3.2 happens to use a /48 prefix, as was
recomended by [ RFC3177]. However, nore recent advice is that
prefixes need not be fixed at /48 and could be up to /64 [ RFC6177].
Thi s change, however, does not inpact the syntax or senmantics of the
Locat or val ue.

The ILNPv6 I dentifier value uses the | ower 64-bits of the 128-bit

| Pv6 address. It has the sane syntax as an | Pv6 identifier, but
different semantics. This provides a fixed-1ength non-topol ogi ca
name for a node. |ldentifiers are bound to nodes, not to interfaces

of a node. Al ILNP Identifiers MIST conply with the nodified EU -64
syntax already specified for IPv6’s "interface identifier" val ues, as
described in Section 2. 1.

| EEE EU -64 ldentifiers can have either gl obal -scope or |ocal-scope.
So ILNP ldentifiers also can have either gl obal-scope or |ocal-scope.
A reserved bit in the nodified EU -64 syntax clearly indicates

whet her a given ldentifier has gl obal -scope or |ocal-scope. A node
is not required to use a gl obal -scope Identifier, although that is
the recomended practice. Note that the syntax of the Node
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Identifier field has exactly the sane syntax as that defined for |Pv6
address in Section 2.5.1 of [RFC4291]. (This is based on the | EEE
EU -64 syntax [IEEE-EU ], but is not the sane.)

Most commonly, ldentifiers have gl obal -scope and are derived from one
or nore | EEE 802 or | EEE 1394 ' MAC Addresses’ (sic) already
associated with the node, follow ng the procedure already defined for
| Pv6 [ RFC4291]. d obal -scope identifiers have a high probability of
being globally unique. This approach elinminates the need to nmanage
Identifiers, anmong other benefits.

Local -scope ldentifiers MIUST be unique within the context of their
Locators. The existing nechanisnms of the | Pv4 Address Resol ution
Prot ocol [RFC826] and | Pv6 Statel ess Address Autoconfiguration
(SLAAC) [RFC4862] automatically enforce this constraint.

For exanple, on an Ethernet-based | Pv4 subnetwork the ARP Reply
message is sent via link-layer broadcast, thereby advertising the
current binding between an | Pv4 address and a Media Access Contro
(MAC) address to all nodes on that |Pv4 subnetwork. (Note also that
a well-known, long standing, issue with ARP is that it cannot be

aut henticated.) Local-scope lIdentifiers MJUST NOT be used with other
Locators w thout first ensuring uniqueness in the context of those
other Locators e.g., by using | Pv6 Nei ghbour Discovery’'s Duplicate
Addr ess Detection mechani sm when using |LNPv6 or by sending an ARP
Request when using | LNPv4.

O her nethods m ght be used to generate |ocal -scope ldentifiers. For
exanpl e, one might derive ldentifiers using sone form of
cryptographi c generation or using the nethods specified in the | Pv6
Privacy Extensions [RFC4941] to Statel ess Address Autoconfiguration
(SLAAC) [RFC4862]. When cryptographic generation of ldentifiers
usi ng met hods described in RFC 3972 is in use, only the Identifier is
i ncl uded, never the Locator, thereby preserving roam ng capability.
One could al so imagine creating a |local-scope ldentifier by taking a
cryptographi c hash of a node’s public key. O course, in the
unlikely event of an ldentifier collision, for exanple, when a node
has chosen to use a | ocal -scope ldentifier value, the node remains
free to use sone other |ocal-scope lIdentifier value(s).

It is worth remenbering here that an I Pv6 address nanes a specific
network interface on a specific node, but an ILNPv6 ldentifier nanes
the node itself, not a specific interface on the node. This
difference in definition is essential to providing seam ess support
for mobility and multi hom ng, which are discussed in nore detai
later in this note.

At ki nson & Bhatti Experi ment al [ Page 9]



RFC 6741 | LNP Engi neeri ng Novenber 2012

3.2. Network-Level Packet Formats

| LNPv6 Locator and ldentifier values are encoded into | Pv6 address
space and |ILNPv6 uses directly the dassic | Pv6 packet format, as
shown in Figure 3.3. This is also the view of an ILNPv6 packet as
seen by core routers -- they sinply use the Locator value (top
64-bits of the address field) just as they would use an I Pv6 prefix
today (e.g., either as /48 or as /64 when using sub-network routing).

0 1 2 3
01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| Version| Traffic dass | Fl ow Label
B Lt r s i i i o o T s ks S R S
| Payl oad Length | Next Header | Hop Linit

B T T T o o S S S e i S S Tk e e Y S
Sour ce Address

| |

+ +
| |

+ +
| |

+ +
| |

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Destination Address
+ +
| |
+ +
| |
+ +
| |
+- +

T e e e e e o e i s s NI N R SRR e S
Figure 3.3: Existing ("Cassic") |Pv6 Header

In essence, the Locator nanes a subnetwork. (Locators can also be
referred to as Routing Prefixes if discussing Classic IPv6). O
course, backwards conpatibility requirenments nmean that |LNPv6
Locators use the same nunber space as |Pv6 routing prefixes. This
ensures that no changes are needed to deployed | Pv6 routers when
depl oyi ng | LNPv6.

The | ow order 64-bits of the | Pv6 address becone the Identifier
Details of the Identifier were discussed above. The ldentifier is
only used by end-systens, so Figure 3.4 shows the view of the sane
packet format, but as viewed by an ILNPv6 node. As this only needs
to be parsed in this way by the end-system so |ILNPv6 depl oynent is
enabl ed increnental |y by updating end-systens as required.

At ki nson & Bhatti Experi ment al [ Page 10]



RFC 6741 | LNP Engi neeri ng Novenber 2012

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Version| Traffic O ass | Fl ow Label |
B T e o i S I i i S S N iy St S I S S
| Payl oad Length | Next Header | Hop Limt

B R e i s T e e e S S T s sl i I SR S S S S S S S
Sour ce Locator

B i S T e i Tk o S S S S T S S S S S S T S S
Source ldentifier

I

+

I

+_ -
I

I

+

B T et e i T e e S Tk b I R
| Desti nation Locator

+

|

+_ -
I
+
I
+-

I
+
I
+
I
I
+
+
I
+
|
B e e i S e e T s i i S T R SR S S S S T S i
Destination ldentifier
+
I
+

B i e T i s S o S S e
Figure 3.4: |ILNPv6 Header as Seen by | LNPv6-Enabl ed End- Systens
3.3. Encoding of ldentifiers and Locators for |LNPv4

Encodi ng of ldentifier and Locator values for ILNPv4 is not as
straightforward as for ILNPv6. |In analogy to ILNPv6, in ILNPv4, the
Locator value is a routing prefix for IPv4, but is at nost 30 bits.
Source Locator values are carried in the source address field of the
| Pv4 header, and destination Locator values in the destination
address field. So, just like for ILNPv6, for |ILNPv4, packet routing
can be performed by routers exam ning existing prefix values in the
| Pv4 header.

However, for |LNPv4, additional option headers have to be used to
carry the Identifier value as there is not enough roomin the norma
| Pv4 header fields. A 64-bit ldentifier value is carried in an
option header. So, the detailed explanation of the ILNPv4 packet
header is to be found in [ RFC6746].
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4.

4.

4,

4.

Transport-Layer Changes

I LNP uses an Identifier value in order to formthe invariant end-
system state for end-to-end protocols. Currently, transport
protocol s such as TCP and UDP use all the bits of an I P Address to
formsuch state. So, transport protocol inplenentations MJST be
nodi fied in order to operate over |LNP.

1. End-System State
Currently, TCP and UDP, for example, use the 4-tuple:
<l ocal port, renote port, local |IP Address, renote | P Address>

for the end-systemstate for a transport |ayer end-point. For |ILNP
i npl enent ati ons nmust be nodified to instead use the foll ow ng:

<l ocal port, renote port, local Identifier, renote Identifier>
2.  TCP/ UDP Checksum Handl i ng

In | P-based inplenentations, the TCP or UDP pseudo- header checksum
calculations include all the bits of the IP Address. By contrast,
when cal cul ating the TCP or UDP pseudo- header checksuns for use with
ILNP, only the Identifier values are included in the TCP or UDP
pseudo- header checksum cal cul ati ons.

To m nim se the changes required within transport protoco

i npl ementations, and to nmaxinise interoperability, current

i npl ementations are nodified to zero the Locator fields (only for the
pur pose of TCP or UDP checksum cal cul ations). For exanple, for

I LNPv6, this neans that the existing code for | Pv6 can be used, with
the ILNPv6 Identifier bits occupying the lower 64 bits of the | Pv6
address field, and the upper 64 bits of the I1Pv6 address filed being
set to zero. For ILNPv4, the Identifier fields are carried in an

| Pv4 Option [ RFC6746] .

Section 7 describes nmethods for incremental deploynent of this |LNP-
speci fic change and backwards conpatibility w th non-upgraded nodes
(e.g., classic IPv4 or IPv6 nodes) in nore detail

3. | CWP Checksum Handl i ng

To maxi nmi se backwards conpatibility, the ILNPv6 | CMP checksumis

al ways calculated in the sane way as for IPv6 ICMP. Sinilarly, the

| LNPv4 | CMP checksumis always calculated in the same way as for |Pv4
| CWP
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5.

5.

| LNP Comuni cation Cache (1LCC)

For operational purposes, inplenmentations need to have a | ocal cache
of state information that all ow comunication endpoints to be
constructed and for conmunication protocols to operate. Such cache
information is comon today, e.g., |Pv4 nodes comonly nmintain an
Address Resol ution Protocol (ARP) cache with information relating to
current and recent Correspondent Nodes (CNs); |Pv6 nodes nmaintain a
Nei ghbor Di scovery (ND) table with information relating to current
and CNs. Likew se, ILNP maintains an ldentifier Locator

Conmmruni cati on Cache (ILCC) with information relating to the operation
of | LNP.

The ILCC is a (logical) set of data values required for ILNP to
operate. These values are naintained by the endpoints of each |LNP
sessi on.

In theory, this cache is within the ILNP network-1layer. However,
many networ k protocol inplenentations do not have strict protoco
separation or layering. So there is no requirenent that the |ILCC be
kept partitioned fromtransport-layer protocols.

Note that, in many inplenentations, nmuch of the information required
for the ILCC may al ready be present. Were sonme additiona
information is required for ILNP, froman engi neering vi ewpoint, the
| LCC coul d be inplenmented by extendi ng or enhanci ng exi sting data
structures within existing inplenmentations. For exanple, by adding
appropriate flags to the data structures in existing inplenentations.

Note that the ILCC does not inpose any extra state nmi ntenance
requirenents for applications or applications servers. For exanple,
in the case of, say, HITP, there will be no additional state for a
server to maintain, and any TCP state will be handl ed by the ILNP
code in the OS just as for IP.

1. Formal Definition

The I LCC contains information about both the |ocal node and al so
about current or recent correspondent nodes, as foll ows.

I nformati on about the | ocal node:

- Each currently valid lIdentifier value, including its ldentifier
Precedence and whether it is active at present.

- Each currently valid Locator value, including its associ ated
|l ocal interface(s), its Locator Precedence and whether it is
active at present.
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- Each currently valid IL Vector (I-LV), including whether it is
active at present.
I nf ormati on about each correspondent node:

- Most recent set of ldentifiers, including lifetine and validity
for each.

- Most recent set of Locators, including lifetime and validity for
each.

- Nonce val ue for packets fromthe |local host to the
correspondent .

- Nonce val ue for packets fromthe correspondent to the |oca
host .

In the above list for the ILNP Communi cati on Cache:

- A"valid" itemis usable, froman adninistrative point of view,
but it mght or might not be in use at present.

- The "validity" paraneter for the correspondent node indicates
one of several different states for a datum These include at
| east the foll ow ng:

- "valid": data is usable and has not expired.

- "active": data is usable, has not expired, and is in active
use at present.

- "expired": data is still in use at present, but is beyond its
expiration (i.e., without a replacenent val ue).

- "aged": data was recently in use, but is not in active use at
present, and is beyond its expiration

- The "lifetinme" paraneter is an inplenentation-specific
representation of the validity lifetime for the associ ated data
element. In normal operation, the Lifetime for a correspondent

node’s Locator(s) are learned fromthe DNS Ti nme- To-Live (DNS
TTL) val ue associated with DNS records (NID, L32, L64, etc.) of
the Fully Qualified Donmain Nane (FQDN) owner name of the
correspondent node. For tine, a node might use UTC (e.g., via
Network Tinme Protocol) or perhaps some node-specific tine (e.g.
seconds since node boot).
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5.2. Ageing ILCC Entries

As a practical engineering nmatter, it is not sensible to flush al
Locator val ues associated with an existing |ILNP session’s
correspondent node even if the DNS TTL associated with those Locat or
val ues expires.

In sone situations, a CN nmight be disconnected briefly when noving
location (e.g., inmmedi ate handover, which sonetinmes is called "break
before nake"). |If this happens, there mght be a brief pause before
the Correspondent Node can (a) update its own L values in the DNS
and (b) send an | CMP Locator Update nessage to the | ocal node with

i nformati on about its new location. |nplenmenters ought to try to
mai ntain | LNP sessions even when such events occur.

I nstead, Locator val ues cached for a correspondent node SHOULD be

mar ked as "aged" when their TTL has expired, but retained unti

either the next Locator Update nessage is received, there is other

i ndication that a given Locator is not working any |longer, there is
positive indication that the Correspondent Node has terninated the

I LNP session (e.g., TCP RST if the only transport-Ilayer session for
this ILNP session is a TCP session), until sone appropriate timeout
(e.g., 2*MsL for TCP if the only transport-|layer session for this

I LNP session is a TCP session), or the |ILNP session has been inactive
for several minutes (e.g., no transport-layer session exists for this
I LNP session) and the storage space associated with the aged entry
needs to be reclai ned.

Separately, received authenticated Locator Update nessages cause the
ILCC entries |isted above to be updated.

Simlarly, if there is indication that an I LNP session with a
Correspondent Node renmins active and the DNS TTL associated with
that Correspondent Node's active ldentifier value(s) has expired,
those renote Identifier value(s) ought to be marked as "expired", but
retained since they are in active use.

5.3. Large Nunbers of Locators
| mpl enenters should keep in mind that a node or site mght have a
| arge number of concurrent Locators, and it should ensure that a

system fault does not arise if the systemreceives an authentic | CW
Locator Update containing a |arge nunber of Locator val ues.
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5.4. Lookups into the ILCC

For received packets containing an | LNP Nonce Option, |ookups in the
I LCC MUST use the <renote Identifier, Nonce> tuple as the | ookup key.

For all other ILNP packets, |ookups in the |ILNP Correspondent Cache
MUST use the <renote Locator, renote ldentifier> tuple, i.e., the
remote |-LV, as the | ookup key.

These two checks between them facilitate situations where, perhaps
due to depl oynent of Local -scope ldentifiers, nore than one
correspondent node is using the sane Identifier val ue.

(NOTE: O her mechani snms, such as | Pv6 Nei ghbor Discovery, ensure that
two di fferent nodes are incapable of using a given |I-LV at the sane
| ocation, i.e., on the sane link.)

Wil e Locators are onmitted fromthe transport-1layer checksum an

i mpl enent ati on SHOULD use Locator values to distinguish between
correspondents coincidentally using the same Identifier value (e.g.
due to depl oynent of Local -scope ldentifier val ues) when
demul ti plexing to determ ne which application(s) should receive the
user data delivered by the transport-layer protocol

6. Handling Location/ Connectivity Changes

In normal operation, an I LNP node uses the DNS for initial rendezvous
in setting up I LNP sessions. The use of DNS for initial rendezvous
wi th nobile nodes was earlier proposed by others [PHG2] and then
separately reinvented by the current authors later on

6.1. Node Location/Connectivity Changes

To handl e the nove of a node or a change to the upstream connectivity
of a multihonmed node, we add a new | CMP control nessage [ RFC6745]

[ RFC6743]. The I CWP Locator Update (LU) nessage is used by a node to
informits existing CNs that the set of valid Locators for the node
has changed. This nechani smcan be used to add newy valid Locators,
to renove no longer valid Locators, or to do both at the sane tine.
The LU nmechani smis anal ogous to the Binding Update mechanismin
Mobile 1 Pv6, but in ILNP, such nessages are used any tine Locator

val ue changes need to be notified to CNs, e.g., for nultihoned hosts
as well as for nobile hosts.

Further, if the node wi shes to be able to receive new incomng |LNP

sessions, the node normally uses Secure Dynami c DNS Update [ RFC3007]
to ensure that a correct set of Locator values are present in the
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appropriate DNS records (i.e., L32, L64) in the DNS for that node
[ RFC6742]. This enables any new correspondents to correctly initiate
a new | LNP session with the node at its new | ocation

Whil e the Locator Update control nessage could be an entirely new
protocol running over UDP, for exanple, there is no obvi ous advant age
to creating a new protocol rather than using a new | CMP nessage. So
| LNP defines a new | CVP Locator Update nessage for both | Pv4 and

| Pv6.

6.2. Network Connectivity/Locator Changes

As a DNS perfornmance optim sation, the LP DNS resource record MAY be
used to avoid requiring each node on a subnetwork to update its DNS
L64 record entries when that subnetwork’s location (e.g., upstream
connectivity) changes [ RFC6742]. This can reduce the nunber of DNS
updat es required when a subnetwork noves from Order (nunmber of nodes
on subnetwork) to Oder(1).

In this case, the nodes on the subnetwork each woul d have an LP
record pointing to a conmon FQDN used to nane that subnetwork. In
turn, that subnetwork’s domain name woul d have one or nore L64
record(s) in the DNS. Since the contents of an LP record are stable,
relatively long DNS TTL val ues can be associated with these records
facilitating DNS caching. By contrast, the DNS TTL of an L32 or L64
record for a nobile or nultihomed node should be small. Experinental
work at the University of St Andrews indicates that the DNS continues
to work well even with very low (e.g., zero) DNS TTL val ues [BA11l].

Correspondents of a node on a nobile subnetwork using this DNS
performance optinisation would initially performa nornmal FQDN | ookup
for a node. |If that |ookup returned another FQDN in an LP record as
addi tional data, then the correspondent would performa | ookup on
that FQDN and expect an L32 or L64 record returned as additiona

data, in order to learn the Locator value to use to reach that target
node. (O course, a |lookup that did not return any |ILNP-rel ated DNS
records would result in an ordinary |IPv4 session or ordinary |Pv6
session being initiated, instead.)

7. Subnetting

For ILNPv4 and | LNPv6, the Locator val ue includes the subnetting
information, as that also is topological information. As well as
being architecturally correct, the placenent of subnetting as part of
the Locator is also convenient from an engi neering point of viewin
both 1 Pv4 and | Pv6.
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We consider that a Locator value, L consists of two parts

- L_pp: the Locator prefix part, which occupies the nost significant
bits in the address (for both ILNPv4 and | LNPv6).

- L_ss: Locator subnetwork sel ector, which occupies bits just after
the L_pp.

For each of ILNPv4 and ILNPv6, L _pp gets its value fromthe provider-
assigned routing prefix for I1Pv4 and | Pv6, respectively. For L_ss,
in each case of ILNPv4 and I LNPv6, the L_ss bits are located in the
part of the address space which you night expect themto be | ocated
if IPvd or | Pv6 addresses were being used, respectively.

7.1. Subnetting for |ILNPv6
For ILNPv6, recall that the Locator value is encoded to be

syntactically simlar to an I Pv6 address prefix, as shown in Figure
7. 1.

I* 1 Pv6 */
| 3] 45 bits | 16 bits | 64 bits
e e e e e e e - S o e e e e e e e e +
| 001| gl obal routing prefix| subnet ID| Interface Identifier
S . S +
/* 1 LNPvE */
| 64 bits | 64 bits |
e e e e e e e - S o e e e e e e e e +
| Locator (L64) | Node Identifier (N D)
e . S +
< m i a Lpp --------- >+<- L SS -->+

L _pp Locator prefix part (assigned |IPv6 prefix)

Locat or subnet selector (locally managed subnet |D)

Figure 7.1: | Pv6 Address Format [ RFC3587] as Used in | LNPv6,
Showi ng How Subnets Can Be ldentified

Note that the subnet ID forms part of the Locator value. Note also
that [RFC6177] allows the global routing prefix to be nore than 45
bits, and for the subnet ID to be smaller, but still preserving the
64-bit size of the Locator.
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7.2. Subnetting for |LNPv4

For ILNPv4, the L_pp value is an I Pv4 routing prefix as used today,
which is typically less than 32 bits. However, the |ILNPv4 Locat or
value is carried in the 32-bit I P Address space, so the bits not used
for the routing prefix could be used for L_ss, e.qg., for a /24 |Pv4
prefix, the situation would be as shown in Figure 7.2.

24 bits 8 bits
o e e e e e e e e m o S +
Locator (L32) |
o e e e e e e e e oo - o Fomm e - +
+<- - m - - Lpp --------- >+<- L_ss ->+
L_pp = Locator prefix part (assigned |IPv4 prefix)
L_ss = Locator subnet selector (locally managed subnet I|D)

Figure 7.2: I Pv4d Address Format for /24 IPv4 Prefix, as Used in
| LNPv4, Showi ng How Subnets Can Be ldentified

Note that the L_ss occupies bits that in an | Pv4 address woul d
normal |y be the host part of the address, which the site network
could use for subnetting in any case.

7.3. Subnetting for Router-Router Links in |IPv6/1LNPv6

There is a special case of /127 prefixes used in router-router
point-to-point links for IPv6 [RFC6164]. |LNPv6 does not preclude
such use

8. DNS Consi derations

| LNP makes use of DNS for nane resolution, as does IP. Unlike IP

I LNP al so uses DNS to support features such as nobility and

mul ti hom ng. While such usage is appropriate use of the DNS, it is
i mportant to di scuss operational and engi neering issues that nay

i mpact DNS usage.

8.1. Secure Dynanic DNS Update

When a host that expects incom ng connections changes one or nore of
its Locator values, the host nornally uses the | ETF Secure Dynanic
DNS Updat e protocol [RFC3007] to update the set of currently valid
Locator val ues associated with its FQDN. This ensures that the
authoritative DNS server for its FQDN will be able to generate an
accurate set of Locator values if the DNS server receives DNS nane
resol ution request for its FQDN
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Liu and Albitz [LAO6] report that Secure Dynanm ¢ DNS Update has been
supported on the client-side for several years now in w dely deployed
operating systens (e.g., M5 Wndows, Apple Mac OS X, UNI X, and Li nux)
and also in DNS server software (e.g., BIND). Publicly available
product data sheets indicate that sone other DNS server software
packages, such as that from Nom num al so support this capability.

For exanple, Mcrosoft Wndows XP (and | ater versions), the freely
di stributable BIND DNS software package (used in Apple Mac OS X and
in nmost UNI X systens), and the conmmercial Nomi num DNS server al

i npl ement support for Secure Dynam c DNS Update and are known to
interoperate [LAO6]. There are credible reports that when a site
depl oys M crosoft’s Active Directory, the site (silently)
automatically depl oys Secure Dynanic DNS Update [LAO6]. So, nany
sites have al ready depl oyed Secure Dynani ¢ DNS Update even though
they are not actively using it (and might not be aware they have

al ready depl oyed that protocol) [LAO6].

So DNS update via Secure Dynamic DNS Update is not only standards-
based, but also readily available in w dely depl oyed systens today.

8.2. New DNS RR Types
As part of this proposal, additional DNS resource records have been
proposed in a separate docunent [RFC6742]. These new records are
summari sed in Table 6. 1.

new DNS RR type | Purpose

_________________ o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e ===
NI D | store the value of a Node Identifier
L32 | store the value of a 32-bit Locator for |LNPv4
L64 | store the value of a 64-bit Locator for |LNPv6
LP | points to a (several) L32 and/or L64 record(s)

Table 6.1. Sumary of new DNS RR Types for |LNP

Wth this proposal, nobile or multihoned nodes and sites are expected
to use the existing "Secure Dynanic DNS Update" protocol to keep
their Node Identifier (NID) and Locator (L32 and/or L43) records
correct in their authoritative DNS server(s) [RFC3007] [RFC6742].

Reverse DNS | ookups, to find a node’s FQDN fromthe conbination of a
Locator and related ldentifier value, can be perforned as at present.
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8.3. DNS TTL Values for ILNP RRS Types

Exi sting DNS specifications require that DNS clients and DNS

resol vers honour the TTL val ues provided by the DNS servers. 1In the
context of this proposal, short DNS TTL val ues are assigned to
particular DNS records to ensure that the ubiquitous DNS caching
resol vers do not cache volatile values (e.g., Locator records of a
nmobi | e node) and consequently return stale information to new
requestors.

The TTL values for L32 and L64 records may have to be relatively | ow
(perhaps a few seconds) in order to support nobility and nul ti hom ng
Low TTL val ues may be of concern to administrators who night think
that this would reduce efficacy of DNS caching increase DNS | oad
significantly.

Previ ous research by others indicates that DNS caching is largely
ineffective, with the exception of NS records and the addresses of
DNS servers referred to by NS records [SBKO2]. This nmeans DNS
caching performance and DNS load will not be adversely affected by
assigning very short TTL values (down to zero) to the Locator records
of typical nodes for an edge site [BA11l]. It also neans that it is
preferable to deploy the DNS server function on nodes that have

| onger DNS TTL val ues, rather than on nodes that have shorter DNS TTL
val ues.

LP records normally are stable and will have relatively long TTL
val ues, even if the L32 or L64 records they point to have val ues that
have rel atively | ow TTL val ues.

Identifier values mght be very long-lived (e.g., days) when they
have been generated from an | EEE MAC address on the system
Identifier values m ght have a shorter lifetinme (e.g., hours or

m nutes) if they have been cryptographically generated [ RFC3972],
have been created by the IPv6 Privacy Extensions [ RFC4941], or

ot herw se have the EU -64 scope bit set to "local -scope". Note that
when | LNP is used, the cryptographic generation nethod described in
RFC 3972 is used only for the lIdentifier, onmitting the Locator

t hereby preserving roaning capability. Note that a given |ILNP
session normally will use a single Identifier value for the lifetine
of that ILNP session

8.4. | P/ILNP Dual Operation and Transition
During a long transition period, a node that is |ILNP-capable SHOULD
have not only NID and L32/L64 (or NID and LP) records present in its

authoritative DNS server but al so SHOULD have A/ AAAA records in the
DNS for the benefit of non-upgraded nodes. Then, when any CN
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perforns an FQDN | ookup for that node, it will receive the Al AAAA
with the appropriate NID, L32/L64 records, and/or LP records as
"addi ti onal data"

Exi sting DNS specifications require that a DNS resolver or DNS client
i gnore unrecogni sed DNS record types. So, gratuitously appending N D
and Locator (i.e., L32, L64, or LP) records as "additional data" in
DNS responses to A/ AAAA queries ought not to create any operationa
issues. So, |IP only nodes would use the A/ AAAA RRs, but |LNP-capable
nodes woul d be able to use the NID, L32/L64 and/or LP records are
required.

There is nothing to prevent this capability being inplenented
strictly inside a DNS server, whereby the DNS server synthesises a
set of A/AAAA records to advertise fromthe NID and Locator (i.e.
L32, L64, or LP) values that the node has kept updated in that DNS
server. Indeed, such a capability may be desirable, reducing the
anmount of manual configuration required for a site, and reducing the
potential for errors as the A/ AAAA records woul d be autonmatically
gener at ed.

9. IP Security for ILNP

The prinmary conceptual difference fromordinary |IP security (IPsec)
is that ILNP IP Security onits all use of, and all reference to,
Locator values. This leads to several small, but inportant, changes
to I Psec when it is used with |ILNP sessions.

9.1. IPsec Security Association Enhancenents for |LNP

| Psec Security Associations for ILNP only include the Identifier
val ues for the endpoints, and onit the Locator values. As an

i mpl ement ation detail, |ILNP inplenmentations MJUST be able to

di stingui sh between different Security Associations with |ILNP
correspondents (at different locations, with different |ILNP Nonce
val ues in use) that happen to use the sane ldentifier values (e.gqg.
due to an inadvertent Identifier collision when using identifier
val ues generated by using the I Pv6 Privacy Addressing extension).
One possible way to distinguish between such different |LNP sessions
is to maintain a mappi ng between the | Psec Security Association
Dat abase (SAD) entry and the corresponding |ILCC entry.

Consistent with this enhancenment to the definition of an | Psec
Security Association, when processing received | Psec packets
associated with an |ILNP session, |ILNP inplenentations ignore the
Locator bits of the received packet and only consider the Identifier
bits. This neans, for exanple, that if an |ILNP correspondent node
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nmoves to a different subnetwork, and thus is using a different Source
Locator in the header of its ILNP | Psec packets, the |ILNP session
will continue to work and will continue to be secure.

Since inplenmentations of ILNP are also required to support IP,

i npl ementers need to ensure that ILNP I Psec Security Associations can
be di stingui shed fromordinary | Psec Security Associations. The
details of this are left to the inplementer. As an exanple, one
possi bl e inplenmentation strategy would be to retain a single | Psec
Security Association Database (SAD), but add an internal flag bit to
each entry of that IPsec SAD to indicate whether ILNP is in use for
that particular |IPsec Security Association.

9. 2. | P Aut henti cati on Header Enhancenents for | LNP

Simlarly, for an I LNP session using |Psec, the | Psec Authentication
Header (AH) only includes the lIdentifier values for the endpoints in
its authentication calculations, and it onmits the Source Locator and
Destination Locator fields fromits authentication calcul ations.

This enables | Psec AH to work well even when used with ILNP | ocalised
nunmbering [ RFC6748] or other situations where a Locator val ue might
change while the packet travels fromorigin to destination

9.3. Key Managenent Consi derations

In order to distinguish at the network-1ayer between nultiple ILNP
nodes that happen to be using the sane Node Identifier values (e.qg.
because the identifier values were generated using the I Pv6 Privacy
Addr essi ng net hod), key nanagenent packets being used to set up an
I LNP | Psec session MJST include the |ILNP Nonce Option.

Simlarly, key management protocols used with | Psec are enhanced to
deprecate use of I P Addresses as identifiers and to substitute the
use of the new Node Identifier values for that purpose. This results
in an ILNP | Psec Security Association that is independent of the
Locator val ues that m ght be used.

For I LNPv6 inplenentations, the ILNP Node Identifier (64-bits) is
smal l er than the | Pv6 Address (128-bits). So support for |ILNPv6

| Psec is acconplished by zeroing the upper-64 bits of the IPv6
Address fields in the application-layer key managenent protocol

while retaining the Node lIdentifier value in the |ower-64 bits of the
application-layer key nanagenent protocol.
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10.

10.

For |ILNPv4 inpl enentations, enhancenents to the key nanagenent
protocol likely will be needed, because existing key managenent
protocols rely on 32-bit | Pv4 addresses, while ILNP Node Identifiers
are 64-bits. Such enhancenents are beyond the scope of this

speci fication.

Backwar ds Conpatibility and Increnental Depl oynent

Experience with I Pv6 depl oynment over the past many years has shown
that it is inmportant for any new network protocol to provide
backwards conpatibility with the deployed I P base and should be
increnental ly deployable, ideally requiring nodification of only
those nodes that wish to use ILNP and not requiring the nodification
of nodes that do not intend to use ILNP. The two instances of |LNP,
| LNPv4 and | LNPv6, are intended to be, respectively, backwards
conmpatible with, and increnmentally depl oyabl e on, the existing | Pv4
and I Pv6 installed bases. Indeed, ILNPv4 and |ILNPv6 can each be
seen, from an engi neering viewoint, as supersets of the IPv4 and

| Pv6, respectively.

However, in some cases, |ILNP introduces functions that supersede
equi val ent functions available in IP. For exanple, ILNP has a
mobility nmodel, and so it does not need to use the nodels for Mbile
| Pv4 or Mobile I Pv6.

As | LNP changes, the use of end-to-end nanespaces, for the nost part,
it is only end-systens that need to be nodified. However, in order
to | everage existing engineering (e.g., existing protocols), in sone
cases, there is a conpromi se, and these are highlighted in this
section.

1. Priorities in the Design of |ILNPv6 and | LNPv4

In the engineering design of ILNPv6 and | LNPv4, we have used the
following priorities. |In some ways, this choice is arbitrary, and it
may be equally valid to "invert" these priorities for a different
architectural and engi neering design.

1. Infrastructure

As nmuch of the deployed IP network infrastructure should be used

wi t hout change. That is, routers and switches should require m ninal
or zero nodifications in order to run ILNP. As nuch as possible of
the existing installed base of core protocols should be reused.
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2. Core protocols

As much of the deployed network control protocols, such as routing,
shoul d be used wi thout change. That is, existing routing protocols
and switch configuration should require mnimal or zero nodifications
in order to run |LNP.

3. Scope of end-system changes

Any nodes that do not need to run ILNP should not need to be
upgraded. It should be possible to have a site network that has a

m x of I P-only and | LNP-capabl e nodes wi thout any changes required to
the I P-only nodes.

4. Applications

There should be m ninmal inpact on applications, even though ILNP
requires end-to-end protocols to be upgraded. Indeed, for those
applications that are "well behaved" (e.g., do not use | P Address
values directly for application state or application configuration),
there should be little or no effort required in enabling themto
operate over |LNP.

Each of these itens is discussed in its own section bel ow.
10. 2. Infrastructure

ILNP i s designed to be deployed on existing infrastructure. No new
infrastructure is required to run ILNP as it will be inplemented as a
software upgrade inpacting only end-to-end protocols. Existing
routing protocols can be reused: no new routing protocols are
required. This nmeans that network operators and service providers do
not need to |earn about, test, and depl oy new protocols, or change
the structure of their network in order for ILNP to be depl oyed.
Exceptional ly, edge routers supporting ILNPv4 hosts will need to
support an enhanced version of ARP

10.3. Core Protocols

Exi sting routing and other control protocols should not need to
change in devices such as switches and routers. W believe this to
be true for ILNPv6. However, for ILNPv4, we believe that ARP will
need to be enhanced in edge routers (or Layer 3 switches) that
support |LNPv4 hosts. Backbone and transit routers still ought not
requi re changes for either |LNPv4 or |LNPv6.
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10.

For both ILNPv4 and | LNPv6, the basic packet format for packets
reuses that fornmat that is seen by routers for |IPv4 and | Pv6,
respectively. Specifically, as the ILNP Locator value is always a
routing prefix (either 1Pv4 or 1Pv6), routing protocols should work
unchanged.

Both I LNPv4 and | LNPv6 introduce new header options (e.g., Nonce
Option nessages) and | CMP nessages (e.g., Locator Update nessages)
that are used to enable end-to-end signalling. For packet
forwardi ng, depending on the forwarding policies used by some
providers or site border routers, there may need to be nodifications
to those policies to allow the new header options and new | CVP
messages to be forwarded. However, as the header options and new

| CMP nessages are end-to-end, such nodifications are likely to be in
configuration files (or firewall policy on edge routers), as core
routers do NOT need to parse and act upon the information contained
in the header options or |ICVMP nessages.

4. Scope of End-System Changes

Only end-systens that need to use |ILNP need to be updated in order
for ILNP to be used at a site.

There are three exceptions to this statenent as foll ows:

a) ILNPv4 ARP: as the Identifier value for 1 Pv4 cannot fit into the
normal 20-byte | Pv4 packet header (a header extension is used),
ARP must be nodified. This only inpacts end-systens that use
I LNPv4 and those switches or site border routers that are the
first hop froman |ILNPv4 node. For ILNPv6, as the | and L val ues
fit into the existing basic |Pv6 packet, |Pv6 Nei ghbour Discovery
can operate w thout nodification.

b) Use of I P NAT: Were I P NAT or NAPT is in use for a site, existing
NAT/ NAPT device will rewite address fields in I LNPv4 packets or
| LNPv6 packets. To avoid this, the NAT should either (i) be
configured to allow the pass-through of packets originating from
| LNP- capabl e nodes (e.g., by filtering on source address fields in
the I P header); or (ii) should be enhanced to recogni se | LNPv4 or
| LNPv6 packets (e.g., by looking for the ILNP Nonce Option).

c) Site Border Routers (SBRs) in |ILNP Advanced Depl oynent scenari os:
There are options to use an | LNP-capable Site Border Router (SBR)
as described in another docunent [RFC6748]. |In such scenari os,
the SBR(s) need to be I|ILNP-capabl e.
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10.

O her than these exceptions, it is entirely possible to have a site
that uses a nmix of IP and |ILNP nodes and requires no changes to nodes
other than the nodes that wish to use ILNP. For exanple, if a user
on a site wishes to have his laptop use ILNPv6, only that |aptop
woul d need to have an upgraded stack: no other devices (end-systens,
Layer 2 switches or routers) at that site would need to be upgraded.

5. Applications

As noted, in the Architecture Description [ RFC6740], those
applications that do not use |IP Address values in application state
or configuration data are considered to be "well behaved"
Applications that work today through a NAT or Network Address Port
Transl ati on (NAPT) device wi thout application-specific support are
al so considered "well behaved". Such applications night use DNS
FQDNs or application-specific name spaces. (Note Well: application-
speci fic name spaces should not be derived fromI|P Address val ues.)

For wel | -behaved applications, replacing P with ILNP shoul d have no
impact. That is, well-behaved applications should work unnodi fied
over |LNP.

Those applications that directly use I P Address values in application
state or configuration will need to be nodified for operation over
| LNP. Exanpl es of such applications include the foll ow ng:

- FTP: which uses | P Address values in the application-Iayer
protocol. In practice, use of Secure Copy (SCP) is growing, while
use of FTP is either flat or declining, in part due to the inproved
security provided by SCP

- SNMP: which uses | P Address values in MB definitions, and val ues
derived from | P Address val ues in SNWP object nanes.

Furt her experimentation in this area is planned to validate these
detail s.

6. Interworking between IP and | LNP

Arelated topic is interwrking: for exanple, how would an I Pv6 node
communi cate with an ILNPv6 node? Currently, we nake the assunption
that | LNP nodes "drop down" to using |P when comunicating with a
non- | LNP capabl e node, i.e., there is no interwrking as such. In
the future, it may be beneficial to define interworking scenarios
that do not rely on having |ILNP nodes fall back to IP, for exanple,
by the use of suitable protocol translation gateways or m ddl eboxes.
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For now, a sinplified sunmary of the process for interaction between
I LNP hosts and non-1LNP hosts is as foll ows:

a) For a host initiating conmmunication using DNS, the resolution of
the FQDN for the renpote host will return at | east one NID record
and at | east one of an L32 record (for ILNPv4) or an L64 record
(for ILNPv6). Then, the host knows that the renpte host supports
I LNP.

b) When a host has | and L values for a renote host, the initial
packet to initiate conmmuni cati on MIST contain a Nonce Header
[ RFC6746] [ RFC6744] that indicates to the renpbte host that this
packet is attenpting to set up an | LNP session

c) When a receiving host sees a Nonce Header, if it DCES support |LNP
it will proceed to set up an | LNP session

d) Wien a receiving host sees a Nonce Header, if it DOES NOT support
ILNP, it will reject the packet and this will be indicated to the
sender through an | CVWP nmessage [ RFC6743] [ RFC6745]. Upon
receiving the | CVWP nessages, the sender will re-initiate
conmmuni cati on using standard | Pv4 or | Pv6.

Many observers in the conmmunity expect IPv4 to remain in place for a
long tine even though | Pv6 has been avail able for over a decade.
Wth a simlar anticipation, it is likely that in the future there
will be a mxed environnent of both IP and I LNP hosts. Until there
is a better understandi ng of the depl oynent and usage scenari os that
will develop, it is not clear what interworking scenarios would be
useful to define and focus on between |P and |ILNP

Security Considerations

There are numerous security considerations for ILNP from an

engi neering viewpoint. Overall, ILNP and its capabilities are no

| ess secure than IP and equivalent IP capabilities. |n sone cases,

I LNP has the potential to be nore secure, or offer security
capability in a nore harnoni sed manner, for exanple, with ILNP s use
of IPsec in conjunction with rmultihom ng and mobility. [RFC6740]
descri bes several security considerations that apply to ILNP and is
i ncl uded here by reference.

I LNP offers an enhanced version of IP security (IPsec). The details
of IP Security for ILNP were described separately above. Al |ILNP

i mpl enent ati ons MJST support the use of the I P Authentication Header
(AH) for ILNP and also the | P Encapsul ating Security Payl oad (ESP)
for ILNP, but depl oynment and use of IPsec for ILNP remains a matter
for | ocal operational security policy.
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1. Authenticating | CMP Messages

Separ at e docunents propose a new | Pv4 Option [ RFC6746] and a new | Pv6
Destination Option [RFC6744]. Each of these options can be used to
carry an | LNP Nonce val ue end-to-end between comuni cati ng nodes.

That nonce provides protection against off-path attacks on an |LNP
session. These |ILNP Nonce Options are used ONLY for ILNP and not for
I P. The nonce values are exchanged in the initial packets of an |ILNP
session by including themin those initial/handshake packets.

ALL | CVWP Locator Update nessages MJST include an |ILNP Nonce Option
and MUST include the correct |ILNP Nonce value for the clained sender
and intended recipient of that | CVW Locator Update nessage. There

are no exceptions to this rule. |1CWM Locator Update nessages MAY be
protected by IPsec, but they still MJST include an I LNP Nonce Option
and the ILNP Nonce Option still MJIST include the correct |ILNP Nonce
val ue.

When a node has an active |ILNP session, and that node changes its
Locator set, it SHOULD i nclude the appropriate | LNP Nonce Option in
the first few data packets sent using a new Locator value so that the
reci pient can validate the received data packets as valid (despite
havi ng an unexpected Source Locator val ue).

Any | LNP Locator Update nessages received without an | LNP Nonce
Option MUST be discarded as forgeries.

Any | LNP Locator Update nessages received with an I LNP Nonce Opti on,
but that do NOT have the correct |ILNP Nonce value inside the |ILNP
Nonce Option, MJST be discarded as forgeries.

When the clai med sender of an | CMP nessage is known to be a current

| LNP correspondent of the recipient (e.g., has a valid, non-expired,
ILCC entry), then any |1 CVWP error nessages fromthat clainmed sender
MUST i nclude the ILNP Nonce Option and MJUST include the correct |LNP
Nonce value (i.e., correct for that sender recipient pair) in that

| LNP Nonce Opti on.

When the clai med sender of an I CWMP error nessage is known to be a
current |ILNP correspondent of the recipient (e.g., has a valid, non-
expired, ILCC entry), then any I CVWP error nmessages fromthat clained
sender that are received without an ILNP Nonce Opti on MUST be

di scarded as forgeries.

When the clai med sender of an I CWMP error nessage is known to be a
current |ILNP correspondent of the recipient (e.g., has a valid, non-
expired, ILCC entry), then any I CVWP error nmessages fromthat clained
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sender that contain an |ILNP Nonce Option, but that do NOT have the
correct | LNP Nonce value inside the ILNP Nonce Option, MJST be
di scarded as forgeries.

| CMP nessages (not including | CMP Locator Update nessages) with a

cl ained sender that is NOT known to be a current |LNP correspondent

of the recipient (e.g., does not have a valid, non-expired, |ILCC
entry) MAY include the ILNP Nonce Option, but, in this case, the |ILNP
Nonce Option is ignored by the recipient upon receipt, since the

reci pient has no way to authenticate the received | LNP Nonce val ue.

Recei ved | CWP nessages (not including | CMP Locator Update nessages)
with a clainmed sender that is NOT known to be a current |LNP
correspondent of the recipient (e.g., does not have a valid, non-
expired, ILCC entry) do NOT require the |ILNP Nonce Option because the
security risks are no different than for deployed |IPv4 and | Pv6 --
provi ded that the received | CMP nessage is not an | CVMP Locator Update
message. Such | CWP nessages (e.g., Destination Unreachable, Packet
Too Big) might legitimately originate in an internedi ate system al ong
the path of an |ILNP session. That internediate system nm ght not be

| LNP capable. Even if ILNP capable itself, that internediate system
m ght not know which of the packets it forwards are part of |LNP
sessi ons.

When ILNP is in use, IP Security for ILNP al so MAY be used to protect
stronger protections for | CMP packets associated with an |ILNP
session. Even in this case, the ILNP Nonce Option al so MIUST be
present and MJUST contain the correct |ILNP Nonce value. This
simplifies packet processing and enables rapid discard of any forged
packets froman of f-path attacker that |ack either the |ILNP Nonce
Option or the correct |ILNP Nonce value -- w thout requiring
conmputationally expensive | Psec processing. Received | CVWP nessages
that are protected by ILNP I P Security, but fail the recipient’s

| Psec checks, MJST be dropped as forgeries. |f a deploynment chooses
to use ILNP I Psec ESP to protect its | CVMP nessages and is NOT al so
using ILNP I Psec AH with those nessages, then the |ILNP Nonce Option
MUST be placed in the I LNP packet after the ILNP | Psec ESP header
rather than before the ILNP | Psec ESP header, to ensure that the
Nonce Option is protected in transit.

Recei pt of any | CMP nessage that is dropped or discarded as a forgery
SHOULD cause the details of the received forged | CMP packet (e.g.
Source and Destination Locators / Source and Destination Identifiers
/ Source and Destination | P Addresses, | CWP nessage type, receiving
interface, receive date, receive tinme) to be logged in the receiving
systemis security logs. Inplenentations MAY rate-limt such |ogging
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in order to reduce operational risk of denial-of-service attacks on
the system |l ogging functions. The details of system|ogging are
i mpl emrent ati on specific.

11.2. Forged ldentifier Attacks

The | LNP Conmuni cation Cache (I1LCC) contains two unidirectional nonce
val ues (one used in control nessages sent by this node, a different
one used to authenticate nmessages fromthe other node) for each
active or recent ILNP session. The ILCC also contains the currently
valid set of Locators and set of ldentifiers for each correspondent
node.

If a received |ILNP packet contains valid Identifier values and a

val id Destination Locator, but contains a Source Locator value that
is not present in the ILCC, the packet MJST be dropped as an invalid
packet and a security event SHOULD be | ogged, UNLESS the packet al so
contains a Nonce Destination Option with the correct val ue used for
packets fromthe node with that Source ldentifier to this node. This
prevents an off-path attacker fromstealing an existing |ILNP session

12. Privacy Considerations

There are no additional privacy issues created by |ILNP conpared to
| P. Please see Section 10 of [RFC6740] for nore detail ed di scussion
of Privacy Consi derations.

| LNPv6 supports use of the IPv6 Privacy Extensions for Stateless
Address Autoconfiguration in I Pv6 [ RFC4941] to enable identity
privacy (see also Section 2).

Location Privacy can be provided by locator rewiting techniques as
described in Section 7 of [RFC6748].

A description of various possibilities for obtaining both identity
privacy and |ocation privacy with ILNP can be found in [ BAK11].

13. Operational Considerations

This section covers various operational considerations relating to

I LNP, including potential session |iveness and reachability

consi derati ons and Key Managenent considerations. Again, the
situation is simlar to IP, but it is useful to explain the issues in
relation to I LNP neverthel ess.
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13.1. Session Liveness and Reachability

For bidirectional flows, such as a TCP/ILNP session, each node knows
whet her the current path in use is working by the reception of data
packets, acknow edgenents, or both. Therefore, as with TCP/IP

TCP/ I LNP does not need special path probes. UDP/ILNP sessions with
acknow edgenents work simlarly and do not need special path probes.

In the deployed Internet, the sending node for a UDP/IP session

wi t hout acknowl edgenments does not know for certain that all packets
are received by the intended receiving node. Such UDP/ILNP sessions
have the sane properties as UDP/IP sessions in this respect. The
recei ver(s) of such an UDP/ILNP session SHOULD send a gratuitous IP
packet containing an |ILNP Nonce Option to the sender, in order to
enabl e the receiver to subsequently send | CMP Locator Updates if
appropriate [RFC6744]. In this case, UDP/ILNP sessions fare better
than UDP/ I P sessions, still w thout using network path probes.

A nobile (or multihonmed) node nmay change its connectivity nore

qui ckly than DNS can be updated. This situation is unlikely,
particularly given the wi despread use of link-layer nmobility

mechani sms (e.g., GSM | EEE 802 bridging) in conbination wth
networ k-1 ayer nmobility. However, the situation is equivalent to the
situation where a traditional IP node is noving faster than the
Mobile | Pv4 or Mobile I Pv6 agents/servers can be updated with the
nmobi | e node’'s new location. So the issue is not newin any way to
ILNP. In all cases, Mbile IPv4 and Mbile I Pv6 and | LNP, a node
nmovi ng that quickly m ght be tenporarily unreachable until it remains
at a given network-|ayer location (e.g., |IP subnetwork, ILNP Locator
val ue) long enough for the | ocation update nmechani sns (for Mbile

| Pv4, for Mobile IPv6, or ILNP) to catch up

Anot her potential issue for IPis what is sonmetines called "Path

Li veness" or, in the case of ILNP, "Locator Liveness". This refers
to the question of whether an IP packet with a particul ar destination
Locator value will be able to reach the intended destination network
or not, given that sone otherw se valid paths ni ght be unusabl e by
the sendi ng node (e.g., due to security policy or other

adm nistrative choice). In fact, this issue has existed in the |Pv4
I nternet for decades.

For exanple, an |IPv4 server might have nultiple valid | P Addresses,
each advertised to the world via a DNS A record. However, at a given
monent in tine, it is possible that a given sendi ng node ni ght not be
able to use a given (otherwi se valid) destination |Pv4 address in an
| P packet to reach that |Pv4 server.
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I ndeed, for |ILNPv6, as the |ILNP packet reuses the |IPv6 packet header
and uses | Pv6 routing prefixes as Locator val ues, such |liveness

consi derations are no worse than they are for | Pv6 today. For
exanple, for IPv6, if a host, H perfornms a DNS | ookup for an FCDN
for renote host F, and receives a AAAA RR with I Pv6 address F A, this
does not nean necessarily that Hcan reach F on its F Ausing its
current connectivity, i.e., an |IPv6 path nay not be available fromH
to F at that point in tine.

So we see that using an lIdentifier/Locator Split architecture does
not create this issue, nor does it make this issue worse than it is
with the depl oyed I Pv4 Internet.

In ILNP, the sanme conceptual approach described in [ RFC5534] (Locator
Pair Exploration for SHI M5) can be reused. Alternatively, an ILNP
node can reuse the existing | Pv4 nethods for determ ning whether a
given path to the target destination is currently usable, for which
exi sting nethods | everage transport-|layer session state infornation
that the conmunicating end systens are al ready keeping for transport-
| ayer protocol reasons.

Lastly, it is inportant to note that the | CMP Locator Update
mechani sm descri bed in [ RFC6743] [RFC6745] is a perfornmance
optinmisation, significantly shortening the network-Ilayer handoff tine
i f/when a correspondent changes | ocation. Architecturally, using
ICVMP is no different fromusing UDP, of course.

13. 2. Key Managenent Consi derations

I LNP potentially has advantages over either formof Mbile IP with
respect to key nanagenment, given that ILNP is using Secure Dynanic
DNS Update -- which capability is nuch nore widely available today in
depl oyed desktop and server environnents (e.g., Mcrosoft Wndows,
Mac OS X, Linux, other UNIX), as well as being w dely avail abl e today
in depl oyed DNS server software (e.g., Mcrosoft and the freely
avai |l abl e BIND) and appliances [LA06], than the security enhancenents
needed by either Mobile | Pv4d or Mobile |Pv6.

In the IESG there is work in progress that addresses use of DNS to
support key managenment for entities having DNS Fully Qualified Domain
Nanes.

13.3. Point-to-Point Router Links
As a special case, for the operational reasons described in
[ RFC6164], |LNPv6 depl oyments MAY continue to use classic IPv6 with a

/127 routing prefix on router to router point-to-point links (e.g.
SONET/ SDH). Because an | LNPv6 packet and an | Pv6 packet are
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i ndi stinguishable for forwardi ng purposes to a transit router, this
shoul d not create any operational difficulty for ILNPv6 traffic
travel ling over such links.

14. Referrals and Application Programm ng Interfaces

This section is concerned with support for using existing ("l egacy")
applications over ILNP, including both referrals and Application
Programming Interfaces (APISs).

| LNP does NOT require that well-behaved applications be nodified to
use a new networking APl, nor does it require applications be

nodi fied to use extensions to an existing APlI. Existing well-behaved
| P applications should work over |LNP without nodification using

exi sting networking APIs.

14. 1. BSD Sockets APIs

The existing BSD Sockets APl can continue to be used with ILNP
underneath the API. That APl can be inplemented in a manner that

hi des the underlying protocol changes fromthe applications. For
exanpl e, the conbination of a Locator and an Identifier can be used
with the APl in the place of an |IPv6 address.

So it is believed that existing |P address referrals can continue to
work properly in nost cases. For a rapidly noving target node,
referrals might break in at |east some cases. The potential for
referral breakage is necessarily dependent upon the specific
application and inplenentati on bei ng consi dered.

It is suggested, however, that a new, optional, nore abstract, C

| anguage APl be created so that new applications nay avoid del ving
into lowlevel details of the underlying network protocols. Such an
APl woul d be useful today, even with the existing IPv4 and | Pv6
Internet, whether or not ILNP were ever wi dely depl oyed.

14.2. Java (and Qther) APIs

Most existing Java APls al ready use abstracted network progranm ng
interfaces, for exanple, in the java.Net.URL class. Because these
APl's already hide the | owlevel network-protocol details fromthe

applications, the applications using these APlIs (and the APlIs

t hensel ves) don’'t need any nodification to work equally well wth

| Pv4, 1Pv6, |ILNP, and probably also H P

O her progranmi ng | anguages, such as C++, python and ruby, also

provi de higher-level APIs that abstract away from sockets, even
t hough sockets nmay be used beneath those APIs.
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14.

15.

15.

3. Referrals in the Future

The approach proposed in [ REFERRAL] appears to be very suitable for
use with ILNP, in addition to being suitable for use with the

depl oyed Internet. Protocols using that approach would not need

nodi fication to have their referrals work well with IPv4, [Pv6, |LNP,
and probably al so other network protocols (e.g., HP).

A sensi bl e approach to referrals is to use FQDNs, as is commonly done
today with web URLs. This approach is highly portable across
different network protocols, even with both the IPv4 Internet or the
| Pv6 I nternet.
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