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Abst ract
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connected networks. Some of the recursive DNS servers might have

i nformati on about nanespaces ot her servers do not have. Wen a

nmul ti-interfaced node needs to utilize DNS, the node has to choose
whi ch of the recursive DNS servers to use. This docunent describes
DHCPv4 and DHCPv6 options that can be used to configure nodes with
information required to performinformed recursive DNS server

sel ection deci si ons.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6731

Copyright Notice

Copyright (c) 2012 I ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect

Savol ai nen, et al. St andards Track [ Page 1]



RFC 6731 RDNSS Sel ection for MF Nodes Decenber 2012

to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction . 3
1.1. Requirenents Language C e e e e 4
2. Private Nanespaces and Problens for Multi-Interfaced Nodes . 4
2.1. Fully Qualified Domain Names with Linmited Scopes . 4
2.2. Network-Interface-Specific |IP Addresses . . . 5
2.3. A Problem Not Fully Sol ved by t he Descri bed Solutlon . 6
3. Deploynment Scenarios . . . . Ce e 7
3.1. CPE Depl oynent Scenarlo 7
3.2. Cellular Network Scenario 7
3.3. VPN Scenario . . 8
3.4. Dual -Stack Accesses . 8
4. Inproved RDNSS Sel ection . . 8
4.1. Procedure for Prioritizing RDNSSes and Handllng
Responses . . . B
4.2 RDNSS Selectlon DHCPv6 Cptlon I
4.3 RDNSS Sel ecti on DHCPv4 Option . . . . . . . . . . . . . . 13
4.4 Scal ability Considerations . . . . . . . . . . . . . . . . 15
4.5 Limtations on Use . . .. . . .15
4.6 Coexi stence of Various RDNSS Conflguratlon Tools .. . . . 16
4.7 Consi derations on FollowUp Queries . . T I 4
4.8. Cosing Network Interfaces and Local Caches T I 4
5. Exanple of a Node Behavior . . . . 4
6. Considerations for Network Adn1n|strators N K
7. | ANA Considerations . . . . . . . . . . . . . . . . ... .. 20
8. Security Considerations . . . . . . . . . . . . . . . ... .20
8.1. Attack Vectors . . . A ¢
8.2. Trust Levels of hbtmork Interfaces 2
8.3. Inportance of Following the Algorithm . . . . . . . . . . 21
9. References . . . - §
9.1. Nornmative References - |
9.2. Informative References . . . e e e 22
Appendi x A.  Possible Alternative Practlces for RDNSS Sel ection . 23
A.1. Sending Queries Qut on Multiple Interfaces in Parallel . . 23
A.2. Search List Option for DNS Forward Lookup Decisions . . . 23
A. 3. Mre-Specific Routes for Reverse Lookup Decisions . . . . 24
A. 4. Longest Matching Prefix for Reverse Lookup Decisions . . . 24
Appendi x B. DNSSEC and Multiple Answers Valldatlng with
Different Trust Anchors . . . . ... .. 24
Appendi x C. Pseudocode for RDNSS Selectlon e e e .24
Appendi x D. Acknow edgenents . . . . . . . . . . . . . . . . . . 29

Savol ai nen, et al. St andards Track [ Page 2]



RFC 6731 RDNSS Sel ection for MF Nodes Decenber 2012

1

I ntroduction

A multi-interfaced node (MF node) faces several problens a single-
honed node does not encounter, as is described in [RFC6418]. This
docunent studies in detail the problens private nanespaces ni ght
cause for multi-interfaced nodes and provides a solution. The node
m ght be inplenented as a host or as a router

W start fromthe prem se that network operators sonetines include
private, but still globally unique, nanespaces in the answers they
provide from Recursive DNS Servers (RDNSSes) and that those private
nanespaces are at |east as useful to nodes as the answers fromthe
public DNS. Wen private nanespaces are visible for a node, sone
RDNSSes have information other RDNSSes do not have. The node ought
to be able to query the RDNSS that can resolve the query regardl ess
of whether the answer comes fromthe public DNS or a private
namespace

An exanpl e of an application that benefits fromnulti-interfacing is
a web browser that commonly accesses many different destinations
each of which is available on only one network. The browser
therefore needs to be able to conmuni cate over different network

i nterfaces, depending on the destination it is trying to reach

Sel ection of the correct interface and source address is often
crucial in the networks using private nanespaces. In such

depl oynents, the destination’s |IP addresses might only be reachabl e
on the network interface over which the destination’s nane was

resol ved. Henceforth, the solution described in this docunent is
assuned to be comonly used in conbination with tools for delivering
additional routing and source and destination address sel ection
policies (e.g., [RFC4191] and [ RFC3442].

Thi s docunent is organized in the followi ng manner. Background

i nformati on about problem descriptions and exanpl e depl oynent
scenarios are included in Sections 2 and 3. Section 4 contains al
normati ve descriptions for DHCP options and node behavi or
Informative Section 5 illustrates behavior of a node inplenmenting
functionality described in Section 4. Section 6 contains nornative
guidelines related to creation of private namespaces. The | ANA
considerations are in Section 7. Informational Section 8 sumarizes
identified security considerations.

Appendi x A describes best current practices that are possible with
tool s preceding this docunment and that are possibilities on networks
not supporting the solution described in this docunent. Appendix B
di scusses a scenario where nultiple answers are possible to validate,
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but with different trust anchors. Appendix Cillustrates with
pseudocode the functionality described in Section 4.

1.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

2. Private Nanespaces and Problens for Milti-Interfaced Nodes

This section describes two private nanespace scenarios related to
node nulti-interfacing for which the procedure described in Section 4
provides a solution. Additionally, Section 2.3 describes a problem
for which this docunent provides only a partial solution

2.1. Fully Qualified Domain Names with Limited Scopes

A nmulti-interfaced node can be connected to one or nore networks that
are using private namespaces. As an exanple, the node can
simul t aneously open a Wreless LAN (W.AN) connection to the public
Internet, a cellular connection to an operator network, and a Virtua
Private Network (VPN) connection to an enterprise network. Wen an
application initiates a connection establishnent to a Fully Qualified
Domai n Nane (FQDN), the node needs to be able to choose the right
RDNSS for making a successful DNS query. This is illustrated in
Figure 1. An FCDN for a public name can be resol ved with any RDNSS,
but for an FQDN of the private nane of an enterprise’'s or operator’s
service, the node needs to be able to correctly select the right
RDNSS for the DNS resolution, i.e., do also network interface

sel ection already before destination’'s I P address is known.
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oo - +
| RDNSS with | | Enterprise

F------ + | public + [ ----] I ntranet

| | | enterprise’s | |

| | VPN | private nanes | |

| | S +  H----+

| MF | | FW|

| node | +----+

| | Hosmomimee e + |

| [----- WAN ------ | RDNSS with [----] Publ i c

| | | public names | | I nt er net

| | S +  H----+

| | | FW|

| | B - +  H----+

| [---- cellular ---] RDNSS with |

R + | public + | | Qper at or
| operator’s [----] I ntranet
| private nanes | |
oo - +

Figure 1: Private DNS Nanespaces |llustrated

2.2. Network-Interface-Specific |IP Addresses

In the second problem an FQN is valid and resol vable via different
network interfaces, but to different and not necessarily globally
reachabl e I P addresses, as is illustrated in Figure 2. The node’s
routing, source, and destination address sel ecti on nechani smhas to
ensure the destination’s IP address is only used in conmbination wth
source | P addresses of the network interface on which the name was

resol ved.
A URDEEEEEEEEEEE | |
Foem - + | Pv6 | RDNSS A [------ | 1Pv6
| |-- interface 1 --| saying Peer is |
| | | at: 2001:0db8:0::1 |
| MF | o e e e e ae e + S e +
| node | | Peer |
| | - + R e +
| | | Pv6 | RDNSS B |
| |-- interface 2 --| saying Peer is |
SRR + | at: 2001:0db8:1::1 |------ | 1Pv6
o e e e e ae e +

Figure 2: Private DNS Nanespaces and Different |P Addresses for an
FQDN on Interfaces 1 and 2
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A simlar situation can happen with | Pv6 protocol translation and
AAAA record synthesis [RFC6147]. A synthetic AAAA record is
guaranteed to be valid only on the network on which it was

synthesi zed. Figure 3 illustrates a scenario where the peer’'s |Pv4
address is synthesized into different |1 Pv6 addresses by RDNSSes A and

- | S e +
- + | Pv6 | RDNSS A | ----|1 NAT64
| |-- interface 1 --| saying Peer is | Fo-mm - - +
| | | at: A Pref96:1Pv4 | |
| MF | I + | +------ +
| node | | Pv4 +---| Peer
| | - + | S +
| | | Pv6 | RDNSS B |
| |-- interface 2 --| saying Peer is | Fo-mm - - +
F------ + | at: B Pref96:1Pv4 |----| NAT64

e e e a - + F - +

Figure 3: AAAA Synthesis Results in
Net wor k- I nterface- Specific | Pv6 Addresses

It is worth noting that network-specific |P addresses can al so cause
probl ens for a single-honed node, if the node retains DNS cache
during novenent fromone network to another. After the network
change, a node can have entries in its DNS cache that are no | onger
correct or appropriate for its new network position

2.3. A Problem Not Fully Solved by the Described Solution

A nore conplex scenario is an FQDN, which in addition to possibly
resolving into network-interface-specific | P addresses, identifies on
different network interfaces conpletely different peer entities with
potentially different sets of service offerings. In an even nore
compl ex scenario, an FQDN identifies a unique peer entity, but one
that provides different services on its different network interfaces.
The sol ution described in this document is not able to tackle these
hi gher-1 ayer issues. |In fact, these problens m ght be solvable only
by manual user intervention

However, when DNS Security (DNSSEC) is used, the DNSSEC validation
procedure can provi de assi stance for selecting correct responses for
sonme, but not all, use cases. A node night prefer to use the DNS
answer that validates with the preferred trust anchor.
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3.

3.

3.

Depl oynment Scenari os

Thi s docunent has been witten with three particul ar depl oynent
scenarios in mnd. The first is a Custoner Prem ses Equi pnent (CPE)
with two or nore uplink Virtual Local Area Network (VLAN)

connections. The second scenario involves a cellular device with two
uplink Internet connections: W.AN and cellular. The third scenario
is for VPNs, where use of a |ocal RDNSS might be preferred for

| atency reasons, but the enterprise’s RDNSS has to be used to resolve
private nanes used by the enterprise

In this section, we are referring to the RDNSS preference val ues
defined in Section 4. The purpose of that is to illustrate when
admi ni strators night choose to utilize the different preference
val ues.

1. CPE Depl oynent Scenario

A home gateway can have two uplink connections |eading to different
net works, as described in [ WTHOUT-1PVENAT]. |In the two-uplink
scenario, only one uplink connection leads to the Internet, while the
ot her uplink connection leads to a private network utilizing private
namespaces

It is desirable that the CPE does not have to send DNS queries over
bot h uplink connections, but instead, CPE need only send default
queries to the RDNSS of the interface |leading to the Internet and
queries related to the private nanespace to the RDNSS of the private
network. This can be configured by setting the RDNSS of the private
network to know about |isted donmins and networks, but not to be a
def aul t RDNSS.

In this scenario, the | egacy hosts can be supported by depl oyi ng DNS
proxy on the CPE and configuring hosts in the LANto talk to the DNS
proxy. However, updated hosts would be able to talk directly to the
correct RDNSS of each uplink ISP's RDNSS. It is a depl oynent
deci si on whet her the updated hosts would be pointed to a DNS proxy or
to actual RDNSSes.

Dependi ng on actual deploynents, all VLAN connections m ght be
consi dered trusted.

2. Cellular Network Scenario

A cel lul ar device can have both WLAN and cel |l ul ar network interfaces
up. In such a case, it is often desirable to use W.AN by defaul t,

except for the connections that the cellul ar network operator wants
to go over the cellular interface. The use of W.AN for DNS queries
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likely inproves the power consunption of cellular devices and often
provides lower latency. The cellular network might utilize private
nanes; hence, the cellular device needs to ask for those through the
cellular interface. This can be configured by setting the RDNSS of
the cellular network to be of | ow preference and listing the donmains
and networks related to the cellular network’s private nanespaces as
being available via the cellular network’s RDNSS. This will cause a
node to send DNS queries by default to the RDNSS of the W.AN
interface (that is, by default, considered to be of nedi um
preference) and queries related to private nanespaces to the RDNSS of
the cellular interface.

In this scenario, the cellular interface can be consi dered trusted
and WLAN oftenti nes untrusted.

3.3. VPN Scenario

Dependi ng on a depl oynent, there mght be interest in using VPN only
for the traffic destined to a enterprise network. The enterprise

m ght be using private nanespaces; hence, related DNS queries need to
be sent over VPN to the enterprise’s RDNSS, while by default, the
RDNSS of a | ocal access network might be used for all other traffic.
This can be configured by setting the RDNSS of the VPN interface to
be of |l ow preference and listing the domains and networks related to
an enterprise network’s private nanespaces being available via the
RDNSS of the VPN interface. This will cause a node to send DNS
queries by default directly to the RDNSS of the WLAN i nterface (that
is, by default, considered to be of nedium preference) and queries
related to private nanmespaces to the RDNSS of the VPN interface.

In this scenario, the VPN interface can be considered trusted and the
| ocal access network untrusted.

3. 4. Dual - St ack Accesses

In all three scenarios, one or nore of the connected networks can
support both IPv4 and IPv6. |In such a case, both or either of DHCPv4
and DHCPv6 can be used to | earn RDNSS sel ection information.

4. Inproved RDNSS Sel ection

This section describes DHCP options and a procedure that a (stub/
proxy) resolver can utilize for inproved RDNSS selection in the face
of private namespaces and nultiple simltaneously active network
interfaces. The procedure is subject to linmtations of use as
described in Section 4.5. The pseudocode in Appendix Cillustrates
how t he i nproved RDNSS sel ecti on works.
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4.1. Procedure for Prioritizing RDNSSes and Handl i ng Responses

A resolver SHALL build a preference list of RDNSSes it wll contact
dependi ng on the query. To build the list in an optiml way, a node
SHALL request for RDNSS selection information with the DHCP options
defined in Sections 4.2 and 4.3 before any DNS queries need to be
made. Wth help of the received RDNSS sel ection information, the
node can determine if any of the avail abl e RDNSSes have speci al

know edge about specific dormai ns needed for forward DNS | ookups or
networ k addresses (later referred as "network") needed for reverse
DNS | ookups.

A resolver |acking nore specific informati on can assune that al
information is available fromany RDNSS of any network interface.
The RDNSSes | earned by other RDNSS address configuration nmethods can
be considered as default RDNSSes, but preference-w se, they MJST be
handl ed as medi um preference RDNSSes (see al so Section 4.6).

When a DNS query needs to be nade, the resolver MJST give hi ghest
preference to the RDNSSes explicitly known to serve a matching donain
or network. The resolver MJIST take into account differences in trust
| evel s (see Section 8.2) of pieces of received RDNSS sel ection
informati on. The resolver MJST prefer RDNSSes of trusted interfaces.
The RDNSSes of untrusted interfaces can be of highest preference only
if the trusted interfaces specifically configures |ow preference

RDNSSes. The non-exhaustive list of cases in Figure 4 illustrates
how the different trust levels of received RDNSS sel ection
i nformation influence the RDNSS selection logic. |In Figure 4,

"Mediunt, "High", and "Low' indicate the explicitly configured
RDNSS' s preference over other RDNSSes. The "Mediunt preference is

al so used with RDNSSes for which no explicit preference configuration
information is available. The "Specific domains" in Figure 4

i ndicate the explicitly configured "Domai ns and networks" private
nanespace i nformation that a particul ar RDNSS has.

A resolver MUST prioritize between equally trusted RDNSSes with the
hel p of the DHCP option preference field. The resolver MJST NOT
prioritize |l ess trusted RDNSSes hi gher than trusted, even in the case
when a |l ess trusted RDNSS woul d apparently have additiona
information. |In the case of all other things being equal, the

resol ver can make the prioritization decision based on its interna

pr ef er ences.
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I nformation from | I'nformation from | Resulting RDNSS
nmore trusted | less trusted | preference
| |

interface A interface B sel ection
__________________________ o
1. Medi um preference | Medium preference | Default:
def aul t | default | A then B
__________________________ Y
2. Medi um preference | High preference default| Default:
def aul t | | A then B
| Specific donains | Specific:
| | A then B
__________________________ e
3. Low preference default | Medi um preference | Default:
| default | B, then A
.......................... e m e e e e e e e e e e e e e e et e e e e e e e e e m .-
4. Low preference default | Medium preference | Default:
| default | B, then A
Speci fic domai ns | | Specific:
| | A then B
__________________________ e

Figure 4: RDNSS Sel ection in the Case of Different Trust Levels

Because DNSSEC provi des cryptographi c assurance of the integrity of
DNS data, it is necessary to prefer data that can be validated under
DNSSEC over data that cannot. There are two ways that a node can
determine that data is valid under DNSSEC. The first is to perform
DNSSEC validation itself. The second is to have a secure connection
to an authenticated RDNSS and to rely on that RDNSS to perform DNSSEC
validation (signaling that it has done so using the AD bit). DNSSEC
is necessary to detect forged responses, and without it any DNS
response could be forged or altered. Unless the DNS responses have
been validated with DNSSEC, a node cannot make a decision to prefer
data fromany interface with any great assurance.

A node SHALL send requests to RDNSSes in the order defined by the
preference list until an acceptable reply is received, all replies
are received, or a tinmeout occurs. In the case of a requested name
matching to a specific domain or network rule accepted from any
interface, a DNSSEC- aware resol ver MJST NOT proceed with a reply that
cannot be validated using DNSSEC until all RDNSSes on the preference
|ist have been contacted or tined out. This protects against

possi ble redirection attacks. 1In the case of the requested nane not
mat ching to any specific domain or network, the first received
response from any RDNSS can be consi dered acceptable. A DNSSEC- awar e
node MAY al ways contact all RDNSSes in an attenpt to receive a
response that can be validated, but contacting all RDNSSes is not
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mandated for the default case as that woul d consune excess resources
in sone depl oynments.

In the case of a validated NXDOVAI N response being received from an
RDNSS t hat can provide answers for the queried name, a node MJST NOT
accept non-validated replies fromother RDNSSes (see Appendix B for
considerations related to nultiple trust anchors).

4.2. RDNSS Sel ection DHCPv6 Option

DHCPv6 option descri bed bel ow can be used to informresol vers what
RDNSS can be contacted when initiating forward or reverse DNS | ookup
procedures. This option is DNS record type agnostic and applies, for
exanpl e, equally to both A and AAAA queri es.

0 1 2 3
01234567890123456789012345678901

B s o s o S S e e S i TRIE TR TR S S S e e o o e i =

OPTI ON_RDNSS_SELECTI ON | option-len |
B i T e S i i i i T S S e e S i o i I T N S

DNS- r ecur si ve- nane- server (1 Pv6 address)

Reserved |prf|
R R T T Domai ns and networ ks
(variabl e | ength)

+-

I

+-

I I

I I

I I

I I

e e i i e T S i S e e e R

I I

+- I

I I

I I

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Figure 5: DHCPv6 Option for Explicit Domain Configuration

option-code: OPTI ON_RDNSS SELECTI ON (74)

option-len: Length of the option in octets

DNS-recur si ve- nane-server: An | Pv6 address of RDNSS

Reserved: Field reserved for the future. MJST be set to zero and
MUST be ignored on receipt.
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prf: RDNSS preference:

01 High

00 Medi um
11 Low

10 Reserved

Reserved preference value (10) MJST NOT be sent. On receipt,
the Reserved val ue MUST be treated as Medi um preference (00).

Domai ns and networks: The list of domains for forward DNS | ookup and
networ ks for reverse DNS | ookup about which
the RDNSS has special know edge. Field MJST
be encoded as specified in Section 8 of
[ RFC3315]. A special domain of "." is used to
i ndi cate capability to resolve gl obal nanes
and act as a default RDNSS. Lack of a "."
domain on the list indicates that the RDNSS
only has information related to |isted domains
and networks. Networks for reverse mapping
are encoded as defined for |P6. ARPA [ RFC3596]
or | N-ADDR. ARPA [ RFC2317].

A node SHOULD i nclude the Option Request Option (OPTION ORO

[ RFC3315]) in a DHCPv6 request with the OPTI ON RDNSS SELECTI ON option
code to informthe DHCPv6 server about the support for the inproved
RDNSS sel ection logic. The DHCPv6 server receiving this information
can then choose to provision RDNSS addresses only with

OPTI ON_RDNSS_SELECTI ON.

OPTI ON_RDNSS_SELECTI ON contai ns one or nore donains of which the

rel ated RDNSS has particul ar know edge. The option can occur
multiple tines in a single DHCPv6 nessage, if nmultiple RDNSSes are to
be configured. This can be the case, for exanple, if a network l|ink
has nultiple RDNSSes for reliability purposes.

The list of networks MJUST cover all the domains configured in this
option. The length of the included networks SHOULD be as |ong as
possible to avoid potential collision with information received on
other option instances or with options received from DHCP servers of
other network interfaces. Overlapping networks are interpreted so
that the resolver can use any of the RDNSSes for queries natching the
net wor ks.

| f OPTI ON_RDNSS_SELECTI ON cont ai ns an RDNSS address al ready | earned
from ot her DHCPv6 servers of the sanme network and contains new
domai ns or networks, the node SHOULD append the information to the
i nformati on received earlier. The node MJUST NOT renove previously
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obtai ned i nformati on. However, the node SHOULD NOT extend the
lifetime of earlier information either. Wen a conflicting RDNSS
address is learned froma less trusted interface, the node MJST

i gnore the option.

Li ke the RDNSS options of [RFC3646], OPTI ON_RDNSS_SELECTI ON MUST NOT
appear in any other than the foll ow ng DHCPv6 nessages: Solicit,
Advertise, Request, Renew, Rebind, |nformation-Request, and Reply.

The client SHALL periodically refresh information |earned with

OPTI ON_RDNSS SELECTION. The informati on SHALL be refreshed on Ii nk-
state changes, such as those caused by node nobility, and when
renewing lifetines of |Pv6 addresses configured with DHCPv6.
Additionally, the DHCPv6 Information Refresh Tinme Option, as
specified in [RFC4242], can be used to control the update frequency.

4.3. RDNSS Sel ection DHCPv4 Option

The DHCPv4 option described bel ow can be used to informresol vers
whi ch RDNSS can be contacted when initiating forward or reverse DNS
| ookup procedures. This option is DNS record type agnostic and
applies, for exanple, equally to both A and AAAA queri es.

0 1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| CCDE | Len | Reserved |[prf] Primary .. |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| DNS- r ecur si ve- nane-server’s | Pv4 address | Secondary .. |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| .. DNS-recursive-nane-server’s | Pv4 address | |
e T s i o e e e R |
|+ Domai ns and net wor ks I
| (variabl e | ength) |
|+- i i S S i i R e e e rE R |+

Fi gure 6: DHCPv4 Option for Explicit Domain Configuration
option-code: RDNSS Sel ection (146)
option-len: Length of the option in octets

Reserved: Field reserved for the future. MJST be set to zero and
MUST be ignored on receipt.
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prf: RDNSS preference:

01 High

00 Medi um
11 Low

10 Reserved

Reserved preference value (10) MJST NOT be sent. On receipt,
the Reserved val ue MUST be treated as Medi um preference (00).

Primary DNS-recursive-nanme-server’s |Pv4 address: Address of a
primary RDNSS

Secondary DNS-recursive-nanme-server’'s |Pv4 address: Address of a
secondary RDNSS
or 0.0.0.0 if
not confi gured

Domai ns and networks: The list of donmains for forward DNS | ookup and
networ ks for reverse DNS | ookup about which
t he RDNSSes have special know edge. Field
MUST be encoded as specified in Section 8 of
[ RFC3315]. A special domain of "." is used to
i ndicate capability to resolve gl obal nanes
and act as the default RDNSS. Lack of a "."
domain on the list indicates that RDNSSes only
have information related to |isted domai ns and
networks. Networks for reverse mapping are
encoded as defined for |P6. ARPA [ RFC3596] or
| N- ADDR. ARPA [ RFC2317] .

The RDNSS Sel ection option contains one or nore donai ns of which the
primary and secondary RDNSSes have particul ar know edge. |If the

I ength of the dommins and networks field causes option length to
exceed the maxi mum perm ssible for a single option (255 octets), then
nmul tiple options MAY be used, as described in "Encoding Long Options
in the Dynanic Host Configuration Protocol (DHCPv4)" [RFC3396]. When
mul tiple options are present, the data portions of all option

i nstances are concatenated toget her

The list of networks MJIST cover all the domains configured in this
option. The length of the included networks SHOULD be as |ong as
possible to avoid potential collision with information received on

ot her option instances or with options received from DHCP servers of
other network interfaces. Overlapping networks are interpreted so
that the resolver can use any of the RDNSSes for queries matching the
net wor ks.
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If the RDNSS Sel ection option contains an RDNSS address al ready

| earned from ot her DHCPv4 servers of the sanme network and contains
new domai ns or networks, the node SHOULD append the information to
the information received earlier. The node MJUST NOT renove

previ ously obtained information. However, the node SHOULD NOT extend
the lifetine of earlier information either. Wen a conflicting RDNSS
address is learned froma less trusted interface, the node MJUST

i gnore the option.

The client SHALL periodically refresh information | earned with the
RDNSS Sel ection option. The information SHALL be refreshed on |i nk-
state changes, such as those caused by node nobility, and when
extending the | ease of |Pv4 addresses configured with DHCPv4.

4.4. Scalability Considerations

The general size linmtations of the DHCP nessages limt the nunber of
domai ns and networks that can be carried inside of these RDNSS

sel ection options. The DHCP options for RDNSS sel ection are best
suited for those deploynents where relatively few and carefully

sel ected domai ns and networ ks are enough

4.5, Limtati ons on Use

The RDNSS sel ection option SHOULD NOT be enabled by default. (In
this section, "RDNSS selection option" refers to the DHCPv4 RDNSS
Sel ection option and the DHCPv6 OPTI ON_RDNSS SELECTION.) The option
can be used in the follow ng environments:

1. The RDNSS sel ection option is delivered across a secure, trusted
channel

2. The RDNSS sel ection option is not secured, but the client on a
node does DNSSEC validation

3. The RDNSS sel ection option is not secured, the resolver does
DNSSEC val i dation, and the client comrunicates with the resol ver
configured with the RDNSS sel ecti on option over a secure, trusted
channel

4. The I P address of the RDNSS that is being reconmended in the
RDNSS sel ection option is known and trusted by the client; that
is, the RDNSS sel ection option serves not to introduce the client
to a new RDNSS, but rather to informit that the RDNSS it has
al ready been configured to trust is available to it for resolving
certain domains.
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As the DHCP by itself cannot tell whether it is using a secure,
trusted channel, or whether the client on a node is perforning DNSSEC
validation, this option cannot be used w thout being explicitly

enabl ed. The functionality can be enabled for an interface via

adm ni strative nmeans, such as by provisioning tools or manua
configuration. Furthernore, the functionality can be automatically
enabled by a client on a node that knows it is perform ng DNSSEC
validation or by a node that is configured or hard-coded to trust
certain interfaces (see Section 8.2).

4.6. Coexistence of Various RDNSS Configuration Tools

The DHCPv4 RDNSS Sel ection option and the DHCPv6
OPTI ON_RDNSS_SELECTI ON are designed to coexist with each other and
with other tools used for RDNSS address configuration

For RDNSS sel ection purposes, information received fromall tools
MUST be conbined together into a single list, as discussed in
Section 4.1.

It can happen that DHCPv4 and DHCPv6 are providing conflicting RDNSS
selection information on the same or on equally trusted interfaces.
In such a case, DHCPv6 MJUST be preferred unless DHCPv4 is utilizing
additional security frameworks for protecting the nessages.

The RDNSSes | earned via tools other than the DHCPv4 RDNSS Sel ecti on
option and the DHCPv6 OPTI ON_RDNSS SELECTI ON MJUST be handl ed as
default RDNSSes, with nedium preference, when building a |ist of
RDNSSes to talk to (see Section 4.1).

The non-exhaustive |ist of possible other sources for RDNSS address
configuration are:

(1) DHCPv6 OPTI ON_DNS_SERVERS defined in [ RFC3646] .

(2) DHCPv4 Domai n Server option defined in [ RFC2132].

(3) |1Pv6 Router Advertisenent RDNSS Option defined in [ RFC6106].
When the RDNSS sel ection option contains a default RDNSS address and

ot her sources are providing RNDSS addresses, the resolver MJST nake
t he deci si on about which one to prefer based on the RDNSS preference

field value. |If the RDNSS sel ection option defines medi um
preference, then the RDNSS fromthe RDNSS sel ection option SHALL be
sel ect ed.

If multiple sources are providing same RDNSS(es) | P address(es), each
address MJST be added to the RDNSS |ist only once.
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If a node had indicated support for OPTION RDNSS SELECTION in a
DHCPv6 request, the DHCPv6 server MAY omit sending of

OPTI ON_DNS_SERVERS. Thi s enabl es of fl oadi ng use case where the
networ k admini strator wishes to only advertise | ow preference default
RDNSSes.

4.7. Considerations on Follow Up Queries

Any followup queries that are perforned on the basis of an answer
received on an interface MJST continue to use the sane interface,
irrespective of the RDNSS sel ection settings on any other interface.
For exanple, if a node receives a reply with a canoni cal nane (CNAVE)
or del egati on name (DNAME), the follow up queries MJST be sent to
RDNSS(es) of the same interface, or to the same RDNSS, irrespectively
of the FQDN received. Oherwise, referrals can fail.

4.8. Cosing Network Interfaces and Local Caches

Cached infornation related to private nanespaces can becone obsol ete
after the network interface over which the information was learned is
closed (Section 2.2) or a new parallel network interface is opened
that alters RDNSS sel ection preferences. An inplenentation SHOULD
ensure obsolete information is not retained in these events. One

i mpl enent ati on approach to avoi d unwant ed/ obsol ete responses fromthe
| ocal cache is to nanage per-interface DNS caches or have interface
information stored in the DNS cache. An alternative approach is to
perform possibly selective, DNS cache flushing on interface change

events.
5. Exanpl e of a Node Behavi or
Figure 7 illustrates node behavior when it initializes two network

interfaces for parallel usage and | earns donai n and network
i nformati on from DHCPv6 servers
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Appli cation Node DHCPv6 server DHCPv6 server
on interface 1 on interface 2

| | |
| e + |

(1) | open | |
| interface | |
I LT + |
| | |

(2) | | ---option REQ ->|
| | <--option RESP--
| | |
| s + |

(3) | store | |
| domai ns | |
I + |
| | |
| s + |

(4) | open | |
| interface | |
I + |
| | | |

(5) | |---option REQ------------------- >
| | <--option RESP------------------- |
| | | |
| e + | |

(6) | store | | |
| domai ns | | |
I + | |
| | | |

Figure 7: Illustration of Learning Donains

FI ow expl anati ons:

1

2.

Savol ai nen,

A node opens its first network interface.

Decenber 2012

The node obtains donai n ' donai nl. exanpl e.comi and | Pv6 network

"0.8.b.d.0.1.0.0.2.ip6. arpa

DHCPv6 server.

The

use.

The

The

i nformati on,

for the newinterface 1 fromthe

node stores the | earned domains and | Pv6 networks for |ater

node opens its second network interface 2.

node obtai ns donai n ' donai n2. exanpl e. coni and | Pv6 network
say '1.8.b.d.0.1.0.0.2.ip6.arpa’ for the new
interface 2 fromthe DHCPv6 server

et al.
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6. The node stores the | earned donmai ns and networks for |ater use.

Figure 8 illustrates how a resol ver uses the | earned donain
i nformation. Network information use for reverse | ookups is not
illustrated, but that would be simlar to the exanple in Figure 8.

Appli cation Node RDNSS RDNSS
on interface 1 on interface 2
| | | |
(1) |--Nane REQ ->| | |
| | | |
| Hoomoeemeee e + | |
(2) | | RDNSS | | |
| | prioritization | | |
| AR R R R R + | |
| | | |
(3) | [------------ DNS resolution------ >
| | <-mmmmmm e |
| | | |
(4) | <--Nanme resp-| | |
| | |

Fi gure 8: Exanple on Choosing Interface Based on Domai n
FIl ow expl anati ons:

1. An application nmakes a request for resolving an FQDN, e.g.
" private. domai n2. exanpl e. coni .

2. A node creates list of RDNSSes to contact and uses configured
RDNSS sel ection infornmation and stored domain infornmation on
prioritization decisions.

3. The node has chosen interface 2, as it was learned earlier from
DHCPv6 that the interface 2 has donmain ’domai n2. exanpl e. conm .
The node then resol ves the requested nane using interface 2's
RDNSS to an | Pv6 address.

4. The node replies to the application with the resolved | Pv6
addr ess.

6. Considerations for Network Administrators
Net wor k admi ni strators depl oyi ng private nanmespaces can assi st

advanced nodes in their RDNSS sel ection process by providing the
i nformati on described within this docunent.
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8.
8.

Private nanespaces MJST be globally unique in order to keep DNS
unanbi guous and henceforth avoid caching-related i ssues and
destination selection problens (see Section 2.3). Exceptions to this
rule are domains utilized for |local nane resolution (such as .local).

Private nanespaces MJST only consi st of subdonmains of domains for
whi ch the rel evant operator provides authoritative nane service.
Thus, subdonai ns of exanple.comare permitted in the private
nanespace served by an operator’s RDNSSes only if the sanme operator
provides a SOA record for exanple.com

It is RECOWENDED for administrators utilizing this tool to depl oy
DNSSEC for their zone in order to counter attacks agai nst private
nanmespaces

| ANA Consi derati ons
Per this neno, | ANA has assigned two new option codes.

The first option code has been assigned for the DHCPv4 RDNSS

Sel ection option (146) fromthe "BOOTP Vendor Extensions and DHCP
Options" registry in the group "Dynam ¢ Host Configuration Protoco
(DHCP) and Bootstrap Protocol (BOOTP) Parameters”

The second option code is requested to be assigned for the DHCPv6
OPTI ON_RDNSS _SELECTION (74) fromthe "DHCP Option Codes" registry in
the group "Dynani c Host Configuration Protocol for |IPv6 (DHCPv6)".

Security Considerations
Attack Vectors

It is possible that attackers might try to utilize the DHCPv4 RDNSS
Sel ection option or the DHCPv6 OPTI ON_RDNSS SELECTI ON option to
redirect some or all DNS queries sent by a resolver to undesired
destinations. The purpose of an attack m ght be denial of service,
preparation for man-in-the-mddle attack, or sonething akin.

Attackers might try to lure specific traffic by advertising domains
and networks fromvery small to very large scope or sinply by trying
to place the attacker’s RDNSS as the hi ghest preference default
RDNSS.

The best countermeasure for nodes is to inplenent validating DNSSEC
aware resolvers. Trusting validation done by an RDNSS is a
possibility only if a node trusts the RDNSS and can use a secure
channel for DNS nessages.
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8.2. Trust Levels of Network Interfaces

Trustworthiness of an interface and configuration information

recei ved over the interface is inplenentation and/or node depl oynent
dependent, and the details of determning that trust are beyond the
scope of this specification. Trust might, for exanple, be based on
the nature of the interface: an authenticated and encrypted VPN, or a
| ayer 2 connection to a trusted home network or to a trusted cellular
network, might be considered trusted, while an unauthenticated and
unencrypted connection to an unknown visited network would |ikely be
consi dered untrusted.

In many cases, an inplenentation mght not be able to deternine trust
I evel s without explicit configuration provided by the user or the
node’ s administrator. Therefore, for exanple, an inplenentation

m ght not by default trust configuration received even over VPN
interfaces. |In sonme occasions, standards defining organizations that
are specific to access network technol ogy mi ght be able to define
trust levels as part of the system design work.

8.3. Inportance of Follow ng the Al gorithm

9.

9.

Section 4 uses normative | anguage for describing a node’s interna
behavior in order to ensure that nodes will not open up new attack
vectors by accidental use of RDNSS sel ection options. During the
st andards work, consensus was that it is safer to not always enable
this option by default, but only when deenmed useful and safe.

Ref er ences
1. Nornmtive References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

[ RFC2132] Al exander, S. and R Drons, "DHCP Options and BOOTP Vendor
Ext ensi ons", RFC 2132, March 1997.

[ RFC2317] Eidnes, H, de Goot, G, and P. Vixie, "Classless IN
ADDR. ARPA del egation", BCP 20, RFC 2317, March 1998.

[ RFC3315] Drons, R, Bound, J., Volz, B., Lenon, T., Perkins, C
and M Carney, "Dynanic Host Configuration Protocol for
| Pv6 (DHCPv6)", RFC 3315, July 2003.

[ RFC3396] Lenmon, T. and S. Cheshire, "Encoding Long Options in the
Dynam ¢ Host Configuration Protocol (DHCPv4)", RFC 3396,
Novenber 2002.

Savol ai nen, et al. St andards Track [ Page 21]



RFC 6731

[ RFC3596]

[ RFC4242]

RDNSS Sel ection for MF Nodes Decenber 2012

Thonson, S., Huitema, C., Ksinant, V., and M Soui ssi,
"DNS Extensions to Support |IP Version 6", RFC 3596,
Cct ober 2003.

Venaas, S., Chown, T., and B. Volz, "Information Refresh
Tinme Option for Dynamic Host Configuration Protocol for
| Pv6 (DHCPv6E)", RFC 4242, Novenber 2005.

9.2. Informative References

[ RFC3397]

[ RFC3442]

[ RFC3646]

[ RFC4191]

[ RFC4193]

[ RFC6106]

[ RFC6147]

[ RFC6418]

Aboba, B. and S. Cheshire, "Dynam c Host Configuration
Prot ocol (DHCP) Domain Search Option", RFC 3397,
Novenber 2002.

Lemon, T., Cheshire, S., and B. Vol z, "The d assl ess
Static Route Option for Dynam c Host Configuration
Prot ocol (DHCP) version 4", RFC 3442, Decenber 2002.

Drons, R, "DNS Configuration options for Dynani c Host
Configuration Protocol for |IPv6e (DHCPv6)", RFC 3646,
Decenber 2003.

Draves, R and D. Thaler, "Default Router Preferences and
Mor e- Speci fi ¢ Routes", RFC 4191, Novenber 2005.

H nden, R and B. Habernman, "Unique Local |Pv6 Unicast
Addr esses", RFC 4193, Cctober 2005.

Jeong, J., Park, S, Beloeil, L., and S. Madanapalli,
"I Pv6 Router Advertisenent Options for DNS Configuration",
RFC 6106, Novenber 2010.

Bagnulo, M, Sullivan, A, Matthews, P., and |I. van

Bei j num "DNS64: DNS Extensions for Network Address
Translation fromIPv6 Clients to | Pv4 Servers", RFC 6147,
April 2011.

Bl anchet, M and P. Seite, "Multiple Interfaces and
Provi si oni ng Domai ns Problem Statenent”, RFC 6418,
Novenber 2011.

[ W THOUT- | PV6NAT]

Savol ai nen,

Troan, O, Mles, D, Matsushima, S., Ckinmoto, T., and D
Wng, "IPv6 Miultihomi ng without Network Address
Translation", Wrk in Progress, February 2012.

et al. St andards Track [ Page 22]



RFC 6731 RDNSS Sel ection for MF Nodes Decenber 2012

Appendi x A.  Possible Alternative Practices for RDNSS Sel ecti on

On sone private namespace depl oynments, explicit policies for RDNSS
sel ection are not available. This section describes ways for nodes
to mtigate the probl em by sending w de-spread queries and by

utilizing possibly existing indirect information el enents as hints.

A 1. Sending Queries Qut on Miltiple Interfaces in Parallel

A possible current practice is to send DNS queries out of nultiple
interfaces and pick up the best out of the received responses. A
node can inplement DNSSEC in order to be able to reject responses
that cannot be validated. Selection between |egitinmate answers is
i mpl ement ation specific, but replies fromtrusted RDNSSes are
preferred.

A downsi de of this approach is increased consunption of resources,
nanel y, power consunption if an interface, e.g., wireless, has to be
brought up just for the DNS query that could have been resolved via a
cheaper interface. Al so, |oad on RDNSSes is increased. However,

| ocal caching of results nitigates these problens, and a node ni ght
also learn interfaces that seemto be able to provide ’'better’
responses than others and prefer those, w thout forgetting that
fallback is required for cases when the node is connected to nore
than one network using private nanespaces

A. 2. Search List Option for DNS Forward Lookup Deci sions

A node can |earn the special domains of attached network interfaces
fromIPve Router Advertisenment DNS Search List Option [RFC6106] or
DHCP search list options -- DHCPv4 Donmain Search Option nunber 119

[ RFC3397] and DHCPv6 Donmi n Search List Option nunber 24 [ RFC3646].
The node behavior is very similar to that illustrated in the exanple
in Section 5. While these options are not intended to be used in
RDNSS sel ection, they can be used by the nodes as hints for smarter
RDNSS prioritization purposes in order to increase likelihood of fast
and successful DNS queri es.

Overl oadi ng of existing DNS search list options is not w thout
probl ens: resol vers woul d obviously use the domains | earned from
search lists for nanme resolution purposes. This mght not be a
probl emin depl oynents where DNS search list options contain few
domai ns like 'exanple.com private.exanple.com but can becone a
problemif many domains are confi gured.
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A.3. Mre-Specific Routes for Reverse Lookup Deci sions

[ RFC4191] defines how nore-specific routes can be provisioned for
nodes. This information is not intended to be used in RDNSS

sel ection, but neverthel ess, a node can use this information as a
hi nt about which interface would be best to try first for reverse

| ookup procedures. An RDNSS configured via the sane interface as
nmore-specific routes is nore likely capable to answer reverse | ookup
guestions correctly than an RDNSS of another interface. The

i kelihood of success is possibly higher if an RDNSS address is
received in the sane RA [RFC6106] as the nore-specific route

i nformation.

A 4. Longest Matching Prefix for Reverse Lookup Deci sions

A node can utilize the |longest matching prefix approach when deci di ng
whi ch RDNSS to contact for reverse | ookup purposes. Nanely, the node
can send a DNS query to an RDNSS | earned over an interface having a

| ongest matching prefix to the address being queried. This approach
can help in cases where Uni que Local Addressing (ULA) [RFC4193]
addresses are used and when the queried address belongs to a node or
server within the sanme network (for exanple, intranet).

Appendi x B. DNSSEC and Multiple Answers Validating with Different Trust
Anchors

When validating DNS answers with DNSSEC, a validator nmight order the
list of trust anchors it uses to start validation chains, in the
order of the node’s preferences for those trust anchors. A node
could use this ability in order to select anbng alternative DNS
results fromdifferent interfaces. Suppose that a node has a trust
anchor for the public DNS root and al so has a speci al - purpose trust
anchor for exanple.com An answer is received on interface il for
www, exanpl e. com and the validation for that succeeds by using the
public trust anchor. Also, an answer is received on interface i2 for
www. exanpl e. com and the validation for that succeeds by using the
trust anchor for exanple.com |In this case, the node has evi dence
for relying on i2 for answers in the exanple.com zone.

Appendi x C. Pseudocode for RDNSS Sel ection

This section illustrates the RDNSS selection logic in Cstyle
pseudocode. The code is not intended to be usable as such; it is
only here for illustration purposes.

The begi nning of the whole procedure is a call to "dns_query"
function with a query and |ist of RDNSSes given as paraneters.
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/* This is a structure that holds all information related to an RDNSS. */
/* Here we include only the information related for this illustration.*/
struct rdnss

int prf; /* Preference of an RDNSS. */
int interface; /* Type of an interface RDNSS was | earned over. */
struct d_and_n; /* Donmins and networks information for this RDNSS. */

};

i nt has_speci al _know edge( const struct rdnss *rdnss,
const char *query)

/* This function nmatches the query to the donmai ns and networks
information of the given RDNSS. The function returns TRUE
if the query matches the domai ns and networks; otherw se, FALSE. */

/* The inplenmentation of this matching function
is left for reader, or rather witer. */

/* return TRUE if query matches rdnss->d_and_n, otherw se FALSE */

}

const struct rdnss* conpare_rdnss_prf( const struct rdnss *rdnss_1,
const struct rdnss *rdnss_2 )

/* This function conpares preference val ues of two RDNSSes and
returns the nore preferred RDNSS. The function prefers rdnss_1

in the case of equal preference val ues. */
if (rdnss_1->prf == HHGH PRF) return rdnss_1;

if (rdnss_2->prf == HHGH PRF) return rdnss_2

if (rdnss_1->prf == MED _PRF) return rdnss_1;

if (rdnss_2->prf == MED_PRF) return rdnss_2;

return rdnss_1;

}

const struct rdnss* conpare_rdnss_trust( const struct rdnss *rdnss_1,
const struct rdnss *rdnss_2 )

/* This function conpares trust of the two given RDNSSes. The trust
is based on the trust on the interface RDNSS was | earned on. */

/* 1If the interface is the sane, the trust is also the sane,
and hence, function will return NULL to indicate | ack of
difference in trust. * [

if (rdnss_1->interface == rdnss_2->interface) return NULL;
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/* Otherwi se, inplenmentation-specific rules define which interface
is considered nore secure than the other. The rules shown here
are only for illustrative purposes and nust be overwitten by
real inplenentations.

if (rdnss_l->interface == IF_VPN) return rdnss_1;

if (rdnss_2->interface == IF_VPN) return rdnss_2;
if (rdnss_1->interface == | F_CELLULAR) return rdnss_1;
if (rdnss_2->interface == | F_CELLULAR) return rdnss_2;
if (rdnss_1->interface == IF
if (rdnss_2->interface == 1F

- WLAN) return rdnss_1;
- WLAN) return rdnss_2

/* Both RDNSSes are from unknown interfaces, so return NULL as
trust-based conparison is inpossible.
return NULL;

}

int conpare_rdnsses ( const struct rdnss *rdnss_1,
const struct rdnss *rdnss_2,
const char *query)

/* This function conpares two RDNSSes and deci des which one is nore
preferred for resolving the query. |If the rdnss_1 is nore

preferred, the function returns TRUE;, otherw se, FALSE
const struct rdnss *nore_trusted_rdnss = NULL;
const struct rdnss *less_trusted_rdnss = NULL;

/* Find out if either RDNSS is nore trusted.
nore_trusted rdnss = conpare_rdnss_trust( rdnss_1, rdnss_2 );

/* Check if either was npbre trusted.
if (nmore_trusted_rdnss)

{

/* Check which RDNSS was | ess trusted.
| ess_trusted rdnss =
nmore_trusted rdnss == rdnss_1 ? rdnss_2 : rdnss_1;

/* If the nore trusted interface is not of |ow preference
or has special know edge about the query, or the nore
trusted is nore preferred and the | ess trusted has no specia
information, prefer nore trusted. Oherw se, prefer |less trusted.
if (nore_trusted_rdnss->prf != LONPRF |
has_speci al _know edge( nore_trusted_rdnss, query ) ||
(compare_rdnss_prf( nore_trusted_rdnss, |less_trusted_rdnss)
== nore_trusted rdnss &&
I has_speci al _know edge( | ess_trusted rdnss, query)))

*/

*/

*/

*/

*/

*/

Savol ai nen, et al. St andards Track [ Page 26]



RFC 6731 RDNSS Sel ection for MF Nodes Decenber 2012

/[* If the nore_trusted rdnss was rdnss_1, return TRUE. */
return nore_trusted_rdnss == rdnss_1 ? TRUE : FALSE
}
el se
/* 1If the nore_trusted rdnss was rdnss_1, return TRUE. */
return |l ess trusted rdnss == rdnss_1 ? TRUE : FALSE
}
}
el se

/* There is no trust difference between RDNSSes; therefore, prefer the
RDNSS t hat has special know edge. |f both have specific know edge,
then prefer the rdnss_1. *

i f (has_special _know edge( rdnss_1, query )) return TRUE
i f (has_special _know edge( rdnss_2, query )) return FALSE

/

/* Neither had special knowl edge. Therefore, return TRUE if
rdnss_1 is nore preferred; otherw se, return FALSE */
return conpare_rdnss_prf( rdnss_1 , rdnss_2 )
== rdnss_1 ? TRUE : FALSE

}

voi d bubbl e _sort_rdnsses( struct rdnss rdnss_list[],
const int rdnsses,
const char* query)

/* This function inplenents a bubble sort to arrange
RDNSSes in rdnss_list into preference order. */

int i;
i nt swapped = 0;
struct rdnss rdnss_swap;

do
{ o
/* O ear swapped-indicator. */
swapped = FALSE
/* Go through the RDNSS |ist. */
for (i = 0; i < rdnsses-1; i++)
/* Check if the next two items are in the right order, i.e.
nmore preferred before less preferred. */

if (conpare_rdnsses( &dnss_list[i],
& dnss_list[i+1], query) == FALSE)
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/* The order between two was not right, so swap these two RDNSSes. */
rdnss_swap = rdnss_list[i];
rdnss_list[i] = rdnss_list[i+1];

rdnss_list[i+1] = rdnss_swap;
swapped = TRUE;
}

}
} while (swapped);

/* No nmore swaps, which nmeans the rdnss_list is now sorted
into preference order. */
}

struct hostent *dns_query( struct rdnss rdnss_list[],
const int rdnsses,
const char* query )
{
/* Perform address resolution for the query. */
int i;
struct hostent response;
/* Sort the RDNSSes into preference order. */

/* This is the function with which this pseudocode starts. */
bubbl e_sort _rdnsses( & dnss |ist[0], rdnsses, query );

/* Go thourgh all RDNSSes or until valid response is found. */
for (i = 0; i < rdnsses; i++)
{
/* Use the highest preference RDNSS first. */

response = send_and _validate _dns_query( rndss_list[i], query);

/* Check if DNSSEC validation is in use, and if so, validate the
recei ved response. */
i f (dnssec_in_use)
{

response = dnssec_val i dat e(response);

/* If response is validated, use that. Oherw se, proceed to next
RDNSS. */
if (response) return response;
el se continue;

}

/* If acceptable response has been found, return it. */
if (response) return response;
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return NULL;
}
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