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Abst r act

Content Delivery Networks (CDNs) provide nunerous benefits for
cacheabl e content: reduced delivery cost, inproved quality of
experience for End Users, and increased robustness of delivery. For
these reasons, they are frequently used for |arge-scale content
delivery. As a result, existing CDN Providers are scaling up their
infrastructure, and nany Network Service Providers (NSPs) are
deploying their own CDNs. It is generally desirable that a given
content itemcan be delivered to an End User regardless of that End
User’'s location or attachnment network. This is the notivation for

i nterconnecting standal one CDNs so they can interoperate as an open
content delivery infrastructure for the end-to-end delivery of
content from Content Service Providers (CSPs) to End Users. However,
no standards or open specifications currently exist to facilitate
such CDN I nterconnection

The goal of this docunent is to outline the problemarea of CDN
I nt erconnection for the | ETF CONI (CDN | nterconnection) working

group.
Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6707
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1. Introduction

The vol ume of video and nmultinedia content delivered over the
Internet is rapidly increasing and expected to continue doing so in
the future. |In the face of this growmh, Content Delivery Networks
(CDNs) provide nunerous benefits for cacheable content: reduced
delivery cost, inproved quality of experience for End Users (EUs),
and increased robustness of delivery. For these reasons, CDNs are
frequently used for |arge-scale content delivery. As a result,

exi sting CDN Providers are scaling up their infrastructure, and nmany
Net wor k Service Providers (NSPs) are deploying their own CDNs.

It is generally desirable that a given content item can be delivered
to an EU regardless of that EU s location or the network they are
attached to. However, a given CDN in charge of delivering a given
content may not have a footprint that expands cl ose enough to the
EU s current |ocation or attachnent network, or may not have the
necessary resources, to realize the user experience and cost benefit
that a nore distributed CODN infrastructure would allow. This is the
nmotivation for interconnecting standal one CDNs so that their
collective CDN footprint and resources can be | everaged for the
end-to-end delivery of content from Content Service Providers (CSPs)
to EUs. As an exanple, a CSP could contract with an "authoritative"
CDN Provider for the delivery of content, and that Authoritative CDN
Provi der could contract with one or nore downstream CDN Providers to
distribute and deliver some or all of the content on behal f of the
Aut horitative CDN Provider

A typical end-to-end content delivery scenario would then involve the
foll owi ng busi ness arrangenents:

0 A business arrangenent between the EU and his CSP, authorizing
access by the EU to content itenms controlled by the CSP.

0 A business arrangenent between the CSP and an "authoritative" CDN
Provi der where the CSP nmandates that the CDN Provider performthe
content delivery on behalf of the CSP

0 A business arrangenent between the Authoritative CDN Provider and
anot her (or other) CDN(s) where the Authoritative CDN may del egate
the actual serving of sone of the content delivery requests to the
other CDN(s). A particular case is where this other CDN Provider
happens to al so be the Network Service Provider providing network
access to the EU, in which case there is also a separate and
i ndependent business relationship between the EU and the NSP for
t he correspondi ng network access.
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The formation and details of any business relationshi ps between a CSP
and a CDN Provider as well as between one CDN Provider and another
CDN Provider are out of scope of this docunent. However, this
docunent concerns itself with the fact that no standards or open
specifications currently exist to facilitate such CDN I nterconnection
froma techni cal perspective

One possible flow for perform ng an end-to-end content delivery
across a CDN I nterconnection is described bel ow

o The initial content request froman EUs User Agent is first
received by the authoritative (upstrean) CDN, which is the CDN
with a business arrangenent with the CSP

0 The authoritative (upstream) CDN may serve the request itself, or
it my elect to use CDN Interconnection to redirect the request to
a Downstream CDN that is in a better position to do so (e.g., a
Downstream CDN that is "closer"” to the EU)

0 The EUs User Agent will "follow' the redirect returned by the
Aut horitative CDN and request the content fromthe Downstream CDN
If required, the Downstream CDN wi || acquire the requested content
fromthe authoritative (upstream) CDN, and if necessary the
Authoritative CDN will acquire the requested content fromthe
Cont ent Service Provider.

The goal of this docunent is to outline the problem area of CDN

I nterconnection. Section 2 discusses the use cases for CDN

I nterconnection. Section 3 presents the CDNI nodel and probl em area
bei ng considered by the IETF. Section 4 describes each CDN
interface individually and highlights exanpl e candi date protocols
that could be considered for reuse or |leveraging to inplenent the
CDNI interfaces. Appendix B.2 describes the relationships between
the CDNI probl em space and ot her relevant | ETF working groups and

| RTF research groups

1.1. Termnol ogy
Thi s docunent uses the follow ng terns:
Authoritative CDN: A CDN that has a direct relationship with a CSP
for the distribution and delivery of that CSP's content by the
Authoritative CDN or by Downstream CDNs of the Authoritative CDN
CDN I nterconnection (CDNI): A relationship between a pair of CDNs
that enables one CDN to provide content delivery services on behal f

of another CDN. A CDN Interconnection may be wholly or partially
realized through a set of interfaces over which a pair of CDNs
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communi cate with each other in order to achieve the delivery of
content to User Agents by Surrogates in one CDN (the Downstream CDN)
on behal f of another CDN (the Upstream CDN).

CDN Provider: The service provider who operates a CDN and offers a
service of content delivery, typically used by a Content Service
Provi der or another CDN Provider. Note that a given entity may
operate in nore than one role. For exanple, a conpany may

simul taneously operate as a Content Service Provider, a Network
Service Provider, and a CDN Provider.

CDNI Met adata: The subset of Content Distribution Metadata that
has an inter-CDN scope. For exanple, CDNI Metadata nmay include

geo-bl ocking information (i.e., information defining geographica
areas where the content is to be nmade avail abl e or bl ocked),
availability windows (i.e., information defining tinme wi ndows during

which the content is to be nmade avail abl e or bl ocked) and access
control nechanisnms to be enforced (e.g., UR signature validation).
CDNI Metadata may al so include informati on about desired distribution
policy (e.g., pre-positioned vs dynani c acquisition) and about where/
how a CDN can acquire the content.

Content: Any formof digital data. One inportant form of Content
with additional constraints on distribution and delivery is
continuous nedia (i.e., where there is a tining relationship between
source and sink).

Content Distribution Metadata: The subset of Content Metadata that is
relevant to the distribution of the content. This is the netadata
required by a CDN in order to enable and control content distribution
and delivery by the CON. |In a CDN Interconnection environnment, somne
of the Content Distribution Metadata may have an intra-CDN scope (and
t heref ore need not be conmuni cated between CDNs), while sone of the
Content Distribution Metadata nay have an inter-CDN scope (and

t heref ore needs to be conmuni cated bet ween CDNs).

Content Distribution Network (CDN) / Content Delivery Network (CDN):
Net work infrastructure in which the network el enents cooperate at
Layers 4 through 7 for nore effective delivery of Content to User
Agents. Typically, a CDN consists of a Request Routing system a
Distribution system (that includes a set of Surrogates), a Logging
system and a CDN Control system
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Content Metadata: This is netadata about Content. Content Metadata
conpri ses

1. Metadata that is relevant to the distribution of the content (and
therefore relevant to a CDN involved in the delivery of that
content). We refer to this type of netadata as "Content
Di stribution Metadata". See also the definition of Content
Di stri bution Mt adat a.

2. Metadata that is associated with the actual Content or content
representation, and not directly relevant to the distribution of
that Content. For exanple, such netadata may include information
pertaining to the Content’s genre, cast, rating, etc. as well as
information pertaining to the Content representation’s
resol ution, aspect ratio, etc.

Content Service: The service offered by a Content Service Provider
The Content Service enconpasses the conplete service, which may be
wi der than just providing access to itens of Content; e.g., the
Content Service also includes any niddl eware, key distribution
program guide, etc. that may not require any direct interaction with
the CDN, or CDNs, involved in the distribution and delivery of the
content.

Content Service Provider (CSP): Provides a Content Service to End
Users (which they access via a User Agent). A CSP nmay own the
Content made avail able as part of the Content Service, or may |icense
content rights from another party.

Control system The function within a CDN responsible for
boot st rappi ng and controlling the other conponents of the CDN as wel |
as for handling interactions with external systems (e.g., handling
delivery service creation/update/renoval requests, or specific
service provisioning requests).

Delivery: The function within CDN Surrogates responsible for
delivering a piece of content to the User Agent. For exanple,
delivery may be based on HTTP progressive downl oad or HTTP adaptive
streani ng.

Distribution system The function within a CDN responsi ble for
di stributing Content Distribution Metadata as well as the Content
itself inside the CDN (e.g., down to the Surrogates).

Downst ream CDN: For a given End User request, the CDN (within a pair
of directly interconnected CDNs) to which the request is redirected
by the other CDN (the Upstream CDN). Note that in the case of
successive redirections (e.g., CDN1-->CDN2-->CDN3), a given CDN
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(e.g., CDN2) may act as the Downstream CDN for a redirection (e.qg.
CDN1-->CDN2) and as the Upstream CDN for the subsequent redirection
of the sane request (e.g., CDN2-->CDN3).

Dynam c CDNI Metadata acquisition: In the context of CDN

I nterconnection, dynanic CDNI Metadata acquisition neans that a
Downstream CDN acqui res CDNI Metadata for content fromthe Upstream
CDN at sone point in time after a request for that content is

del egated to the Downstream CDN by an Upstream CDN (and that specific
CDNI Metadata is not yet available in the Downstream CDN). See al so
the definitions for Downstream CDN and Upstream CDN

Dynani ¢ content acquisition: Dynamic content acquisition is where a
CDN acquires content fromthe content source in response to an End
User requesting that content fromthe CDN. In the context of CDN

I nterconnection, dynam c acquisition neans that a Downstream CDN
acquires the content fromcontent sources (including Upstream CDNs)
at sone point in tine after a request for that content is del egated
to the Downstream CDN by an Upstream CDN (and that specific content
is not yet available in the Downstream CDN).

End User (EU): The ’'real’ user of the system typically a hunan but
maybe some conbinati on of hardware and/or software enul ating a human
(e.g., for autonated quality nonitoring etc.).

Loggi ng system The function within a CDN responsi ble for collecting
t he measurenment and recordi ng of distribution and delivery
activities. The information recorded by the Loggi ng system may be
used for various purposes, including charging (e.g., of the CSP)

anal ytics, and nonitoring.

Met adat a: Metadata in general is data about data.

Net wor k Service Provider (NSP): Provides network-based connectivity/
services to End Users.

Over-the-top (OTT): A service, e.g., content delivery using a CDN
operated by a different operator than the NSP to which the users of
that service are attached

Pre-positioned CDNI Metadata acquisition: In the context of CDN
I nterconnection, CDNI Metadata pre-positioning is where the
Downst ream CDN acqui res CDNI Metadata for content prior to, or

i ndependently of, any End User requesting that content fromthe
Downst r eam CDN

Ni ven-Jenki ns, et al. I nf or mat i onal [ Page 7]



RFC 6707 CDN I nt erconnection Probl em St at enent Sept enber 2012

Pre-positioned content acquisition: Content pre-positioning is where
a CDN acquires content fromthe content source prior to, or

i ndependently of, any End User requesting that content fromthe CDN
In the context of CDN Interconnection, the Upstream CDN i nstructs the
Downstream CDN to acquire the content from content sources (including
Upstream CDNs) in advance of, or independently of, any End User
requesting it.

Qual ity of Experience (QE): As defined in Section 2.4 of [RFC6390].

Request Routing system The function within a CDN responsi ble for
receiving a Content Request froma User Agent, obtaining and

mai nt ai ni ng necessary information about a set of candi date Surrogates
or candidate CDNs, and for selecting and redirecting the user to the
appropriate Surrogate or CDN. To enable CDN I nterconnection, the
Request Routing system nust al so be capable of handling User Agent
Cont ent Requests passed to it by another CDN

Surrogate: A device/function (often called a cache) that interacts
with other elenents of the CDN for the control and distribution of
Content within the CDN and interacts with User Agents for the
delivery of the Content. Typically, Surrogates will cache requested
content so that they can directly deliver the sane content in
response to requests fromnultiple User Agents (and their End Users),
avoiding the need for the content to transit nultiple tines through
the network core (i.e., fromthe content origin to the Surrogate).

Upstream CDN: For a given End User request, the CDN (within a pair of
directly interconnected CDNs) that redirects the request to the
ot her CDN.

User Agent (UA): Software (or a conbination of hardware and software)
t hrough which the End User interacts with a Content Service. The
User Agent will communicate with a Content Service for the selection
of content and one or nore CDNs for the delivery of the Content.

Such conmunication is not restricted to HTTP and may be via a variety
of protocols. Exanples of User Agents (non-exhaustive) are browsers,
Set Top Boxes (STBs), dedicated content applications (e.g., nedia

pl ayers), etc.
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1.2.

N v

CDN Backgr ound

Readers are assuned to be fanmiliar with the architecture, features
and operation of CDNs. For readers less faniliar with the operation
of CDNs, the follow ng resources may be usef ul

0 RFC 3040 [ RFC3040] describes many of the conponent technol ogi es
that are used in the construction of a CDN

0 Taxonony [ TAXONOW] conpares the architecture of a nunber of CDNs.

0 RFC 3466 [ RFC3466] and RFC 3570 [ RFC3570] are the output of the
| ETF Content Distribution Internetworking (CDI) working group
whi ch was cl osed in 2003.

Note: Sone of the terns used in this document are simlar to terns
used in the above referenced docunents. \Wen reading this document,
terns should be interpreted as having the definitions provided in
Section 1.1.

CDN | nterconnection Use Cases

An increasing nunber of NSPs are deploying CDNs in order to dea
cost-effectively with the growi ng usage of on-denand vi deo services
and other content delivery applications.

CDNs al | ow cachi ng of content closer to the edge of a network so that
a given itemof content can be delivered by a CDN Surrogate (i.e., a
cache) to multiple User Agents (and their End Users) wi thout
transiting nultiple times through the network core (i.e., fromthe
content origin to the Surrogate). This contributes to bandw dth cost
reductions for the NSP and to inproved quality of experience for the
End Users. CDNs al so enable replication of popul ar content across
many Surrogates, which enables content to be served to | arge nunbers
of User Agents concurrently. This also helps in dealing with
situations such as flash crowds and deni al - of -servi ce attacks.

The CDNs depl oyed by NSPs are not just restricted to the delivery of
content to support the Network Service Provider’s own ’'walled garden
services, such as IP delivery of television services to Set Top
Boxes, but are also used for delivery of content to other devices,

i ncluding PCs, tablets, nobile phones, etc.

Some service providers operate over nultiple geographies and federate
multiple affiliate NSPs. These NSPs typically operate i ndependent
CDNs. As they evolve their services (e.g., for seanl ess support of
content services to nonmadic users across affiliate NSPs), there is a
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need for interconnection of these CDNs; this represents a first use
case for CDNI. However, there are no open specifications, nor common
best practices, defining howto achi eve such CDN I nterconnection

CSPs have a desire to be able to get (sone of) their content to very
| arge nunbers of End Users, who are often distributed across a nunber
of geographies, while nmaintaining a high quality of experience, all

wi t hout having to maintain direct business relationships with many
different CDN Providers (or having to extend their owmn CDNto a large
nunber of locations). Sone NSPs are considering interconnecting
their respective CDNs (as well as possibly over-the-top CDNs) so that
this collective infrastructure can address the requirenents of CSPs
in a cost-effective manner. This represents a second use case for
CDNI. In particular, this would enable the CSPs to benefit from
on-net delivery (i.e., within the Network Service Provider’s own

net wor k/ CDN f oot print) whenever possible and of f-net delivery
otherw se, without requiring the CSPs to maintain direct business
relationships with all the CDNs involved in the delivery. Again, CDN
Providers (NSPs or over-the-top CDN operators) are faced with a |ack
of open specifications and best practices.

NSPs have often depl oyed CDNs as specialized cost-reduction projects
within the context of a particular service or environment. Sone NSPs
operate separate CDNs for separate services. For exanple, there nay
be a CDN for managed | PTV service delivery, a CDN for web-TV
delivery, and a CDN for video delivery to nobile ternminals. As NSPs
integrate their service portfolio, there is a need for

i nterconnecting these CDNs, representing a third use case for CDN .
Again, NSPs face the problemof |ack of open interfaces for CDN

| nt er connecti on.

For operational reasons (e.g., disaster, flash crowd) or comerci al
reasons, an over-the-top CDN may el ect to make use of another CDN
(e.g., an NSP CDN with on-net Surrogates for a given footprint) for
serving a subset of the user requests (e.g., requests fromusers
attached to that NSP), which results in a fourth use case for CDN
because CDN Providers (over-the-top CDN Providers or NSPs) are faced
with a lack of open specifications and best practices.

Use cases for CDN I nterconnection are further discussed in
[ CDNI - USE- CASES] .
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3.

CDN | nterconnecti on Model and Problem Area for | ETF

This section discusses the problemarea for the | ETF work on CDN
I nt er connecti on.

I nterconnecting CDNs involves interactions anong nultiple different
functions and conponents that formeach CON. Only sone of those
require additional specification by the | ETF.

Some NSPs have started to performexperinents to explore whether
their CDN use cases can already be addressed with existing CDN

i mpl enentations. One set of such experinents is docunented in

[ CDNI - EXPERI MENTS] .  The concl usi ons of those experinents are that
whil e sone basic linited CDN Interconnection functionality can be
achieved with existing CDN technol ogy, the current [ ack of any
standardi zed CDNI interfaces with the necessary | evel of
functionality such as those discussed in this docunent is preventing
t he depl oynent of CDN I nterconnection

Li sted below are the four interfaces required to interconnect a pair
of CDNs and that constitute the probl em space of CDN Interconnection
along with the required functionality of each interface for which
standards do not currently exist. As part of the devel opnent of the
CDNI interfaces, it will also be necessary to agree on conmon
mechani snms for how to identify and nane the data objects that are to
be interchanged between interconnected CDNs.

The use of the term"interface" is neant to enconpass the protoco
over which CDNI data representations (e.g., CDNI Mt adata objects)
are exchanged as well as the specification of the data
representations thenselves (i.e., what properties/fields each object
contains, its structure, etc.).

0 CDN Control interface: This interface allows the "CDNI Control"
systemin interconnected CDNs to conmunicate. This interface my
support the foll ow ng:

* Al ow bootstrapping of the other CDNI interfaces (e.g.
i nterface address/URL discovery and establishnment of security
associ ations).

* Alow configuration of the other CDNI interfaces (e.g.
Upst ream CDN specifies information to be reported through the
CDNI Loggi ng interface).

* Alowthe Downstream CDN to conmmuni cate static (or fairly
static) information about its delivery capabilities and
pol i ci es.

Ni ven-Jenki ns, et al. I nf or mat i onal [ Page 11]



RFC 6707 CDN I nt erconnection Probl em St at enent Sept enber 2012

* Al ow bootstrapping of the interface between CDNs for content
acquisition (even if that interface itself is outside the scope
of the CDNI work).

* Alowan Upstream CDN to initiate or request specific actions
to be undertaken in the Downstream CDN. For exanple, to all ow
an Upstream CDN to initiate content or CDNI Metadata
acquisition (pre-positioning) or to request the invalidation
or purging of content files and/or CDNI Metadata in a
Downst r eam CDN

CDNI Request Routing interface: This interface all ows the Request
Routing systens in interconnected CDNs to conmmuni cate to ensure
that an End User request can be (re)directed froman Upstream CDN
to a Surrogate in the Downstream CDN, in particular where
selection responsibilities may be split across CDNs (for exanple,
the Upstream CDN may be responsible for selecting the Downstream
CDN, while the Downstream CDN nay be responsible for selecting the
actual Surrogate within that Downstream CDN). |n particular, the
functions of the CDN Request Routing interface may be divided as
fol | ows:

* A CDNI Request Routing Redirection interface, which allows the
Upstream CDN to query the Downstream CDN at request routing
time before redirecting the request to the Downstream CDN

* A CDNI Footprint & Capabilities advertisenment interface, which
all ows the Downstream CDN to provide to the Upstream CDN
(static or dynamic) information (e.g., resources, footprint,
load) to facilitate selection of the Downstream CDN by the
Upst ream CDN Request Routing system when processi ng subsequent
Cont ent Requests from User Agents.

CDNI Metadata interface: This interface allows the Distribution
systemin interconnected CDNs to conmunicate to ensure that CDN
Met adat a can be exchanged across CDNs. See Section 1.1 for the
definition and exanpl es of CDNI Metadat a.

CDNI Logging interface: This interface allows the Loggi ng system
in interconnected CDNs to conmunicate the relevant activity | ogs
in order to allow | og-consunming applications to operate in a

mul ti-CDN environnment. For exanple, an Upstream CDN nmay col | ect
delivery logs froma Downstream CDN in order to perform
consol i dated charging of the CSP or for settlenent purposes across
CDNs. Simlarly, an Upstream CDN rmay coll ect delivery logs froma
Downstream CDN i n order to provide consolidated reporting and
monitoring to the CSP
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Note that the actual grouping of functionalities under these four
interfaces is considered tentative at this stage and may be changed
after further study (e.g., some subset of functionality nay be noved
fromone interface into another).

The above list covers a significant potential problemspace, in part
because in order to interconnect two CDNs there are several ’'touch
points’ that require standardi zati on. However, it is expected that
the CDNI interfaces need not be defined fromscratch and i nstead can
reuse or |leverage existing protocols to a very significant extent;
this is discussed further in Section 4.

The interfaces that formthe CDNI problemarea are illustrated in
Fi gure 1.
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Figure 1: A Model for the CDN
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As illustrated in Figure 1, the acquisition of content between

i nterconnected CDNs is out of scope for CDNI; this deserves sone
addi ti onal expl anation. The consequence of such a decision is that
the CDNI probl em space described in this docunent is focused on only
defining the control plane for CONl, and the CDNI data plane (i.e.
the acquisition and distribution of the actual content objects) is
out of scope. The rationale for such a decision is that CDNs today
typically already use standardi zed protocols such as HITP, FTP,
rsync, etc. to acquire content fromtheir CSP custoners, and it is
expected that the same protocols could be used for acquisition

bet ween interconnected CDNs. Therefore, the probl em of content
acquisition is considered already solved, and all that is required
with respect to content acquisition fromspecifications devel oped by
the CDNI working group is to describe within the CONI Metadata the
paraneters to use to retrieve the content -- for exanple, the IP
addr ess/ hostnane to connect to, what protocol to use to retrieve the
content, etc.

4. Scoping the CDNI Probl em

This section outlines how the scope of work addressing the CDN
probl em space can be constrained through reuse or |everaging of

exi sting protocols to inplenent the CDNI interfaces. This discussion
is not intended to preenpt any working group decision as to the nost
appropriate protocols, technol ogies, and solutions to select to
realize the CDNI interfaces but is intended as an illustration of the
fact that the CONI interfaces need not be created in a vacuum and
that reuse or leverage of existing protocols is |likely possible.

The four CDNI interfaces (CDNI Control interface, CDNI Request
Routing interface, CDONl Metadata interface, and CDNI Loggi ng
interface) described in Section 3 within the CONI problem area are
all control plane interfaces operating at the application |ayer
(Layer 7 in the OSI network nodel). Firstly, since it is not
expected that these interfaces would exhi bit unique session
transport, or network requirenents as conpared to the many ot her
existing applications in the Internet, it is expected that the CDN
interfaces will be defined on top of existing session, transport, and
net wor k protocol s.

Secondl y, although a new application protocol could be designed
specifically for CDNI, our analysis below shows that this is
unnecessary, and it is recommended that existing application
protocol s be reused or |everaged (HTTP [ RFC2616], the At om Publi shing
Prot ocol [RFC5023], the Extensible Messagi ng and Presence Protocol
(XMPP) [ RFC6120], for exanple) to realize the CDNI interfaces.
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4.1. CDNI Control Interface

The CDNI Control interface allows the Control systemin

i nterconnected CDNs to conmuni cate. The exact inter-CDN contro
functionality required to be supported by the CONl Control interface
is less well defined than the other three CODNI interfaces at this
tine.

It is expected that for the Control interface, as for the other CDN
interfaces, existing protocols can be reused or |everaged.

4.2. CDNI Request Routing Interface

The CDNI Request Routing interface enables a Request Routing function
in an Upstream CDN to query a Request Routing function in a
Downstream CDN to determine if the Downstream CDN is able (and
willing) to accept the del egated Content Request. It also allows the
Downstream CDN to control what should be returned to the User Agent
in the redirection nessage by the upstream Request Routing function

The CDNI Request Routing interface is therefore a fairly
straightforward request/response interface and coul d be inpl enent ed
over any nunber of request/response protocols. For exanple, it may
be i npl emented as a WbServi ce using one of the common WebServices
met hodol ogi es (Extensi bl e Markup Language- Renote Procedure Calling
(XML- RPC), HTTP query to a known URI, etc.). This renoves the need
for the CDNI working group to define a new protocol for the request/
response el enent of the CDNI Request Routing interface.

Additionally, as discussed in Section 3, the CDNI Request Routing
interface is al so expected to enable a Downstream CDN to provide to
the Upstream CDN (static or dynamic) information (e.g., resources
footprint, load) to facilitate selection of the Downstream CDN by the
Upst ream CDN Request Routing system when processing subsequent
Content Requests from User Agents. It is expected that such
functionality of the CDNI request routing could be specified by the
CDNI working group with significant |everaging of existing | ETF
protocol s supporting the dynanic distribution of reachability
informati on (for exanple, by |everaging existing routing protocols)
or supporting application-level queries for topological information
(for example, by leveraging Application-Layer Traffic Optim zation
(ALTO [RFC5693]).
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4,3. CDNl Metadata Interface

The CDNI Metadata interface enables the Distribution systemin a
Downstream CDN to request CDNI Metadata from an Upstream CDN so that
t he Downstream CDN can properly process and respond to redirection
requests received over the CDNI Request Routing interface and Content
Requests received directly from User Agents.

The CDNI Metadata interface is therefore simlar to the CONI Request
Routing interface because it is a request/response interface with the
potential addition that CDNI Metadata search nmay have nore conpl ex
semantics than a straightforward Request Routing redirection request.
Therefore, |ike the CDNI Request Routing interface, the CDNI Mt adata
interface nay be inplenmented as a WebServi ce using one of the comon
WebSer vi ces et hodol ogi es (XM.- RPC, HTTP query to a known URI, etc.)
or possibly using other existing protocols such as XMPP [ RFC6120] .
This renoves the need for the CDNI working group to define a new
protocol for the request/response el enent of the CDNI Metadata

i nterface.

4.4. CDNl Logging Interface

The CDNI Logging interface enables details of content distribution
and delivery activities to be exchanged between interconnected CDNs
-- for exanple, the exchange of log records related to the delivery
of content, simlar to the log records recorded in a web server’s
access | og.

Several protocols already exist that could potentially be used to
exchange CDNI | ogs between interconnected CDNs, including the Sinple
Net wor k Managenent Protocol (SNWP), syslog, FTP (and secure
variants), HITP PCST, etc.

5. Security Considerations

Distribution of content by a CDN cones with a range of security

consi derations, such as how to enforce control of access to the
content by End Users in line with the CSP policy, or howto trust the
| oggi ng i nformati on generated by the CDN for the purposes of charging
the CSP. These security aspects are already dealt with by CDN
Providers and CSPs today in the context of standal one CDNs. However,
i nterconnection of CDNs introduces a new set of security

consi derations by extending the trust nodel to a chain of trust

(i.e., the CSP "trusts" a CDN that "trusts" another CDN). The
mechani sms used to nmitigate these risks in multi-CDN environnents may
be simlar to those used in the single-CDN case, but their
suitability in this nore conpl ex environnent nust be vali dated.
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The interconnection of CDNs nmay al so introduce additional privacy
consi derations on top of those that apply to the single-CDN case. In
a nulti-CDN environnent, the different CONs may reside in different

l egal regines that require differing privacy requirenents to be
enforced. Such privacy requirements nmay inpact the granularity of

i nformati on that can be exchanged across the CDNI interfaces. For
exanpl e, the Logging systemin a Downstream CDN nay need to apply
some degree of anonynization, obfuscation, or even the conplete
removal of some fields before exchanging |og records containing
details of End User deliveries with an Upstream CDN

Mai ntai ning the security of the content itself, its associated

met adata (including delivery policies), and the CDNs distributing and
delivering it, are critical requirenments for both CDN Providers and
CSPs, and the CDN Interconnection interfaces nust provide sufficient
mechani sms to maintain the security of the overall system of

i nterconnected CDNs as well as the information (content, netadata,

| ogs, etc.) distributed and delivered through any set of

i nterconnect ed CDNs.

5.1. Security of the CDNI Control Interface

I nf ormati on exchanged between interconnected CDNs over this interface
is of a sensitive nature. A pair of CDNs use this interface to allow
boot strapping of all the other CDNI interfaces, possibly including
establi shment of the mechanisnms for securing these interfaces.
Therefore, corruption of that interface may result in corruption of
all other interfaces. Using this interface, an Upstream CDN may
pre-position or delete content or metadata in a Downstream CDN, a
Downstream CDN may provide adninistrative information to an Upstream
CDN, etc. Al of these operations require that the peer CDNs are
appropriately authenticated and that the confidentiality and
integrity of information flow ng between them can be ensured.

5.2. Security of the CDNI Request Routing Interface

Appropriate | evels of authentication and confidentiality nust be used
inthis interface because it allows an Upstream CDN to query the
Downstream CDN in order to redirect requests, and conversely, allows
the Downstream CDN to influence the Upstream CDN s Request Routing
function.

In the absence of appropriate security on this interface, a rogue
Upstream CDN coul d i nundat e Downstream CDNs wi th bogus requests or
have t he Downstream CDN send the rogue Upstream CDN private
informati on. Also, a rogue Downstream CDN coul d influence the
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Upstream CDN so the Upstream CDN redirects requests to the rogue
Downst ream CDN or anot her Downstream CDN in order to, for exanple,
attract additional delivery revenue.

5.3. Security of the CDNI Metadata Interface

This interface all ows a Downstream CDN to request CDNI Metadata from
an Upstream CDN, and therefore the Upstream CDN nust ensure that the
former is appropriately authenticated before sending the data.
Conversely, a Downstream CDN rmust aut henticate an Upstream CDN before
requesting netadata to insulate itself from poi soning by rogue
Upstream CDNs. The confidentiality and integrity of the information
exchanged between the peers nust be protected.

5.4. Security of the CDNI Logging Interface

Loggi ng data consists of potentially sensitive information (which End
User accessed which nedia resource, |P addresses of End Users,
potential nanes and subscriber account information, etc.).
Confidentiality of this information nmust be protected as | og records
are nmoved between CDNs. This information nay al so be sensitive from
the viewpoint that it can be the basis for charging across CDNs.
Therefore, appropriate levels of protection are needed agai nst
corruption, duplication, and loss of this information
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Appendi x A.  Design Considerations for Realizing the CONI Interfaces

Thi s section expands on how CDNI interfaces can reuse and | everage
exi sting protocols before describing each CONI interface individually
and hi ghlighting exanpl e candi date protocols that could be considered
for reuse or leveraging to inplenent the CDNl interfaces. However,
the options discussed here are purely exanples and do not present any
consensus on protocols to be used later on

A.1l. CDN Control Interface

The CDNI Control interface allows the Control systemin

i nterconnected CDNs to conmuni cate. The exact inter-CDN contro
functionality required to be supported by the CONl Control interface
is less well defined than the other three CDNI interfaces at this
tinme.

However, as discussed in Section 3, the CDNI Control interface nay be
required to support functionality sinilar to the foll ow ng:

o Allow an Upstream CDN and Downstream CDN to establish, update, or
term nate their CDN interconnection

o0 Allow bootstrapping of the other CONl interfaces (e.g., protoco
address di scovery and establishnment of security associations).

0o Allow configuration of the other CONl interfaces (e.g., Upstream
CDN specifies information to be reported through the CDNI Loggi ng
i nterface).

o Allow the Downstream CDN to commruni cate static information about
its delivery capabilities, resources, and poli cies.

0 Allow bootstrapping of the interface between CDNs for content
acquisition (even if that interface itself is outside the scope of
the CDNI wor k).

It is expected that for the Control interface, as for the other CDN
i nterfaces, existing protocols can be reused or |everaged. Those
wi |l be considered once the requirenents for the Control interface
have been refined.
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A.2. CDNI Request Routing Interface

The CDNI Request Routing interface enables a Request Routing function
in an Upstream CDN to query a Request Routing function in a
Downstream CDN to determine if the Downstream CDN is able (and
willing) to accept the del egated Content Request and to allow the
Downstream CDN to control what the upstream Request Routing function
should return to the User Agent in the redirection nessage.

Therefore, the CDNI Request Routing interface needs to offer a
mechani sm for an Upstream CDN to i ssue a "Redirecti on Request” to a
Downstream CDN. The Request Routing interface needs to be able to
support scenarios where the initial User Agent request to the
Upstream CDN i s received over DNS as well as over a content-specific
application protocol (e.g., HITP, the Real Tine Stream ng Protocol
(RTSP), the Real Tinme Messaging Protocol (RTMP), etc.).

Therefore, a Redirection Request is expected to contain infornation
such as:

o0 The protocol (e.g., DNS, HITP) over which the Upstream CDN
received the initial User Agent request.

0 Additional details of the User Agent request that are required to
performeffective Request Routing by the Downstream CDN. For DNS
this would typically be the I P address of the DNS resol ver making
the request on behalf of the User Agent. For requests received
over content-specific application protocols, the Redirection
Request could contain significantly nore information related to
the original User Agent request but at a mininumis expected to
i nclude the User Agent’s |P address, the equival ent of the HITP
Host header, and the equivalent of the HTTP abs_path as defined in
[ RFC2616] .

It should be noted that the CDNI architecture needs to consider that
a Downstream CDN nay receive requests from User Agents without first
receiving a Redirection Request froman Upstream CDN for the
correspondi ng User Agent request because, for exanple:

0 User Agents (or DNS resol vers) may cache DNS or application
responses from Request Routers.

0 Responses to Redirection Requests over the Request Routing
interface nay be cacheabl e.
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0 Sone CDNs nmay rely on sinple coarse policies, e.g., CDN B agrees
to always serve CDN A's del egated redirection requests, in which
case the necessary redirection details are exchanged out of band
(of the CDNI interfaces), e.g., configured.

On receiving a Redirection Request, the Downstream CDN wi Il use the
informati on provided in the request to deternine if it is able (and
willing) to accept the del egated Content Request and needs to return
the result of its decision to the Upstream CDN

Thus, a Redirection Response fromthe Downstream CDN i s expected to
contain infornmation such as:

0 Status code indicating acceptance or rejection (possibly with
acconpanyi ng reasons).

o Information to allow redirection by the Upstream CDN. In the case
of DNS-based request routing, this is expected to include the
equi val ent of a DNS record(s) (e.g., a CNAME) that the Upstream
CDN should return to the requesting DNS resolver. In the case of
application-based request routing, this is expected to include the
i nformati on necessary to construct the application-specific
redirection response(s) to return to the requesting User Agent.
For HTTP requests from User Agents, this could include a URI that
the Upstream CDN could return in an HTTP 3xX response.

The CDNI Request Routing interface is therefore a fairly
straightforward request/response interface and coul d be inpl enent ed
over any nunber of request/response protocols. For exanple, it may
be i npl emented as a WbServi ce using one of the common WebServices
met hodol ogi es (XM.- RPC, HTTP query to a known URI, etc.). This
renoves the need for the CDNI working group to define a new protoco
for the request/response elenment of the CDNI Request Routing
interface. Thus, the CDNI working group would be left only with the
task of specifying:

0 The recomended request/response protocol to use along with any
addi tional semantics and procedures that are specific to the CDN
Request Routing interface (e.g., handling of malformed requests/
responses).

o0 The syntax (i.e., representation/encoding) of the redirection
requests and responses.

o0 The senmantics (i.e., meaning and expected contents) of the
redirection requests and responses.
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Additionally, as discussed in Section 3, the CDNI Request Routing
interface is al so expected to enable a Downstream CDN to provide to
the Upstream CDN (static or dynamic) information (e.g., resources
footprint, load) to facilitate selection of the Downstream CDN by the
Upst ream CDN Request Routing system when processing subsequent
Content Requests from User Agents. It is expected that such
functionality of the CDNI request routing could be specified by the
CDNI wor king group with significant |everaging of existing |ETF
protocol s supporting the dynanic distribution of reachability
information (for exanple, by |everaging existing routing protocols)
or supporting application-level queries for topological information
(for exanple, by leveraging ALTO).

A.3. CDN Metadata Interface

The CDNI Metadata interface enables the Distribution systemin a
Downstream CDN to obtain CDNI Metadata from an Upstream CDN so t hat
t he Downstream CDN can properly process and respond to:

0 Redirection Requests received over the CDNI Request Routing
i nterface.

0 Content Requests received directly from User Agents.

The CDNI Metadata interface needs to offer a mechani smfor an
Upstream CDN to:

o Distribute/update/renmove CDNI Metadata to a Downstream CDN
and/or to allow a Downstream CDN to:
o Make direct requests for CDNI Mt adata objects.

o Make recursive requests for CODNI Metadata -- for exanple, to
enabl e a Downstream CDN to wal k down a tree of objects with
i nter-object rel ationshi ps.

The CDNI Metadata interface is therefore simlar to the CONI Request
Routing interface because it is a request/response interface with the
potential addition that CDNI Metadata search nmay have nore conpl ex
semantics than a straightforward Request Routing redirection request.
Therefore, like the CDNI Request Routing interface, the CDNI Mt adata
interface nay be inplenmented as a WebServi ce using one of the comon
WebServi ces et hodol ogi es (XM.- RPC, HTTP query to a known URI, etc.)
or possibly using other existing protocols such as XMPP [ RFC6120] .
This renoves the need for the CDNI working group to define a new
protocol for the request/response element of the CDNI Metadata

i nterface.
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Thus, the CDNI working group would be left only with the task of
speci fyi ng:

0 The recomended request/response protocol to use along with any
additional semantics that are specific to the CDNI Mt adat a
interface (e.g., handling of nalforned requests/responses).

0 The syntax (i.e., representation/encoding) of the CDNI Metadata
objects that will be exchanged over the interface.

o The semantics (i.e., meaning and expected contents) of the
i ndi vidual properties of a Metadata object.

0 How the relationships between different CONI Metadata objects are
represent ed.

A.4. CDN Logging Interface

The CDNI Logging interface enables details of content distribution
and delivery activities to be exchanged between interconnected CDNs,
such as log records related to the delivery of content (simlar to
the I og records recorded in a web server’s access |0g).

Wthin CDNs today, |og records are used for a variety of purposes.
Specifically, CDNs use logs to generate Call Data Records (CDRs) for
passing to billing and paynent systens and to real-tinme (and near

real -tine) analytics systens. Such applications place requirenents
on the CDNI Logging interface to support guaranteed and tinely
delivery of |og nmessages between interconnected CDNs. It may al so be
necessary to be able to prove the integrity of received | og nessages.

Several protocols already exist that could potentially be used to
exchange CDNI | ogs between interconnected CDNs, including SNW traps,
syslog, FTP, HTTP POST, etc., although it is likely that sone of the
candi date protocols may not be well suited to neet all the
requirenents of CDNI. For exanple, SNWP traps pose scalability
concerns, and SNWP does not support guaranteed delivery of traps and
therefore could result in log records being | ost and the consequent
CDRs and billing records for that content delivery not being
produced, as well as that content delivery being invisible to any
anal ytics platforns.

Ni ven-Jenki ns, et al. I nf or mat i onal [ Page 26]



RFC 6707 CDN I nt erconnection Probl em St at enent Sept enber 2012

Al though it is not necessary to define a new protocol for exchanging
| ogs across the CDNI Logging interface, the CDNI working group woul d
still need to specify:

(o]

(o]

The recomended protocol to use.

A default set of log fields and of their syntax and senantics.
Today there is no standard set of common |og fields across
different content delivery protocols, and in sonme cases there is
not even a standard set of log field nanmes and val ues for
different inplenentations of the sane delivery protocol

A default set of conditions that trigger log records to be
gener at ed.

Appendi x B. Additional Mterial

This section records related information that was produced as part of
defining the CDNI probl em statenent.

B. 1.

Non- Goal s for | ETF

Li sted bel ow are aspects of content delivery that the authors propose
be kept outside of the scope of the CDNI working group

(o]

The interface between the Content Service Provider and the
Authoritative CDN (i.e., the Upstream CDN contracted by the CSP
for delivery by this CDN or by its Downstream CDNs).

The delivery interface between the delivering CDN Surrogate and
the User Agent, such as stream ng protocols.

The request interface between the User Agent and the Request
Routing system of a given CDN. Existing |ETF protocols (e.g.
HTTP, RTSP, DNS) are comonly used by User Agents to request
content froma CDN and by CDN Request Routing systens to redirect
the User Agent requests. The CDNI working group need not define
new protocols for this purpose. Note, however, that the CDN
control plane interface may indirectly affect sone of the

i nformati on exchanged through the request interface (e.g., URl).

The content acquisition interface between CDNs (i.e., the data

pl ane interface for actual delivery of a piece of content from one
CDN to the other). This is expected to use existing protocols
such as HTTP or protocols defined in other forunms for content

acqui sition between an origin server and a CDN (e.g., HITP-based
C2 reference point of the Alliance for Tel ecomunications |Industry
Solutions I PTV Interoperability Forum Content on Denand service
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(ATIS IIF CoD)). The CDN Interconnection problem space descri bed
in this docunent may therefore only concern itself with the
agreement/ negoti ati on aspects of which content acquisition
protocol is to be used between two interconnected CDNs in view of
facilitating interoperability.

o End User/User Agent Authentication. End User/User Agent
aut hentication and authorization are the responsibility of the
Content Service Provider.

o Content preparation, including encoding and transcoding. The CDN
architecture ains at allow ng distribution across interconnected
CDNs of content treated as opaque objects. Interpretation and
processing of the objects, as well as optimzed delivery of these
objects by the Surrogate to the End User, are outside the scope of
CDNI .

o Digital Rights Managenent (DRM. DRMis an end-to-end issue
bet ween a content protection systemand the User Agent.

o Applications consurming CDNl 1ogs (e.g., charging, analytics,
reporting, ...).

o Internal CDN interfaces and protocols (i.e., interfaces and
protocols within one CDN).

o Scalability of individual CDNs. While scalability of the CDN
i nterfaces/approach is in scope, how an individual CDN scales is
out of scope.

0 Actual algorithns for selection of CDNs or Surrogates by Request
Routing systens (however, sone specific paraneters required as
i nput to these algorithns may be in scope when they need to be
communi cat ed across CDNs).

0 Surrogate algorithns. For exanple, caching algorithnms and content
acquisition nethods are outside the scope of the CDNI work.
Cont ent managenent (e.g., Content Deletion) as it relates to CDN
content managenent policies is in scope, but the interna
al gorithnms used by a cache to determ ne when to no | onger cache an
itemof Content (in the absence of any specific nmetadata to the
contrary) is out of scope.

o Elenent managenent interfaces.

o Commercial, business, and | egal aspects related to the
i nterconnections of CDNs.
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B. 2.

B. 2.

B. 2.

N v

Rel ati onship to Rel evant | ETF Wrking Groups and | RTF Research
G oups

1. ALTO WG
As stated in the ALTO working group charter [ALTO Charter]:

The Working Group will design and specify an Application-Layer
Traffic Optimization (ALTO) service that will provide applications
with information to performbetter-than-randominitial peer
selection. ALTO services may take different approaches at

bal anci ng factors such as naxi mum bandwi dth, mni ni num cross-donai n
traffic, |owest cost to the user, etc. The working group will
consi der the needs of BitTorrent, tracker-less P2P, and ot her
applications, such as content delivery networks (CDN) and mrror
sel ecti on.

In particular, the ALTO service can be used by a CDN Request Routing
systemto inprove its selection of a CDN Surrogate to serve a
particul ar User Agent request (or to serve a request from another
Surrogate). [ALTO CDN USE- CASES] describes a nunber of use cases for
a CDN to be able to obtain network topology and cost information from
an ALTO server(s) and di scusses how CDN Request Routing could be used
as an integration point of ALTOinto CDNs. It is possible that the
ALTO service could be used in the same manner in a nulti-CDN

envi ronnent based on CDN I nterconnection. For exanple, an Upstream
CDN nay take advantage of the ALTO service in its decision for

sel ecting a Downstream CDN to which a user request should be

del egat ed.

However, the current work of ALTO is conplenentary to and does not
overlap with the work described in this document because the

i ntegration between ALTO and a CDN is an internal decision for a
specific CDN and is therefore out of scope for the CDNI working
group. One area for further study is whether additional information
shoul d be provided by an ALTO service to facilitate CDNI CDN

sel ecti on.

2. DECADE WG

The DECADE wor ki ng group [ DECADE-Charter] is addressing the problem
of reducing traffic on the last-nmile uplink, as well as backbone and
transit |inks caused by peer-to-peer (P2P) stream ng and file-sharing
applications. It addresses the problem by enabling an application
endpoi nt to make content available froman in-network storage service
and by enabling other application endpoints to retrieve the content
fromthere.
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Exchangi ng data t hrough the in-network storage service in this
manner, instead of through direct conmunication, provides significant
gai n where:

o The network capacity/bandwi dth fromthe in-network storage service
to the application endpoint significantly exceeds the capacity/
bandwi dth from application endpoint to application endpoint (e.qg.
because of an end-user uplink bottleneck); and

0o The content is to be accessed by nmultiple instances of application
endpoints (e.g., as is typically the case for P2P applications).

While, as is the case for any other data distribution application

t he DECADE architecture and nechani sns could potentially be used for
exchange of CDNI control plane information via an in-network storage
service (as opposed to directly between the entities termnating the
CDNI interfaces in the neighbor CDNs), we observe that:

o0 CDN would operate as a "Content Distribution Application" from
t he DECADE vi ewpoint (i.e., would operate on top of DECADE)

o There do not seemto be obvious benefits in integrating the DECADE
control plane responsible for signaling information relating to
control of the in-network storage service itself, and the CDN
control plane responsible for application-specific CDN
i nteractions (such as exchange of CDNI Metadata, CDN request
redirection, and transfer of CDN |ogging infornmation).

o0 There would typically be Iimted benefits in nmaking use of a
DECADE i n-network storage service because the CDNl interfaces are
expected to be ternminated by a very small nunber of CDNI clients
(if not one) in each CDN, and the CDNI clients are expected to
benefit from hi gh bandwi dth/capacity when conmuni cating directly
to each other (at least as high as if they were conmmunicating via
an in-network storage server).

The DECADE i n-network storage architecture and mechani snms nmay
theoretically be used for the acquisition of the content objects

t hensel ves between interconnected CDNs. It is not expected that this
woul d have obvi ous benefits in typical situations where a content
object is acquired only once froman Upstream CDN to a Downstream CDN
(and then distributed as needed inside the Dowstream CDN). But it

m ght have benefits in sone particular situations. Since the

acqui sition protocol between CDNs is outside the scope of the CDN
work, this question is left for further study.
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The DECADE in-network storage architecture and mechani sms nmay
potentially also be used within a given CDN for the distribution of
the content objects thensel ves anbng Surrogates of that CDN. Since
the CDNI work does not concern itself with operation within a CDN
this question is left for further study.

Therefore, the work of DECADE nay be conpl enentary to, but does not
overlap with, the CONI work described in this docunent.

B.2.3. PPSP WG
As stated in the PPSP working group charter [PPSP-Charter]:

The Peer-to-Peer Streaning Protocol (PPSP) working group devel ops
two signaling and control protocols for a peer-to-peer (P2P)
stream ng systemfor transnmitting live and tinme-shifted nedia
content with near real-tine delivery requirements..

. The PPSP wor ki ng group designs a protocol for signaling and

control between trackers and peers (the PPSP "tracker protocol")

and a signaling and control protocol for conmunication anong the

peers (the PPSP "peer protocol"). The two protocols enable peers
to receive streaming data within the time constraints required by
specific content itens.

Therefore, PPSP is concerned with the distribution of the streaned
content itself along with the necessary signaling and contro

required to distribute the content. As such, it could potentially be
used for the acquisition of streaned content across interconnected
CDNs. But since the acquisition protocol is outside the scope of the
wor k proposed for CDNI, we leave this for further study. Also,
because of its stream ng nature, PPSP is not seen as applicable to
the distribution and control of the CDNI control plane and CDNI data
representations.

Therefore, the work of PPSP nay be conplenentary to, but does not
overlap with, the work described in this docunment for CDNI .

B.2.4. | RTF P2P Research G oup
Sone informati on on CDN | nterconnection notivations and technica

i ssues were presented in the P2P research group at |ETF 77. The
presentation can be found in [ P2PRG CDNI].
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