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Abst r act

Proxy Mobile IPv6 (PMPv6) is a network based nobility nanagenent
protocol that enables IP nobility for a host without requiring its
participation in any mobility-related signaling. PMPv6 requires al
communi cations to go through the Iocal nobility anchor. As this can
be suboptinal, Localized Routing (LR) allows Mobile Nodes (M\s)
attached to the sane or different Mobile Access Gateways (MAGs) to
route traffic by using localized forwarding or a direct tunne

bet ween the gateways. This docunment proposes initiation

utilization, and term nation nmechani snms for |ocalized routing between
nmobi | e access gateways within a proxy nobile I Pv6 domain. It defines
two new signaling nmessages, Localized Routing Initiation (LRI) and
Local Routing Acknow edgnent (LRA), that are used to realize this
nmechani sm

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by

the Internet Engineering Steering Goup (IESG. Further
information on Internet Standards is available in Section 2 of

RFC 5741.

I nformation about the current status of this docunent, any
errata, and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6705
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Copyright Notice

Copyright (c) 2012 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect

to

this docunent. Code Conponents extracted fromthis docunent nust

include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1.

I ntroduction

Proxy Mobile I Pv6 [ RFC5213] describes the protocol operations to

mai ntain reachability and session persistence for a Mbile Node (M)
wi thout the explicit participation fromthe MN in signaling
operations at the Internet Protocol (IP) layer. 1In order to
facilitate such network-based nobility, the PM Pv6 protocol defines a
Mobi | e Access Gateway (MAG, which acts as a proxy for the Mbile

| Pv6 [ RFC6275] signaling, and the Local Mbility Anchor (LMA), which
acts simlar to a Hone Agent. The LMA and the MAG establish a
bidirectional tunnel for forwarding all data traffic belonging to the
Mobil e Nodes. In the case where both endpoints are located in the
same PM Pv6 donmain, this can be suboptinmal and result in increased
del ay and congestion in the network. Mreover, it increases
transport costs and traffic |load at the LMA

To overcone these issues, localized routing can be used to all ow
nodes attached to the sane or different MAGs to directly exchange
traffic by using localized forwarding or a direct tunnel between the
gateways. [RFC6279] defines the problem statenent for PM Pv6

I ocalized routing. This docunment describes a solution for PM Pv6

| ocal i zed routing between two MNs in the same PM Pv6 domain. The
prot ocol specified here assunes that each MN is attached to a MAG and
that each MN's MAG has established a binding for the attached MN at
its selected LMA according to [ RFC5213]. The protocol builds on the
scenari os defined in [ RFC6279].

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Thi s docunent al so uses the term nol ogy defined in Section 2 of
[ RFC6279] .

Initiation of Localized Routing

Since the traffic to be localized passes through both the LMA and the
MAGs, it is possible, at least in sone scenarios, for either of them
toinitiate Localized Routing (LR). In order to elimnate anbiguity,
the protocol described in this docunent selects the initiator of LR
based on the rul es bel ow.
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3.1. MAG Behavi or

The MAG MUST initiate LR if both of the comrunicating M\s are
attached to it and the MNs are anchored at different LMAs. The MAG
MUST NOT initiate LR in any other case.

3.2. LMA Behavi or

The LMA MUST initiate LR if both of the comrunicating M\s are
anchored to it. The LMA MUST NOT initiate LR in any other case.

4. Teardown of Localized Routing

The use of localized routing is not persistent. Localized routing
has a defined lifetime as specified by the initiator; upon expiry,
the forwarding MJST revert to using bidirectional tunneling. Wen

| ocal i zed routing ceases, the corresponding Localized Routing Entries
(LREs) MUST be renoved.

If the initiator of LR wishes to termnate |localized routing before
the expiry of the lifetime specified in the LRI nmessage, it MJST do
so by sending a new LRI nmessage with the lifetinme set to zero.

5. Scenario All: Two M\Ns Attached to the Same MAG and LMA
In this scenario, the two Mbile Nodes involved in communication are
attached to a single MAG and both are anchored at the sane LMA as
shown in Figure 1.

I nt er net

b b4
| MN1| | MN2]|
Foeot -+

Figure 1

Kri shnan, et al. St andards Track [ Page 4]



RFC 6705

PM Pv6 Localized Routing

Sept enber 2012

The LMA initiates a localized routing session by detecting traffic

between two MNs attached to the sane NMAG

The exact traffic

identification nechanismis not specified in this docunent and is

left open for inplenmentations and specific depl oynents.

An exanpl e

trigger could be that an application-layer signaling entity detects

the p
two e
attac

routing at the granularity of an individua
providing flexibility in usage. It

nobi |

routi ng based on configured policy.

i mpl e

ossibility of
ndpoi nt s,
hed to the same MAG
ity entities (LMA or

menting the protocol

dynanmically initiate LR in the sane LMA case (i.e.

| ocalized routing and notifies the LMA about the
and the LMA deternines that the two endpoints are
Such a trigger mechani smoffers |ocalized
application session,

is al so possible that one of the
MAG) could decide to initiate localized

Pl ease note that a MAG
specified in this docunent will
by sending an

not

LRI'), but can statically initiate LR based on the
Enabl eMAGLocal Routi ng configuration variable specified in [ RFC5213].

+----+ +----+ +----+ +----+
| MNL | | M\N2 | | MAGL| | LMA |
oot oot oot oot

I I I I

| dat a | dat a |

I R T b R i >|

I I I I

| | data | dat a |

| | <--------- b R >

| | | LR deci si on

I I | LRI(Optl) I

| | | <ommm |

I I I I

I I | LRA(Opt2) I

| | [EEEREEEREREEES >

I I I I

| dat a |

| < > |

I I I

| dat a | |

I I I

I I I

I I I

Opt1: MN1-1 D, MN1- HNP, M\N2- | D, MN2- HNP
Opt 2: U=0, MN1-1 D, MN1- HNP, MN2- | D, MN2- HNP

where Uis the flag defined in Section 10. 2.
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After detecting a possibility for localized routing, the LMA SHOULD
construct an LRI nessage that is used to signal the intent to
initiate localized routing and to convey paraneters for the sane.
This is a Mbility Header nmessage and it MJST contain the M\
Identifier (MNID) and the Honme Network Prefix (HNP) (as Mbility
Header options) for each of the M\s involved. The LMA MUST then send
the LRI nessage to the MAG (MAGL) where the two MNs are attached.

The initiation of the LR procedure is shown in Figure 2.

The MAG (MAGL) MJST verify the attachnent status of the two MN\s
| ocally by checking the binding cache. The MAG MJUST then verify if
t he Enabl eMAGLocal Routing flag is set to 1. |If it is not, the MAG
has not been configured to allow |localized routing, and it MJST
reject the LRI and MJST send an LRA with Status code "Localized

Routing Not Allowed". Please note that this does not update behavi or
specified in [RFC5213] but nerely inplements the LMA enforcenent
specified in Section 6.10.3 of [RFC5213]. |If the MAGis configured

to allow localized routing, it MJST then create LREs for each
direction of the conmuni cation between the two MNs. The exact form
of the forwarding entries is left for the inplenentations to decide;
however, they SHOULD contain the HNP corresponding to the destination
| P address and a next-hop identifier (e.g., the layer-2 address of
the next hop). These LREs MJST override the Binding Update List
(BUL) entries for the specific HNPs identified in the LRI nessage.
Hence, all traffic matching the HNPs is forwarded | ocally.

If the MAGis unable to deliver packets using the LREs, it is
possi ble that one of the MNs is no longer attached to the MAG
Hence, the MAG MUST fall back to using the BUL entry, and the LNMA
MUST forward the received packets using its Binding Cache Entry
(BCE) .

After processing the LRI nessage, the MAG MUST respond with a Local
Routi ng Acknowl edgnent (LRA) nessage. This Mbility Header nessage
MUST al so include the MN-1D and the HNP for each of the conmunicating
MNs, as well as an appropriate Status code indicating the outcone of
LRI processing. Status code 0 indicates localized routing was
successfully offered by the MAG  Any other value for Status code

i ndi cates the reason for the failure to offer localized routing
service. Wen Status code is 0, the LMA sets a flag in the BCE
corresponding to the HNPs to record that localized routing is in
progress for that HNP.

5.1. Handover Consi derations
If one of the MNs, say MN1, detaches fromthe MAG and attaches to

anot her MAG (say nMAG, the localized routing state needs to be
re-established. When the LMA receives the PBU from nMAG for MN1, it
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will see that localized routing is active for MN1. The LMA MJST
hence initiate LR at nMAG and update the LR state of pMAG After the
handover conpletes, LR w Il resenble Scenario A21. The pMAG MJST
follow the forwarding rul es described in Section 6.10.5 of [RFC5213]
and decide that it will no longer performLR for ML

6. Scenario A21: Two MNs Attached to Different MAGs but the Sane LMA

The LMA may choose to support | ocal forwarding to Mbile Nodes
attached to two different MAGs within a single PMPv6 donain.

I nt er net

oot oot
| MAGL| | MAR2|
+o-m ot +o-m ot

PR PR
| MN| | M\2|
+-- -+ +-- -+

Figure 3

As earlier, the LMAinitiates LR as a response to sone trigger
mechanism In this case, however, it MJST send two separate LRI
messages to the two MAGs. In addition to the M\-ID and the HNP
options, each LRI nessage MJST contain the | P address of the
counterpart MAG  Wen the MAG | P address option is present, each MAG
MUST create a |l ocal forwarding entry such that the packets for the M
attached to the renote MAG are sent over a tunnel associated with
that renote MAG  The tunnel between the MAGs is assuned to be
established foll owi ng the considerations nentioned in Section 6. 2.
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Fo-- -+ Fo-- -+ Fo-- -+ Fo-- -+ Fo-- -+

| MNL | | MN2 | | MAGL| | MAG| | LMA |

PR PR PR PR PR
| | | |
| dat a | dat a |
|< --------------------- >|< ----------------------- >|
| | | | |
| | dat a | dat a |
| [ <---mmmmm e Sl <----em- - >|
| | | | |
| | | | |
| | | LRI (Opt 1) |
| | | <--mmmmmmm e |
| | | |
| | | | LRI(Opt2) |
| | | | <------------ |
| | | | |
| | | LRA( Opt 3) |
| | [ =-mmmmm >|
| | | | |
| | | | LRA(Opt 4) |
| | | | -----m-m-m-- >|
| | | | |
| | | | |
| | | | |
| dat a | dat a | |
I R Sl <--------- >| |
| | | |
| dat a | |
| | |
| | |
| | |

Opt 1: WN1-1 D, MN1- HNP, MAG2- | Pv6- Addr ess
Opt 2: MN2- | D, MN2- HNP, MAGL- | Pv6- Addr ess
Opt 3:  U=0, MN1- | D, MN1- HNP, MAR2- | Pv6- Addr ess
Opt 4: U=0, MN2- | D, MN2- HNP, MAGL- | Pv6- Addr ess

where Uis the flag defined in Section 10. 2.
Figure 4
In this case, each MAG responds to the LRI with an LRA nessage. All
subsequent packets are routed between the MAGs | ocally, wthout

traversing the LMA.  |If one of the MAGs (say MAGL) responds with a
successful LRA (Status value is zero) and the other (say MA®)
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responds with an error (Status value is non-zero), LRw Il still be
performed in one direction (MN1->MAGL- >MAG2->M\2), but the packets
flowing the other way will take the LMA path

(MN2- >MAG2- >LMA- >MAGL- >WN1) .

The protocol does not require any synchroni zati on between the MAGs
before | ocal forwarding begins. Each MAG begins its |local forwarding
i ndependent of the other.

No synchroni zation between the MAGs is required because each MAG
initiates LR in one direction. After the LMA instructs MAGL to
initiate LR, packets from WMLl to M2 will take the path

IMN1- >MAGL- >MAG2- >M\N2 while those from M2 to MNL will take the path
M\2- >MAGR2- >LMA- >MAGL- >MNL until the LMA instructs MAG to initiate LR
as well. A MAMGw Il forward a packet towards either another MAG or
its owmn LMA; therefore, there would be no duplication of packets.

6.1. Handover Considerations
If one of the MNs, say MN1, detaches fromits current MAG (in this
case MAGL) and attaches to another MAG (say nMAGL), the l|ocalized
routing state needs to be re-established. When the LMA receives the
PBU from nMAGL for MNL, it will see that localized routing is active
for MNI. The LMA MJUST then initiate LR at nMAGL and update the LR
state of MAR to use nMAGL instead of MAGL.

6.2. Tunneling between the MAGs
In order to support localized routing, both MAGs SHOULD support the
foll owi ng encapsul ati on nodes for the user packets, which are al so
defined for the tunnel between the LMA and MAG
0 |Pv4-or-1Pv6-over-1Pv6e [ RFC5844]
0 |Pv4-or-1Pv6-over-1Pv4d [ RFC5844]
0 | Pv4-or-1Pv6-over-I|Pv4d- UDP [ RFC5844]
0 TLV-header UDP tunneling [ RFC5845]

0 Ceneric Routing Encapsulation (GRE) tunneling with or w thout GRE
key(s) [RFC5845]

MAGL and MA@ MJST use the sane tunneling nechanismfor the data

traffic tunnel ed between them The encapsul ati on node to be enpl oyed
SHOULD be configurable. 1t is RECOVMMENDED t hat:

Kri shnan, et al. St andards Track [ Page 9]
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1. As the default behavior, the inter-MAG tunnel uses the sane
encapsul ati on nechani sm as that being used for the PM Pv6 tunnel
between the LMA and the MAGs. MAGL and MAGKR2 automatically start
usi ng the sane encapsul ati on mechani sm w thout a need for a
special configuration on the MAGs or a dynami c tunneling
mechani sm negoti ati on between them

2. Configuration on the MAGs can override the default mechani sm
specified in Option 1 above. MAGL and MA@ MJST be confi gured
with the same nmechanism and this configuration is nost likely to
be uni formthroughout the PM Pv6 domain. |If the packets on the
PM Pv6 tunnel cannot be uniquely mapped onto the confi gured
inter-MAG tunnel, this scenario is not applicable, and Option 3
bel ow SHOULD directly be applied.

3. Aninplicit or explicit tunnel negotiation mechani sm between the
MAGs can override the default mechani smspecified in Option 1
above. The enpl oyed tunnel negotiation nechanismis outside the
scope of this docunent.

7. Scenario Al2: Two MNs Attached to the Sane MAG with Different LMAs

In this scenario, both the M\s are attached to the sane MAG but are
anchored at two different LMAs. M1 is anchored at LMA1, and M\2 is
anchored at LMA2. Note that the two LMAs are part of the sane

Pr ovi der Donai n.

I nt er net
B +
| |
+--- -+ +--- -+
| LIVAL| | LMA2|
+----+ +----+
| |
| |
R T T +
|
|
|
+----- +
| MAG |
+----- +

b b4
| MN1| | MN2]|
Foeot -+

Figure 5

Kri shnan, et al. St andards Track [ Page 10]



RFC 6705 PM Pv6 Localized Routing Sept enber 2012

Hence, neither LMA has a neans to deternine that the two Mbil e Nodes
are attached to the sane MAG Only the MAG can possi bly deterni ne
that the two Mbbil e Nodes involved in comrunication are attached to
it. Therefore, localized routing MIJST be initiated by the MAG

The MAG sends an LRI nessage containing the MVID, HNP, and the
counterpart LMA address to each LMA. Each LMA nekes a decision to
support local forwarding independently based on configured policy for
t he correspondi ng LMA. Each LMA MJST respond to the LRI nessage with
an LRA nessage. |If the initiation of LR on the LMA was successful,
the Status value in the received LRA would be set to zero. After the
MAG receives both the LRA nessages, each with the Status value set to
zero (success) fromthe two different LMAs, the MAG will concl ude
that it can provide |ocal forwarding support for the two Mbile
Nodes.

Kri shnan, et al. St andards Track [ Page 11]



RFC 6705

o4
| MNL |
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Opt 1:
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Opt 4:
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o4
| MN2 |
oo+

IMN1- | D, MN1- HNP
MN\2- | D, MN2- HNP
U=0, MN1-1 D, MN1- HNP
U=0, M\2- | D, M\2- HNP

o4
| MAG |
oo+

o4
| LIVAL|
oo+

where Uis the flag defined in Section 10. 2.

If one of

case MAGL) and attaches to another
MUST i mredi ately stop using the LRE and MJST send al

originated by the other MN (M\2) towards its LMA (in this case LNMA2).

Kri shnan, et

Handover Consi derati ons

t he MNs,

Figure 6

MAG (say nMAGL),

al . St andards Track

Sept enber 2012

+----+
| LMAZ]
+----+

|

|
__>|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

say MN1, detaches fromits current MAG (in this

the current MAG
packet s

[ Page 12]



RFC 6705 PM Pv6 Localized Routing Sept enber 2012

8.

10.

Scenario A22: Two M\s Attached to Different MAGs with Different LMAs

This scenario will not be covered in this docunment since PM Pv6 does
not define any formof inter-LMA comunication. Wen a supported
scenari o, such as Scenario Al2, norphs into Scenario A22, the node
that initiated the localized routing session MJST tear it down in
order to prevent lasting packet loss. This can result in transient
packet | oss when routing switches between the |ocalized path into the
normal path through the LMAs. In applications that are |oss
sensitive, this can |l ead to observabl e service disruptions. In

depl oynents where Scenario A22 is possible, the use of |ocalized
routing i s NOT RECOMWENDED when packet -l oss-sensitive applications
are in use.

| Pv4 Support in Localized Routing

PM Pv6 MNs can use an | Pv4 Hone Address (HoA) as described in

[ RFC5844]. In order to support the setup and nmai ntenance of

| ocalized routes for these IPv4 HoAs in PM Pv6, the MAGs MUST add the
| Pv4 HoAs into their LREs. The MAGs MJST al so support encapsul ation
of | Pv4 packets as described in [RFC5844]. The localized routing
prot ocol messages MJST include an I Pv4 HoA option in their signaling
messages in order to support |Pv4 addresses for |ocalized routing.

If the transport network between the PM Pv6 entities involved in

| ocalized routing is IPv4-only, the LRI and LRA nessages MJST be
encapsul ated sinilar to the PBU PBA nessages as specified in

[ RFC5844]. The encapsul ati on node used SHOULD be identical to the
one used to transport PBU and PBA nessages.

Message Fornmats

The | ocalized routing nessages use two new Mbility Header types (17
and 18). The LRI nessage requests creation or deletion of the

| ocalized routing state, and the LRA nessage acknow edges the
creation or deletion of such localized routing state.
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10.

1. Localized Routing Initiation (LRI)

The LRI nessages use a new Mobility Header type (17). The LMA sends
an LRI nmessage to a MAG to request |ocal forwarding for a pair of
MNs. The MAG may al so send this nessage to request the two LMAs for
offering local forwarding as described in Section 7.

0 1 2 3

01234567890123456789012345678901
B R R S b i T it s O S S SR SR SR
| Sequence # |

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

| Reser ved | Lifetime |

B Lt r s i i i o o T s ks S R S

| |

Mobility options

T T ik e S e e e st i s s s SN R SR
Sequence Number: A nonotonically increasing integer. Set by a

sendi ng node in a request nessage and used to match a reply to the
request.

Reserved: This field is unused and MJST be set to zero.

Lifetime: The requested tine, in seconds, for which the sender
wi shes to have local forwarding. A value of Oxffff (all ones)
indicates an infinite lifetime. Wen set to 0, indicates a
request to stop localized routing.

Mobility Options: MJIST contain two separate M\-1D options,

foll owed by one or nore HNPs for each of the MNs. For instance,
for Mobile Nodes MN1 and M2 with identifiers MN1-1D and M\2-1D,
and Hone Network Prefixes M\1-HNP and MN\2-HNP, the follow ng tuple
MUST be present in the followi ng order: [MN1-1D, M\1-HNP],

[MN2-1D, MN2-HNP]. The M\-ID and HNP options are the sanme as in

[ RFC5213]. The LRI MAY contain the renote MAG | Pv6 address
option, which is formatted identically to the HNP option, except
that it uses a different Type code and the Prefix Length is always
equal to 128 bhits (see Section 10.1).

The LRI nessage SHOULD be re-transmitted if a correspondi ng LRA
nmessage is not received within LRA WAIT TIME tinme units, up to a
maxi mum of LRI _RETRIES, each separated by LRA WAIT_TIME tinme units.
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10. 2.

Local i zed Routi ng Acknowl edgnent (LRA)

The LRA nessages use a new Mobility Header type (18). A MAG sends an
LRA nessage to the LMA as a response to the LRI nmessage. An LMA may
al so send this nmessage to a MAG as a response to the LRl nessage as
described in Section 7.

1 2 3

01234567890123456789012345678901

B R R S b i T it s O S S SR SR SR
| Sequence # |

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| U Reserved | St at us | Lifetime
B Lt r s i i i o o T s ks S R S

|
Mobility options .
|

T I T S S T i T o S S S S A S e s

Sequence Number: Copied fromthe sequence nunber field of the LR
message bei ng responded to.

"U flag: When set to 1, the LRA nessage is sent unsolicited.

The Lifetinme field indicates a new requested value. The MAG MJST
wait for the regular LRI message to confirmthat the request is
acceptable to the LMA

Reserved: This field is unused and MJUST be set zero.

Status: 8-bit unsigned integer indicating the result of
processing the Localized Routing Acknow edgnent nmessage. Val ues
of the Status field I ess than 128 indicate that the Localized
Rout i ng Acknowl edgnent was processed successfully by the nobility
entities(LMA or MAG. Values greater than or equal to 128

i ndi cate that the Localized Routing Acknow edgnent was rejected
by the nobility entities. The followi ng Status values are
currently defined:

0: Success
128: Localized Routing Not Allowed
129: MN Not Attached

Lifetime: The tinme, in seconds, for which local forwarding is
supported. It is typically copied fromthe corresponding field
in the LRI nessage
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Mobility Options: Wien Status code is 0, MJST contain the
[MN-1D, HNP] tuples in the same order as in the LRI nmessage
Wien Status code is not 0, MJST contain only those [ M\-1D, HNP]
tuples for which |l ocal forwarding is supported. The M\-1D and
HNP options are the sanme as those described in [ RFC5213].

11. New Mobility Option
11.1. MAG | Pv6 Address
The MAG | Pv6 address nobility option contains the | Pv6 address of a
MAG i nvolved in localized routing. The MAG | Pv6 address option has
an al i gnnment requirenent of 8n+4.
0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

Type | Length | Reserved | Address Length
B e e i S e e T s i i S T R SR S S S S T S i

|
+-
| |
+ +
| |
+ MAG | Pv6 Address +
| |
+ +
| |
R R R R e e s o S e R S S S S S S e e e e e
Type
51
Length
8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields. This field
MJUST be set to 18.
Reserved (R

This 8-bit field is unused. The value MJIST be initialized
to 0 by the sender and MJUST be ignored by the receiver

Address Length

This field MJUST be set to 128.
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12.

13.

14.

MAG | Pv6 Address
A 16-byte field containing the MAG s | Pv6 address
Configuration Vari abl es

The LMA and the MAG nust allow the foll owing variables to be
confi gurabl e:

LRA WAIT TIME: This variable is used to set the tinme interval, in
seconds, between successive retransm ssions of an LRI nessage.
The default value is 3 seconds.

LRI _RETRIES: This variable indicates the maxi mrum nunber of times the
initiator retransmts an LRI nessage before stopping. The default
value for this variable is 3.

Security Considerations

The protocol inherits the threats to [ RFC5213] that are identified in
[ RFC4832]. The protocol specified in this docunent uses the sane
security association as defined in [ RFC5213] for use between the LMA
and the MAGto protect the LRI and LRA nmessages. This docunent al so
assunes the preexistence of a MAG MAG security association if LR
needs to be supported between them Support for integrity protection
using | Psec is REQUI RED, but support for confidentiality is OPTI ONAL.
The MAGs MUST performingress filtering on the M\-sourced packets

bef ore encapsul ating theminto MAG MAG tunnels in order to prevent
addr ess spoofi ng.

I ANA Consi der ati ons

The Localized Routing Initiation (described in Section 10.1) and the
Local i zed Routing Acknow edgment (described in Section 10.2) have
each been assigned a Mbility Header type (17 and 18, respectively)
fromthe "Mbility Header Types - for the MH Type field in the
Mobility Header" registry at

http://ww. iana. org/assi gnments/ nobi lity-paraneters.

The MAG | Pv6 Address has been assigned a Mbility Option type (51)
fromthe "Mbility Options" registry at
http://ww. i ana. or g/ assi gnnment s/ nobi l i ty-paraneters
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