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Abst r act

This meno specifies how Explicit Congestion Notification (ECN) can be
used with the Real -tinme Transport Protocol (RTP) running over UDP,
using the RTP Control Protocol (RTCP) as a feedback nmechanism It
defines a new RTCP Extended Report (XR) block for periodic ECN

f eedback, a new RTCP transport feedback nessage for timely reporting
of congestion events, and a Session Traversal Utilities for NAT
(STUN) extension used in the optional initialisation nethod using
Interactive Connectivity Establishment (ICE). Signalling and
procedures for negotiation of capabilities and initialisation methods
are al so defi ned.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww.rfc-editor.org/info/rfc6679.
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1. Introduction

This meno outlines how Explicit Congestion Notification (ECN)

[ RFC3168] can be used for Real-tine Transport Protocol (RTP)

[ RFC3550] flows running over UDP/IP that use the RTP Control Protoco
(RTCP) as a feedback mechanism The sol ution consists of feedback of
ECN congestion experienced nmarkings to the sender using RTCP
verification of ECN functionality end-to-end, and procedures for how
to initiate ECN usage. Since the initiation process has sone
dependenci es on the signalling mechani smused to establish the RTP
session, a specification for signalling nechanisns using the Session
Description Protocol (SDP) [RFC4566] is included.

ECN can be used to minimse the inpact of congestion on real-tine
multimedia traffic. The use of ECN provides a way for the network to
send congestion control signals to the nedia transport w thout having
to inmpair the nedia. Unlike packet |oss, ECN signals unanbi guously

i ndi cate congestion to the transport as quickly as feedback del ays
al | ow and wi t hout confusing congestion with | osses that m ght have
occurred for other reasons such as transnission errors, packet-size
errors, routing errors, badly inplenented m ddl eboxes, policy

viol ations, and so forth.

The introduction of ECNinto the Internet requires changes to both
the network and transport |ayers. At the network |ayer, IP
forwarding has to be updated to allow routers to nmark packets, rather
than discarding themin times of congestion [RFC3168]. In addition
transport protocols have to be nodified to informthe sender that
ECN- mar ked packets are being received, so it can respond to the
congestion. The Transm ssion Control Protocol (TCP) [RFC3168],
Stream Control Transmni ssion Protocol (SCTP) [RFC4960], and Dat agram
Congestion Control Protocol (DCCP) [ RFC4340] have been updated to
support ECN, but to date, there is no specification describing how
UDP- based transports, such as RTP [ RFC3550], can use ECN. This is
due to the lack of feedback nmechanisnms in UDP. Instead, the
signalling control protocol on top of UDP needs to provide that
feedback. For RTP, that feedback is provided by RTCP

The renmai nder of this nmenp is structured as follows. W start by
descri bing the conventions, definitions, and acronyns used in this
meno in Section 2 and the design rationale and applicability in
Section 3. Section 4 gives an overview of how ECN is used with RTP
over UDP. RTCP extensions for ECN feedback are defined in Section 5
and SDP signalling extensions in Section 6. The details of how ECN
is used with RTP over UDP are defined in Section 7. |In Section 8, we
describe how ECN is handled in RTP translators and ni xers. Section 9
di scusses sone inplenentation considerations; Section 10 lists | ANA
consi derations; and Section 11 di scusses security considerations.
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Finally, Section 12 provides sone exanples of SDP signalling for ECN
f eedback

2. Conventions, Definitions, and Acronyns

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [ RFC2119].

Definitions and Abbrevi ati ons:

Sender: A sender of RTP packets carrying an encoded nedia stream
The sender can change how the media transmission is perforned by
varying the medi a coding or packetisation. |t is one endpoint of
the ECN control | oop.

Receiver: A receiver of RTP packets with the intention to consune
the media stream |t sends RTCP feedback on the received stream
It is the other endpoint of the ECN control | oop.

ECN- Capabl e Host: A sender or receiver of a nmedia streamthat is
capabl e of setting and/or processing ECN marks.

ECN- Capabl e Transport (ECT): A transport flow where both sender and
recei ver are ECN capabl e hosts. Packets sent by an ECN capabl e
transport will be marked as ECT(0) or ECT(1) on transnission. See
[ RFC3168] for the definition of the ECT(0) and ECT(1) narks.

ECN- CE: ECN Congestion Experienced mark (see [ RFC3168]).

ECN- Capabl e Packets: Packets with ECN nark set to either ECT(0),
ECT(1), or ECN CE.

Not - ECT packets: Packets that are not sent by an ECN capable
transport and are not ECN CE narked.

ECN- Capabl e Queue: A queue that supports ECN CE marki ng of ECN
capabl e packets to indicate congestion.

ECN- Bl ocki ng M ddl ebox: A mi ddl ebox that discards ECN capabl e
packets.

ECN- Reverting M ddl ebox: A mi ddl ebox that changes ECN capabl e
packets to not-ECT packets by renoving the ECN mark.

Westerlund, et al. St andards Track [ Page 5]



RFC 6679 ECN for RTP over UDP/IP August 2012

Note that RTP mixers or translators that operate in such a nmanner
that they terminate or split the ECN control loop will take on the
role of receivers or senders. This is further discussed in
Section 3. 2.

3. Discussion, Requirenents, and Design Rationale

ECN has been specified for use with TCP [ RFC3168], SCTP [ RFC4960],
and DCCP [ RFC4340] transports. These are all unicast protocols that
negotiate the use of ECN during the initial connection establishnment
handshake (supporting increnmental deploynment and checking if ECN-

mar ked packets pass all niddl eboxes on the path). ECN-CE marks are

i medi ately echoed back to the sender by the receiving endpoint using
an additional bit in feedback nessages, and the sender then
interprets the nmark as equivalent to a packet |oss for congestion
control purposes.

If RTP is run over TCP, SCTP, or DCCP, it can use the native ECN
support provided by those protocols. This neno does not concern
itself further with these use cases. However, RTP is nore comonly
run over UDP. This conbination does not currently support ECN, and
we observe that it has significant differences fromthe other
transport protocols for which ECN has been specified. These include:

Signalling: RTP relies on separate signalling protocols to negotiate
paraneters before a session can be created and doesn’t include an
i n-band handshake or negotiation at session setup tinme (i.e.
there is no equivalent to the TCP three-way handshake in RTP)

Feedback: RTP does not explicitly acknow edge recei pt of datagrans.
I nstead, the RTP Control Protocol (RTCP) provides reception
qual ity feedback, and other back channel conmunication, for RTP
sessions. The feedback interval is generally on the order of
seconds, rather than once per network round-trip tine (RTT)
(al t hough the RTP Audio-Visual Profile wth Feedback (RTP/ AVPF)
profile [ RFC4585] allows nore rapid feedback in nost cases). RTCP
is also very nmuch oriented around counting packets, which nmakes
byt e-counting congestion algorithns difficult to utilise.

Congestion Response: VWhile it is possible to adapt the transm ssion
of many audi o/ vi sual streans in response to network congestion
and such adaptation is required by [ RFC3550], the dynam cs of the
congestion response nay be quite different to that of TCP or other
transport protocols.

M ddl eboxes: The RTP framework explicitly supports the concept of

m xers and translators, which are m ddl eboxes that are involved in
medi a transport functions.
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Multicast: RTP is explicitly a group conmunication protocol and was
designed fromthe start to support IP nulticast (primarily Any-
Source Multicast (ASM [RFC1112], although a recent extension
supports Source-Specific Miulticast (SSM [RFC3569] with unicast
f eedback [ RFC5760]).

Application Awareness: Wen ECN support is provided within the
transport protocol, the ability of the application to react to
congestion is linmted, since it has little visibility into the
transport layer. By adding support of ECN to RTP using RTCP
f eedback, the application is nade aware of congestion, allowing a
wi der range of reactions in response to that congestion
i ndi cati on.

Counting vs. Detecting Congestion: TCP, and the protocols derived
fromit, are mainly designed to respond in the sanme way whet her
they experience a burst of congestion indications within one RTT
or just a single congestion indication, whereas real-tine
applications may be concerned with the anbunt of congestion
experienced and whether it is distributed smoothly or in bursts.
When feedback of ECN was added to TCP [ RFC3168], the receiver was
designed to flip the echo congestion experienced (ECE) flag to 1
for a whole RTT then flop it back to zero. ECN feedback in RTCP
however, will need to report a count of how nuch congestion has
been experienced within an RTCP reporting period, irrespective of
round-trip tines.

These differences significantly alter the shape of ECN support in RTP
over UDP conpared to ECN support in TCP, SCTP, and DCCP but do not
inval idate the need for ECN support.

ECN support is nmore inportant for RTP sessions than, for instance, is
the case for nmany applications over TCP. This is because the inpact
of packet loss in real-tinme audio-visual nmedia flows is highly
visible to users. For TCP-based applications, however, TCP will
retransmt |ost packets, and while extra delay is incurred by having
packets dropped rather than ECN-CE nmarked, the loss is repaired.

Ef fective ECN support for RTP flows running over UDP will allow real -
time audi o-visual applications to respond to the onset of congestion
before routers are forced to drop packets, allow ng those
applications to control how they reduce their transm ssion rate and
hence nedia quality, rather than responding to and trying to concea
the effects of unpredictable packet |oss. Furthernore, w despread
depl oynent for ECN and active queue managenment in routers, should it
occur, can potentially reduce unnecessary queui ng delays in routers,
Il owering the round-trip time and benefiting interactive applications
of RTP, such as voice tel ephony.
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3.1. Requirenents

Consi dering ECN, transport protocols supporting ECN, and RTP-based
applications, one can create a set of requirenents that nust be
satisfied to at |east sonme degree if ECNis to be used by RTP over
UDP.

0 REQ 1. A nechanismnust exist to negotiate and initiate the use of
ECN for RTP/UDP/IP sessions so that an RTP sender will not send
packets with ECT in the I P header unless it knows that all
potential receivers will understand any ECN- CE indications they
m ght receive

0 REQ 2: A nechanismnust exist to feed back the reception of any
packets that are ECN-CE nmarked to the packet sender

0 REQ 3: The provided mechani sm should m nim se the possibility of
cheating (either by the sender or receiver).

0 REQ 4: Sone detection and fallback nechani sm should exist to avoid
| oss of conmunication due to the attenpted usage of ECN in case an
i nternmedi ate node clears ECT or drops packets that are ECT narked.

0 REQ 5: Negotiation of ECN should not significantly increase the
tinme taken to negotiate and set up the RTP session (an extra RTT
before the nmedia can flowis unlikely to be acceptable for sone
use cases).

0 REQ 6: Negotiation of ECN should not cause nedia clipping at the
start of a session.

The foll owi ng sections describe how these requirenents can be nmet for
RTP over UDP

3.2. Applicability

The use of ECN with RTP over UDP is dependent on negotiation of ECN
capability between the sender and receiver(s) and validation of ECN
support in all elenents on the network path(s) traversed. RIP is
used in a heterogeneous range of network environnments and topol ogi es,
with different signalling protocols. The nmechani sns defined here
make it possible to verify support for ECN in each of these
environnents, irrespective of the topol ogy.

Due to the need for each RTP sender that intends to use ECN with RTP
to track all participants in the RTP session, the sub-sanpling of the
group nenbership as specified by "Sanmpling of the G oup Menbership in
RTP* [ RFC2762] MJST NOT be used.
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The use of ECN is further dependent on a capability of the RTP nedia
flow to react to congestion signalled by ECN- nmarked packets.
Dependi ng on the application, nmedia codec, and network topol ogy, this
adaptation can occur in various forns and at various nodes. As an
exanpl e, the sender can change the nedia encoding, the receiver can
change the subscription to a |ayered encoding, or either reaction can
be acconplished by a transcodi ng m ddl ebox. [RFC5117] identifies
seven topol ogies in which RTP sessions may be configured and which
may affect the ability to use ECN

Topo-Point-to-Point: This utilises standard unicast flows. ECN may
be used with RTP in this topology in an anal ogous manner to its
use with other unicast transport protocols, with RTCP conveyi ng
ECN f eedback nessages

Topo-Multicast: This is either an Any-Source Milticast (ASM group
[ RFC3569] with potentially several active senders and nul ticast
RTCP feedback or a Source-Specific Milticast (SSM group [ RFC4607]
with a single distribution source and unicast RTCP feedback from
receivers. RTCP is designed to scale to large group sizes while
avoi di ng feedback inplosion (see Section 6.2 of [RFC3550],
[ RFCA585], and [ RFC5760]) and can be used by a sender to determ ne
if all its receivers, and the network paths to those receivers,
support ECN (see Section 7.2). It is sonewhat nore difficult to
determine if all network paths fromall senders to all receivers
support ECN. Accordingly, we allow ECN to be used by an RTP
sender using multicast UDP provided the sender has verified that
the paths to all its known receivers support ECN, irrespective of
whet her the paths from other senders to their receivers support
ECN ("all its known receivers" are all the synchronisation sources
(SSRCs) from which the RTP sender has received RTP or RTCP in the
last five reporting intervals, i.e., they have not tinmed out).
Not e that group nenbership may change during the lifetinme of a
mul ticast RTP session, potentially introducing new receivers that
are not ECN capable or have a path that doesn’t support ECN
Senders nust use the nmechani sns described in Section 7.4 to check
that all receivers, and the network paths traversed to reach those
receivers, continue to support ECN, and they need to fallback to
non- ECN use if any receivers join that do not.

SSM groups that use unicast RTCP feedback [ RFC5760] do need a few
extra considerations. This topology can have nultiple nedia
senders that provide traffic to the distribution source (DS) and
are separated fromthe DS. There can also be nultiple feedback
targets. The requirenent for using ECN for RTP in this topol ogy
is that the nedia sender nust be provided the feedback fromthe
receivers. It may be in aggregated formfromthe feedback
targets. W will not nention this SSM use case in the bel ow text
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specifically, but when actions are required by the nedia source,
they also apply to the case of SSM where the RTCP feedback goes to
t he feedback target.

The mechani snms defined in this meno support nulticast groups but
are known to be conservative and don't scale to |arge groups.

This is primarily because we require all nenbers of the group to
denonstrate that they can nake use of ECN before the sender is

all owed to send ECN- nmar ked packets, since allow ng some non- ECN
capabl e receivers causes fairness issues when the bottleneck |ink
is shared by ECN and non-ECN fl ows that we have not (yet) been
able to satisfactorily address. The rules regarding Determnation
of ECN Support in Section 7.2.1 may be relaxed in a future version
of this specification to inprove scaling once these issues have
been resol ved.

Topo-Translator: An RTP translator is an RTP-1evel mddlebox that is
invisible to the other participants in the RTP session (although
it is usually visible in the associated signalling session).

There are two types of RTP translators: those that do not nodify
the media stream and are concerned with transport parameters, for
exanple, a multicast to unicast gateway; and those that do nodify
the media stream for exanple, transcodi ng between different nedia
codecs. A single RTP session traverses the translator, and the
translator nust rewite RTCP nessages passing through it to match
the changes it nakes to the RTP data packets. A |legacy, ECN
unaware, RTP translator is expected to ignore the ECN bits on
recei ved packets and to set the ECN bits to not-ECT when sendi ng
packets, thus causing ECN negotiation on the path containing the
translator to fail (any new RTP translator that does not wish to
support ECN nay do so simlarly). An ECN-aware RTP translator may
act in one of three ways:

* |f the translator does not nodify the nmedia stream it should
copy the ECN bits unchanged fromthe incomng to the outgoing
datagrans, unless it is overl oaded and experiencing congestion
in which case it may mark the outgoing datagrans with an ECN CE
mark. Such a translator passes RTCP feedback unchanged. See
Section 8. 1.

* |f the translator nodifies the media streamto conbine or split
RTP packets but does not otherw se transcode the nedia, it nust
manage the ECN bits in a way anal ogous to that described in
Section 5.3 of [RFC3168]. See Section 8.2 for details.

* |f the translator is a nedia transcoder, or otherw se nodifies

the content of the nedia stream the output RTP nedia stream
may have radically different characteristics than the input RTP
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nmedia stream Each side of the translator nust then be
considered as a separate transport connection, with its own ECN
processing. This requires the translator to interpose itself
into the ECN negotiation process, effectively splitting the
connection into two parts with their own negotiation. Once
negoti ati on has been conpleted, the translator nust generate
RTCP ECN f eedback back to the source based on its own reception
and nust respond to RTCP ECN feedback received fromthe

recei ver(s) (see Section 8.3).

It is recognised that ECN and RTCP processing in an RTP transl ator
that nodifies the media streamis non-trivial

Topo-M xer: A mixer is an RTP-level m ddl ebox that aggregates
mul tiple RTP streans, mxing themtogether to generate a new RTP
stream The mixer is visible to the other participants in the RTP
session and is also usually visible in the associated signalling
session. The RTP flows on each side of the m xer are treated
i ndependently for ECN purposes, with the m xer generating its own
RTCP ECN f eedback and responding to ECN feedback for data it
sends. Since unicast transport between the m xer and any endpoi nt
are treated independently, it would seemreasonable to allow the
transport on one side of the mxer to use ECN, while the transport
on the other side of the nixer is not ECN capable, if this is
desired. See Section 8.4 for details on how m xers shoul d process
ECN.

Topo- Vi deo-swi tch- MCU: A video-swi tching Miltipoint Control Unit
(MCU) receives several RTP flows, but forwards only one of those
flows onwards to the other participants at a tinme. The flow that
is forwarded changes during the session, often based on voice
activity. Since only a subset of the RTP packets generated by a
sender are forwarded to the receivers, a video-sw tching MCU can
break ECN negotiation (the success of the ECN negotiation may
depend on the voice activity of the participant at the instant the
negoti ati on takes place - shout if you want ECN). It al so breaks
congestion feedback and response, since RTP packets are dropped by
the MCU dependi ng on voice activity rather than network
congestion. This topology is widely used in |egacy products but
is NOT RECOMVENDED for new inpl enmentations and SHALL NOT be used
with ECN.

Topo- RTCP-term nating-MCU: | n this scenario, each participant runs
an RTP point-to-point session between itself and the MCU. Each of
these sessions is treated independently for the purposes of ECN
and RTCP feedback, potentially with sone using ECN and some not.
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Topo-Asymmetric: It is theoretically possible to build a niddl ebox
that is a conbination of an RTP mixer in one direction and an RTP
translator in the other. To quote [RFC5117], "This topology is so
problematic and it is so easy to get the RTCP processi ng wrong,
that it is NOI RECOVWENDED to inplenment this topol ogy".

These topol ogi es may be conmbined within a single RTP session

The ECN nechanism defined in this neno is applicable to both sender-
and receiver-controlled congestion algorithns. The mechani sm ensures
that both senders and receivers will know about ECN CE marki ngs and
any packet |osses. Thus, the actual decision point for the
congestion control is not relevant. This is a great benefit as the
rate of an RTP session can be varied in a nunber of ways, for
exanpl e, a unicast nedia sender mght use TCP Friendly Rate Contro
(TFRC) [ RFC5348] or sonme other algorithm while a nmulticast session
coul d use a sender-based schene adapting to the | owest comon
supported rate or a receiver-driven nechani smusing |layered coding to
support nore heterogeneous paths.

To ensure tinmely feedback of ECN- CE-marked packets when needed, this
mechani smrequires support for the RTP/AVPF profile [ RFC4585] or any
of its derivatives, such as RTP/ SAVPF [ RFC5124]. The standard RTP/
AVP profile [ RFC3551] does not allow any early or inmediate

transm ssion of RTCP feedback and has a minimal RTCP interval whose
default value (5 seconds) is many tinmes the normal RTT between sender
and receiver.

3.3. Interoperability

To ensure interoperability for this specification, there is need for
at | east one conmon initialisation nethod for all inplenentations.
Since initialisation using RTP and RTCP (Section 7.2.1) is the one
met hod that works in all cases, although it is not optimal for al
uses, it is selected as the nandatory-to-inplenent initialisation
met hod. This nethod requires both the RTCP XR extension and the ECN
feedback format, which require the RTP/AVPF profile to ensure tinely
f eedback.

When one considers all the uses of ECN for RTP, it is clear that
congestion control nechanisns exist that are receiver driven only
(Section 7.3.3). These congestion control nechanisns do not require
tinely feedback of congestion events to the sender. |If such a
congestion control nechanismis conbined with an initialisation

nmet hod that al so doesn’t require tinmely feedback using RTCP, like the
| eap-of-faith method (Section 7.2.3) or the |ICE-based nethod

(Section 7.2.2), then neither the ECN feedback format nor the RTP/
AVPF profile would appear to be needed. However, fault detection can
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be greatly inproved by using receiver-side detection (Section 7.4.1)
and early reporting of such cases using the ECN feedback mechani sm

For interoperability, we mandate the inplenentation of the RTP/ AVPF
profile, with both RTCP extensions and the necessary signalling to
support a conmon operations node. This specification recommends the
use of RTP/AVPF in all cases as negotiation of the comon
interoperability point requires RTP/AVPF, mnixed negotiation of RTP/
AVP and RTP/ AVPF depending on other SDP attributes in the sane nedia
block is difficult, and the fact that fault detection can be inproved
when usi ng RTP/ AVPF.

The use of the ECN feedback format is al so recommended, but cases
exi st where its use is not required because tinely feedback is not
needed. These will be explicitly noted using the phrase "no tinely
f eedback required" and generally occur in conmbination with receiver-
driven congestion control and with the |eap-of-faith and | CE-based
initialisation nethods. W also note that any receiver-driven
congestion control solution that still requires RTCP for signalling
of any adaptation information to the sender will still require RTP/
AVPF for tineliness.

4. Overview of Use of ECN with RTP/ UDP/I P

The solution for using ECN with RTP over UDP/IP consists of four
different pieces that together nake the sol ution work:

1. Negotiation of the capability to use ECN with RTP/ UDP/I P
2. Initiation and initial verification of ECN- capable transport
3. Ongoing use of ECN within an RTP session

4. Handling of dynam c behavi our through failure detection
verification, and fallback

Bef ore an RTP session can be created, a signalling protocol is used
to negotiate or at |east configure session paraneters (see

Section 7.1). In sone topol ogies, the signalling protocol can also
be used to discover the other participants. One of the paraneters
that nmust be agreed is the capability of a participant to support
ECN. Note that all participants having the capability of supporting
ECN does not necessarily inply that ECN is usable in an RTP session
since there nmay be m ddl eboxes on the path between the participants
that don’t pass ECN-marked packets (for exanple, a firewall that

bl ocks traffic with the ECN bits set). This docunent defines the

i nformati on that needs to be negotiated and provides a mapping to SDP
for use in both declarative and of fer/answer contexts.
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When a sender joins a session for which all participants claimto
support ECN, it needs to verify that the ECN support is usable.
There are three ways in which this verification can be done:

0 The sender may generate a (small) subset of its RTP data packets
with the ECN field of the I P header set to ECT(0) or ECT(1). Each
receiver will then send an RTCP feedback packet indicating the
reception of the ECT-marked RTP packets. Upon reception of this
feedback from each receiver it knows of, the sender can consider
ECN functional for its traffic. Each sender does this
verification i ndependently. When a new receiver joins an existing

RTP session, it will send RTCP reports in the usual manner. |If
those RTCP reports include ECN information, verification will have
succeeded, and sources can continue to send ECT packets. |f not,

verification fails, and each sender MJST stop using ECN (see
Section 7.2.1 for details).

0o Alternatively, ECN support can be verified during an initial end-
to-end STUN exchange (for exanple, as part of |CE connection
establishnent). After having verified connectivity w thout ECN
capability, an extra STUN exchange, this tine with the ECN field
set to ECT(0) or ECT(1), is performed on the candi date path that
is about to be used. |If successful, the path’s capability to
convey ECN marked packets is verified. A new STUN attribute is
defined to convey feedback that the ECT-nmarked STUN request was
received (see Section 7.2.2), along with an I CE signalling option
(Section 6.4) to indicate that the check is to be perforned.

o Thirdly, the sender may nake a leap of faith that ECN will work.
This is only reconmended for applications that know they are
running in controlled environments where ECN functionality has
been verified through other neans. In this node, it is assuned
that ECN works, and the systemreacts to failure indicators if the
assunption proved wong. The use of this nmethod relies on a high
confidence that ECN operation will be successful or an application
where failure is not serious. The inpact on the network and ot her
users nust be considered when making a leap of faith, so there are
limtations on when this nethod is allowed (see Section 7.2.3).

The first mechanism using RTP with RTCP feedback, has the advantage
of working for all RTP sessions, but the disadvantages of potenti al
clipping if ECN-marked RTP packets are di scarded by mni ddl eboxes and
sl ow verification of ECN support. The STUN based nechanismis faster
to verify ECN support but only works in those scenarios supported by
end-to-end STUN, such as within an | CE exchange. The third one, |eap
of faith, has the advantage of avoiding additional tests or

compl exities and enabling ECN usage fromthe first nedia packet. The
downside is that if the end-to-end path contains niddl eboxes that do
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not pass ECN, the inpact on the application can be severe: in the
worst case, all media could be lost if a middlebox that discards ECN
mar ked packets is present. A |less severe effect, but still requiring
reaction, is the presence of a niddl ebox that re-nmarks ECT-marked
packets to not-ECT, possibly marking packets with an ECN-CE mark as
not-ECT. This could result in increased |evels of congestion due to
non-responsi veness and i npact nmedia quality as applications end up
relying on packet |oss as an indication of congestion

Once ECN support has been verified (or assuned) to work for al
receivers, a sender marks all its RTP packets as ECT packets, while
receivers rapidly feed back reports on any ECN-CE narks to the sender
using RTCP in RTP/ AVPF i nmedi ate or early feedback node, unless no
tinmely feedback is required. Each feedback report indicates the
recei pt of new ECN-CE marks since the |ast ECN feedback packet and

al so counts the total number of ECN- CE-nmarked packets as a cunul ative
sum This is the mechanismto provide the fastest possible feedback
to senders about ECN-CE narks. On receipt of an ECN CE- mar ked
packet, the system nust react to congestion as if packet |oss has
been reported. Section 7.3 describes the ongoing use of ECN wi thin
an RTP session.

This rapid feedback is not optimsed for reliability, so another
mechani sm RTCP XR ECN Summary Reports, is used to ensure nore
reliable, but less tinely, reporting of the ECN information. The ECN
Summary Report contains the sane infornmation as the ECN feedback
format, only packed differently for better efficiency with reports
for many sources. It is sent in a conpound RTCP packet, along with
regul ar RTCP reception reports. By using cunul ative counters for
observed ECN-CE, ECT, not-ECT, packet duplication, and packet |oss,
the sender can deternine what events have happened since the |ast
report, independently of any RTCP packets having been | ost.

RTCP reports MUST NOT be ECT marked, since ECT-narked traffic may be
dropped if the path is not ECN conpliant. RTCP is used to provide

f eedback about what has been transmitted and what ECN mar ki ngs that
are received, so it is inportant that it is received in cases when
ECT-marked traffic is not getting through

There are numerous reasons why the path the RTP packets take fromthe
sender to the receiver may change, e.g., nmobility and link failure
followed by re-routing around it. Such an event may result in the
packet being sent through a node that is ECN non-conpliant, thus
re-mar ki ng or dropping packets with ECT set. To prevent this from

i npacting the application for |onger than necessary, the operation of
ECN is constantly nonitored by all senders (Section 7.4). Both the
RTCP XR ECN Summary Reports and the ECN feedback packets allow the
sender to conpare the nunmber of ECT(0), ECT(1), and not-ECT- nmar ked

Westerlund, et al. St andards Track [ Page 15]



RFC 6679 ECN for RTP over UDP/IP August 2012

packets received with the nunber that were sent, while also reporting
ECN- CE- mar ked and | ost packets. |f these nunbers do not agree, it
can be inferred that the path does not reliably pass ECN marked
packets. A sender detecting a possible ECN non-conpliance issue
shoul d then stop sendi ng ECT-mar ked packets to determne if that

all ows the packets to be correctly delivered. |f the issues can be
connected to ECN, then ECN usage is suspended.

5. RTCP Extensions for ECN Feedback

This meno defines two new RTCP extensions: one RTP/ AVPF [ RFCA585]
transport-layer feedback format for reporting urgent ECN i nformation
and one RTCP XR [ RFC3611] ECN Summary Report block type for regul ar
reporting of the ECN marking information.

5.1. RTP/ AVPF Transport-Layer ECN Feedback Packet

This RTP/ AVPF transport-|ayer feedback format is intended for use in
RTP/ AVPF early or inmmedi ate feedback nobdes when i nformati on needs to
urgently reach the sender. Thus, its main use is to report reception
of an ECN CE-mar ked RTP packet so that the sender may perform
congestion control or to speed up the initiation procedures by
rapidly reporting that the path can support ECN-marked traffic. The
feedback format is also defined with reduced-size RTCP [ RFC5506] in
m nd, where RTCP feedback packets may be sent without acconpanying
Sender or Receiver Reports that would contain the extended hi ghest
sequence number and the accunul at ed nunber of packet |osses. Both
are inmportant for ECN to verify functionality and keep track of when
CE mar ki ng does occur

The RTP/ AVPF transport-1layer feedback packet starts with the comon
header defined by the RTP/AVPF profile [ RFC4585], which is reproduced
in Figure 1. The FMI field takes the value 8 to indicate that the
Feedback Control Information (FCl) contains an ECN Feedback Report,
as defined in Figure 2.
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0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| v=2|P| FMI=8 | PT=RTPFB=205 | l ength |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| SSRC of packet sender |
T e e i i e e ks S NI SR R S
| SSRC of nedi a source |
i T i i o e e e e e e et i S S S R R SR

Feedback Control Information (FCl)

Fi gure 1: RTP/ AVPF Common Packet Format for Feedback Messages

0 1 2 3
01234567890123456789012345678901
B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
Ext ended Hi ghest Sequence Numnber |
B i T e S i i i i T S S e e S i o i I T N S
CT (0) Counter |
+
(
+

+-

.

| E

R R e o i i i i i S i S S S e T T s i T S S S S e 5
| ECT (1) Counter |
B i i i e S i i S S S S S e st S SR S
| ECN-CE Counter | not-ECT Counter |
B o T T S e i i Sl NI S e S et ol mt ST T S i S S
| Lost Packets Counter | Duplication Counter |
B T S St i i T s T e o S S i St SN

Fi gure 2: ECN Feedback Report For nat
The ECN Feedback Report contains the follow ng fields:

Ext ended Hi ghest Sequence Number: The 32-bit extended hi ghest
sequence nunber received, as defined by [ RFC3550]. Indicates the
hi ghest RTP sequence nunber to which this report rel ates.

ECT(0) Counter: The 32-bit cumrul ative nunber of RTP packets with
ECT(0) received fromthis SSRC

ECT(1) Counter: The 32-bit cumrul ative nunber of RTP packets with
ECT(1) received fromthis SSRC

ECN- CE Counter: The cumul ative nunber of RTP packets received from
this SSRC since the receiver joined the RTP session that were
ECN- CE mar ked, including ECN-CE marks in any duplicate packets.
The receiver should keep track of this value using a | ocal
representation that is at least 32 bits and only include the 16
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bits with [ east significance. 1In other words, the field will wap
if nmore than 65535 ECN CE- mar ked packets have been received.

not - ECT Counter: The cumul ative nunmber of RTP packets received from
this SSRC since the receiver joined the RTP session that had an
ECN field value of not-ECT. The receiver should keep track of
this value using a |ocal representation that is at |east 32 bits
and only include the 16 bits with [ east significance. |n other
words, the field will wap if nore than 65535 not-ECT packets have
been recei ved.

Lost Packets Counter: The cunul ative nunber of RTP packets that the
recei ver expected to receive mnus the nunber of packets it
actually received that are not a duplicate of an already received
packet, fromthis SSRC since the receiver joined the RTP session
Not e that packets that arrive late are not counted as lost. The
recei ver should keep track of this value using a |oca
representation that is at least 32 bits and only include the 16
bits with [ east significance. 1In other words, the field will wap
if nore than 65535 packets are |ost.

Duplication Counter: The cumul ative nunber of RTP packets received
that are a duplicate of an already received packet fromthis SSRC
since the receiver joined the RTP session. The receiver should
keep track of this value using a |local representation that is at
| east 32 bits and only include the 16 bits with | east
significance. 1In other words, the field will wap if nore than
65535 duplicate packets have been received.

Al fields in the ECN Feedback Report are unsigned integers in
network byte order. Each ECN Feedback Report corresponds to a single
RTP source (SSRC). Miltiple sources can be reported by including
mul ti pl e ECN Feedback Report packets in an conmpound RTCP packet.

The counters SHALL be initiated to O for each new SSRC recei ved
Thi s enabl es detection of ECN-CE narks or packet loss on the initia
report froma specific participant.

The use of at least 32-bit counters allows even extrenely high packet
vol unme applications to not have wapping of counters w thin any
timescale close to the RTCP reporting intervals. However, 32 bits
are not sufficiently large to disregard the fact that w appi ngs nmay
happen during the lifetinme of a long-lived RTP session, and

i mpl ementations need to be witten to handl e wappi ng of the
counters. It is recommended that inplenmentations use |oca
representation of these counters that are longer than 32 bits to
enabl e easy handling of waps.
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There is a difference in packet duplication reports between the
packet |oss counter that is defined in the Receiver Report Block

[ RFC3550] and that defined here. To avoid holding state for what RTP
sequence nunmbers have been received, [RFC3550] specifies that one can
count packet |oss by counting the nunmber of received packets and
conparing that to the nunber of packets expected. As a result, a
packet duplication can hide a packet |oss. However, when popul ating
t he ECN Feedback Report, a receiver needs to track the sequence
nunbers actually received and count duplicates and packet |o0ss
separately to provide a nore reliable indication. Reordering may,
however, still result in packet |oss being reported in one report and
then renoved in the next.

The ECN-CE counter is robust for packet duplication. Adding each
recei ved ECN- CE-mar ked packet to the counter is not an issue; in
fact, it is required to ensure conplete tracking of the ECN state.

If one of the clones was ECN-CE marked, that is still an indication
of congestion. Packet duplication has a potential inpact on the ECN
verification, and there is thus a need to count the duplicates.

5.2. RTCP XR Report Block for ECN Summary | nformation

This unilateral XR report block combined with RTCP SR or RR report

bl ocks carries the same informati on as the ECN Feedback Report and is
based on the sane underlying informati on. However, the ECN Feedback
Report is intended to report an ECN-CE nark as soon as possible,
while this extended report is for the regular RTCP reporting and
continuous verification of the ECN functionality end-to-end.

The ECN Summary Report bl ock consists of one RTCP XR report bl ock
header, shown in Figure 3 foll owed by one or nore ECN Sumary Report
data bl ocks, as defined in Figure 4.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| BT=13 | Reserved | Bl ock Length
B Lt r s i i i o o T s ks S R S

Figure 3: RTCP XR Report Header
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0 1 2 3
01234567890123456789012345678901

i T o T e e e et o S s S R R SR
| SSRC of Media Sender

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| ECT (0) Counter

L e e i i e e S e st i s s SN S
| ECT (1) Counter |
T T L i e S e e ik i s sl it R R T SR R SR
| ECN-CE Counter | not-ECT Counter

B T e o i S I i i S S N iy St S I S S
| Lost Packets Counter | Duplication Counter

T e e i i e e S e i b e S S S SN SR

Figure 4: RTCP XR ECN Sunmary Report
The RTCP XR ECN Summary Report contains the follow ng fields:

BT: Block Type identifying the ECN Summary Report block. Value is
13.

Reserved: All bits SHALL be set to 0 on transmi ssion and ignored on
reception.

Bl ock Length: The length of this XR report block, including the
header, in 32-bit words nminus one. Used to indicate the nunber of
ECN Summary Report data bl ocks present in the ECN Sunmary Report.
This length will be 5*n, where n is the nunber of ECN Sunmary
Report bl ocks, since blocks are a fixed size. The block |Iength
MAY be zero if there is nothing to report. Receivers MJST discard
reports where the block length is not a multiple of five, since
t hese cannot be valid.

SSRC of Media Sender: The SSRC identifying the nmedia sender this
report is for.

ECT(0) Counter: as in Section 5.1.
ECT(1) Counter: as in Section 5.1.
ECN-CE Counter: as in Section 5.1.
not - ECT Counter: as in Section 5.1.
Lost Packets Counter: as in Section 5.1.

Duplication Counter: as in Section 5.1.
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The extended hi ghest sequence nunber counter for each SSRC is not
present in an RTCP XR report, in contrast to the feedback version
The reason is that this summary report will rely on the information
sent in the Sender Report (SR) or Receiver Report (RR) bl ocks part of
the sane RTCP conpound packet. The extended hi ghest sequence nunber
is available fromthe SR or RR

All the SSRCs that are present in the SR or RR SHOULD al so be
included in the RTCP XR ECN Summary Report. |n cases where the
nunber of senders are so large that the comnbination of SRIRR and the
ECN summary for all the senders exceed the MIU, then only a subset of
the senders SHOULD be included so that the reports for the subset
fits within the MIU.  The subsets SHOULD be sel ected round-robin
across nultiple intervals so that all sources are periodically
reported. In case there are no SSRCs that currently are counted as
senders in the session, the report block SHALL still be sent with no
report block entry and a zero report block length to continuously
indicate to the other participants the receiver capability to report
ECN i nf ornati on.

6. SDP Signalling Extensions for ECN

This section defines a nunber of SDP signalling extensions used in
the negotiation of the ECN for RTP support when using SDP. This

i ncludes one SDP attribute "a=ecn-capable-rtp:" that negotiates the
actual operation of ECN for RTP. Two SDP signalling paraneters are
defined to indicate the use of the RTCP XR ECN sunmary bl ock and the
RTP/ AVPF feedback format for ECN. One I CE option SDP representation
i s al so defined.

6.1. Signalling ECN Capability Using SDP

One new SDP attribute, "a=ecn-capable-rtp:", is defined. This is a
medi a-1 evel attribute and MUST NOT be used at the session level. It
is not subject to the character set chosen. The aimof this
signalling is to indicate the capability of the sender and receivers
to support ECN, and to negotiate the nethod of ECN initiation to be
used in the session. The attribute takes a list of initiation

nmet hods, ordered in decreasing preference. The defined values for
the initiation nmethod are:

rtp: Using RTP and RTCP as defined in Section 7.2.1.
ice: Using STUNwithin ICE as defined in Section 7.2.2.

| eap: Using the |leap-of-faith nmethod as defined in Section 7.2.3.
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Furt her nethods nay be specified in the future, so unknown nethods
MUST be ignored upon reception

In addition, a nunber of OPTIONAL paraneters may be included in the
"a=ecn-capable-rtp:" attribute as foll ows:

node: This paraneter signals the endpoint’s capability to set and
read ECN marks in UDP packets. An exam nation of various
operating systens has shown that end-system support for ECN
mar ki ng of UDP packets nmay be symmetric or asymetric. By this,
we nean that sonme systens nmay all ow endpoints to set the ECN bits
in an outgoing UDP packet but not read them while others nay
all ow applications to read the ECN bits but not set them This
either/or case may produce an asynmetric support for ECN and thus
shoul d be conveyed in the SDP signalling. The "node=setread"
state is the ideal condition where an endpoint can both set and
read ECN bits in UDP packets. The "node=setonly" state indicates
that an endpoint can set the ECT bit but cannot read the ECN bits
fromreceived UDP packets to determine if upstream congestion
occurred. The "node=readonly" state indicates that the endpoint
can read the ECN bits to deternine if congestion has occurred for
i ncom ng packets, but it cannot set the ECT bits in outgoing UDP
packets. \Wen the "node=" paraneter is omtted, it is assuned
that the node has "setread" capabilities. This option can provide
for an early indication that ECN cannot be used in a session.
This would be the case when both the offerer and answerer set the
"node=" paraneter to "setonly" or both set it to "readonly".

ect: This parameter nmakes it possible to express the preferred ECT
marking. This is either "randonf, "0", or "1", with "0" being
inplied if not specified. The "ect" paraneter describes a
receiver preference and is useful in the case where the receiver
knows it is behind a Iink using | P header conpression, the
ef ficiency of which would be seriously disrupted if it were to
recei ve packets with randomy chosen ECT marks. It is RECOMMENDED
that ECT(0) narking be used.
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The ABNF [ RFC5234] grammar for the "a=ecn-capable-rtp:" attribute is
shown in Figure 5.

ecn-attribute "a=ecn-capable-rtp:" SP init-list [SP parmlist]

init-list = init-value *("," init-value)

init-val ue ="rtp" / "ice" |/ "leap" / init-ext

i nit-ext = token

parmli st = parmvalue *(";" SP parmval ue)

par m val ue = node / ect / parmext

node = "nmode=" ("setonly" / "setread" / "readonly")
ect = "ect=" ("0" / "1" / "randoni)

par m ext = parmnane "=" parmval ue-ext

par m nane = token

par m val ue- ext token / quoted-string

quot ed-string = ( DQUOTE *qdt ext DQUOTE )

gdt ext = 9%&20-21 / %%23-5B / 9%5D-7E / quoted-pair / UTF8- NONASCI
; No DQUOTE and no "\"

quoted-pair = "\\" / ( "\" DQUOTE )

UTF8- NONASCI | = UTF8-1 / UTF8-2 / UTF8-3 / UTF8-4

; external references:
; token from RFC 4566
; SP and DQUOTE from RFC 5234
; UTF8-1, UTF8-2, UTF8-3, and UTF8-4 from RFC 3629

Figure 5: ABNF Grammar for the "a=ecn-capable-rtp:" Attribute

Not e the above quoted string construct has an escapi ng nechani sm for
strings containing ". This uses \ (backslash) as an escapi ng
mechanism i.e., a " is replaced by \" (backslash doubl e quote) and
any \ (backslash) is replaced by \\ (backslash backsl ash) when put
into the double quotes as defined by the above syntax. The string in
a quoted string is UTF-8 [ RFC3629].

6.1.1. Use of "a=ecn-capable-rtp:" with the O fer/Answer Mde

When SDP is used with the offer/answer nodel [RFC3264], the party
generating the SDP offer MJUST insert an "a=ecn-capable-rtp:"
attribute into the nedia section of the SDP offer of each RTP session
for which it wishes to use ECN. The attribute includes one or nore
ECN initiation nmethods in a commma-separated |list in decreasing order
of preference, with any nunber of optional paraneters follow ng. The
answering party conpares the list of initiation nethods in the offer
with those it supports in order of preference. |If there is a match
and if the receiver wishes to attenpt to use ECN in the session, it

i ncl udes an "a=ecn-capable-rtp:" attribute containing its single
preferred choice of initiation nmethod, and any optional paraneters,
in the nedia sections of the answer. |If there is no matching
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initiation nethod capability, or if the receiver does not wish to
attenpt to use ECN in the session, it does not include an "a=ecn--
capable-rtp:" attribute inits answer. |If the attribute is renoved
in the answer, then ECN MJUST NOT be used in any direction for that
media flow If there are initialisation nethods that are unknown,
they MUST be ignored on reception and MJUST NOT be included in an
answer .

The endpoints’ capability to set and read ECN marks, as expressed by
the optional "node=" paraneter, determ nes whether ECN support can be
negotiated for flows in one or both directions:

o |If the "node=setonly" paranmeter is present in the "a=ecn-capabl e-
rtp:" attribute of the offer and the answering party is al so
"nmode=setonly", then there is no common ECN capability, and the
answer MJST NOT include the "a=ecn-capable-rtp:" attribute.
Oherwise, if the offer is "node=setonly”, then ECN nmay only be
initiated in the direction fromthe offering party to the
answering party.

o |f the "node=readonly" paraneter is present in the "a=ecn-capabl e-
rtp:" attribute of the offer and the answering party is
"node=r eadonly", then there is no common ECN capability, and the
answer MJST NOT include the "a=ecn-capable-rtp:" attribute.
O herwise, if the offer is "node=readonly", then ECN nmay only be
initiated in the direction fromthe answering party to the
of fering party.

o If the "node=setread" paraneter is present in the "a=ecn-capabl e-
rtp:" attribute of the offer and the answering party is "setonly",
then ECN may only be initiated in the direction fromthe answering
party to the offering party. |If the offering party is
"node=setread" but the answering party is "node=readonly", then
ECN may only be initiated in the direction fromthe offering party
to the answering party. |If both offer and answer are
"node=setread", then ECN nay be initiated in both directions.

Note that "nobde=setread" is inplied by the absence of a "node="
paraneter in the offer or the answer.

o0 An offer that does not include a "node=" paraneter MJST be treated
as if a "node=setread" paraneter had been incl uded.

In an RTP session using nulticast and ECN, participants that intend
to send RTP packets SHOULD support setting ECT marks in RTP packets
(i.e., should be "npbde=setonly" or "node=setread"). Participants
recei ving data need the capability to read ECN marks on inconing
packets. It is inportant that receivers can read ECN narks

("node=r eadonl y" or "node=setread"), since otherw se no sender in the
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mul ti cast session would be able to enable ECN. Accordingly,
receivers that are "node=setonly" SHOULD NOT join nulticast RTP
sessions that use ECN. |If session participants that are not aware of
the ECN for RTP signalling are invited to a nmulticast session and
simply ignore the signalling attribute, the other party in the offer/
answer exchange SHOULD terninate the SDP dial ogue so that the

partici pant | eaves the session.

The "ect=" paraneter in the "a=ecn-capable-rtp:" attribute is set

i ndependently in the offer and the answer. |Its value in the offer

i ndi cates a preference for the sendi ng behavi our of the answering
party, and its value in the answer indicates a sending preference for
t he behavi our of the offering party. It will be the sender’s choice
to honour the receiver’'s preference for what to receive or not. In
mul ti cast sessions, all senders SHOULD set the ECT nmarks using the
val ue declared in the "ect=" paraneter.

Unknown optional paraneters MJST be ignored on reception and MJST NOT
be included in the answer. That way, a new paraneter nmay be

i ntroduced and verified as supported by the other endpoint by having
the endpoint include it in any answer.

6.1.2. Use of "a=ecn-capable-rtp:" with Declarative SDP

When SDP is used in a declarative manner, for exanple, in a nulticast
session using the Session Announcenent Protocol (SAP) [ RFC2974],
negoti ati on of session description paraneters is not possible. The
"a=ecn-capable-rtp:" attribute MAY be added to the session
description to indicate that the sender will use ECN in the RTP
session. The attribute MJST include a single nethod of initiation
Partici pants MUST NOT join such a session unless they have the
capability to receive ECN-nmar ked UDP packets, inplenent the nethod of
initiation, and generate RTCP ECN feedback. The nobde paraneter NMNAY
al so be included in declarative usage, to indicate the mninal
capability is required by the consuner of the SDP. So, for exanple,
in an SSM session, the participants configured with a particular SDP
will all be in a nedia receive-only node; thus, "node=readonly" nay
be used as the receiver only needs to be able to report on the ECN
mar ki ngs. I n ASM sessi ons, using "node=readonly" is al so reasonabl e,
unl ess all senders are required to attenpt to use ECN for their

out going RTP data traffic, in which case the node needs to be set to
"setread".

6.1.3. Ceneral Use of the "a=ecn-capable-rtp:" Attribute
The "a=ecn-capable-rtp:" attribute MAY be used with RTP nedi a

sessions using UDP/IP transport. It MJST NOT be used for RTP
sessions using TCP, SCTP, or DCCP transport or for non-RTP sessions.
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As described in Section 7.3.3, RTP sessions using ECN require rapid
RTCP ECN feedback, unless tinely feedback is not required due to a
receiver-driven congestion control. To ensure that the sender can
react to ECN CE-mar ked packets, tinmely feedback is usually required.
Thus, the use of the Extended RTP Profile for RTCP-Based Feedback
(RTP/ AVPF) [ RFC4585] or another profile that inherits RTP/ AVPF s
signalling rules MIUST be signalled unless tinmely feedback is not
required. |If tinmely feedback is not required, it is stil
RECOMVENDED t o use RTP/ AVPF. The signalling of an RTP/ AVPF- based
profile is likely to be required even if the preferred nethod of
initialisation and the congestion control do not require tinely

f eedback, as the conmon interoperable nmethod is likely to be
signalled or the inproved fault reaction is desired.

6.2. RTCP ECN Feedback SDP Paraneter
A new "nack" feedback paraneter "ecn" is defined to indicate the

usage of the RTCP ECN feedback packet format (Section 5.1). The ABNF
[ RFC5234] definition of the SDP paraneter extension is:

rtcp-fb-nack-param = <See Section 4.2 of [RFC4585]>
rtcp-fb-nack-param =/ ecn-fb-par
ecn-f b- par = SP "ecn"

The of fer/answer rules for these SDP feedback paraneters are
specified in the RTP/ AVPF profil e [ RFC4585].

6.3. XR Bl ock ECN SDP Par anet er

A new unilateral RTCP XR bl ock for ECN summary information is
specified; thus, the XR block SDP signalling also needs to be
extended with a paraneter. This is done in the sane way as for the
other XR bl ocks. The XR block SDP attribute as defined in Section
5.1 of the RTCP XR specification [RFC3611] is defined to be
extensible. As no paranmeter values are needed for this ECN summary
bl ock, this paraneter extension consists of a sinple paraneter name
used to indicate support and intent to use the XR bl ock

xr - f or mat = <See Section 5.1 of [RFC3611]>
xr - f or mat =/ ecn-sunmary- par
ecn-summary-par = "ecn-sunf

For SDP declarative and of fer/answer usage, see the RTCP XR
specification [ RFC3611] and its description of how to handl e
uni |l ateral paraneters.
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6.4. |ICE Paraneter to Signal ECN Capability

One new | CE [ RFC5245] option, "rtp+ecn", is defined. This is used
with the SDP session |evel "a=ice-options" attribute in an SDP offer
to indicate that the initiator of the | CE exchange has the capability
to support ECN for RTP-over-UDP flows (via "a=ice-options: rtp+ecn").
The answering party includes this sane attribute at the session | eve
in the SDP answer if it also has the capability and renobves the
attribute if it does not wish to use ECN or doesn’'t have the
capability to use ECN. If the ICE initiation nmethod (Section 7.2.2)
is actually going to be used, it is also needs to be explicitly
negoti ated using the "a=ecn-capable-rtp:" attribute. This ICE option
SHALL be included when the ICE initiation nethod is offered or
declared in the SDP

Note: This signalling mechanismis not strictly needed as | ong as
the STUN ECN testing capability is used within the context of this
docunent. It may, however, be useful if the ECN verification
capability is used in additional contexts.

7. Use of ECN with RTP/ UDP/IP

In the detailed specification of the behaviour below, the different
functions in the general case will first be discussed. In case
speci al considerations are needed for niddl eboxes, nulticast usage,
etc., those will be specially discussed in related subsections.

7.1. Negotiation of ECN Capability

The first stage of ECN negotiation for RTP over UDP is to signal the
capability to use ECN. An RTP systemthat supports ECN and uses SDP
for its signalling MJUST inplenent the SDP extension to signal ECN
capability as described in Section 6.1, the RTCP ECN feedback SDP
paraneter defined in Section 6.2, and the XR Bl ock ECN SDP par anet er
defined in Section 6.3. It MAY also inplenent alternative ECN
capability negotiation schenes, such as the | CE extension descri bed
in Section 6.4. Qher signalling systens will need to define

signal ling paraneters corresponding to those defined for SDP

The "ecn-capable-rtp:" SDP attribute MJUST be used when enpl oyi ng ECN
for RTP according to this specification in systens using SDP. As the
RTCP XR ECN Sunmary Report is required independently of the
initialisation nethod or congestion control schene, the "rtcp-xr"
attribute with the "ecn-sum' paraneter MJST al so be used. The
"rtcp-fb" attribute with the "nack" paraneter "ecn" MJST be used
whenever the initialisation method or a congestion control algorithm
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requires tinely sender-side know edge of received CE markings. |If
t he congestion control scheme requires additional signalling, this
shoul d be indicated as appropriate.

7. 2. Initiation of ECN Use in an RTP Sessi on

Once the sender and the receiver(s) have agreed that they have the
capability to use ECN within a session, they may attenpt to initiate
ECN use. All session participants connected over the same transport
MUST use the same initiation nethod. RTP nixers or translators can
use different initiation nethods to different participants that are
connected over different underlying transports. The m xer or
translator will need to do individual signalling with each
participant to ensure it is consistent with the ECN support in those
cases where it does not function as one endpoint for the ECN control
| oop.

At the start of the RTP session, when the first few packets with ECT
are sent, it is inportant to verify that |IP packets with ECN field
val ues of ECT or ECN-CE will reach their destination(s). There is
sone risk that the use of ECNwill result in either reset of the ECN
field or loss of all packets with ECT or ECN-CE markings. |f the
pat h between the sender and the receivers exhibits either of these
behavi ours, the sender needs to stop using ECN i mediately to protect
both the network and the application

The RTP senders and receivers SHALL NOT ECT mark their RTCP traffic
at any tine. This is to ensure that packet |oss due to ECN marKking
will not effect the RTCP traffic and the necessary feedback
information it carries.

An RTP systemthat supports ECN MJUST inplenment the initiation of ECN
usi ng i n-band RTP and RTCP described in Section 7.2.1. It MAY al so
i mpl ement ot her mechanisns to initiate ECN support, for exanple, the
STUN- based mechani sm described in Section 7.2.2, or use the |eap-of-
faith option if the session supports the limtations provided in
Section 7.2.3. |f support for both in-band and out - of - band

nmechani sns is signalled, the sender when negotiating SHOULD of f er
detection of ECT using STUN with ICE with higher priority than
detection of ECT using RTP and RTCP

No matter how ECN usage is initiated, the sender MJST continually
monitor the ability of the network, and all its receivers, to support
ECN, follow ng the mechani snms described in Section 7.4. This is
necessary because path changes or changes in the receiver popul ation
may invalidate the ability of the systemto use ECN
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7.2.1. Detection of ECT Using RTP and RTCP

The ECN initiation phase using RTP and RTCP to detect if the network
pat h supports ECN conprises three stages. First, the RTP sender
generates sone small fraction of its traffic with ECT marks to act as
a probe for ECN support. Then, on receipt of these ECT-narked
packets, the receivers send RTCP ECN feedback packets and RTCP ECN
Summary Reports to informthe sender that their path supports ECN
Finally, the RTP sender nakes the decision to use ECN or not, based
on whether the paths to all RTP receivers have been verified to
support ECN.

Cenerating ECN Probe Packets: During the ECN initiation phase, an
RTP sender SHALL mark a small fraction of its RTP traffic as ECT
while leaving the renminder of the packets unnarked. The main
reason for only marking sonme packets is to maintain usable nedia
delivery during the ECN initiation phase in those cases where ECN
is not supported by the network path. A secondary reason to send
some not - ECT packets is to ensure that the receivers will send
RTCP reports on this sender, even if all ECT-marked packets are
lost in transit. The not-ECT packets al so provide a baseline to
conpar e performance paraneters against. Another reason for only
probing with a small nunber of packets is to reduce the risk that
significant nunbers of congestion markings night be lost if ECT is
cleared to not-ECT by an ECN-reverting M ddl ebox. Then, any
resulting lack of congestion response is likely to have little
damagi ng effect on others. An RTP sender is RECOMVENDED to send a
m ni mum of two packets with ECT markings per RTCP reporting

interval. 1In case a random ECT pattern is intended to be used, at
| east one packet with ECT(0) and one with ECT(1) should be sent
per reporting interval; in case a single ECT marking is to be

used, only that ECT val ue SHOULD be sent. The RTP sender SHALL
continue to send sone ECT-narked traffic as long as the ECN
initiation phase continues. The sender SHOULD NOT mark all RTP
packets as ECT during the ECN initiation phase.

This meno does not nandate which RTP packets are marked with ECT
during the ECN initiation phase. An inplenentation should insert
ECT marks in RTP packets in a way that mninises the inpact on
media quality if those packets are lost. The choice of packets to
mark is very medi a dependent. For audio formats, it would nake
sense for the sender to mark confort noi se packets or sinilar.

For video formats, packets containing P- or B-franes (rather than
| -franes) would be an appropriate choice. No matter which RTP
packets are marked, those packets MJST NOT be sent in duplicate,
with and w thout ECT, since the RTP sequence nunber is used to
identify packets that are received with ECN marki ngs
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Cenerating RTCP ECN Feedback: |f ECN capability has been negoti ated
in an RTP session, the receivers in the session MJST listen for
ECT or ECN CE-mar ked RTP packets and generate RTCP ECN feedback
packets (Section 5.1) to mark their receipt. An inmmediate or
early (depending on the RTP/ AVPF node) ECN feedback packet SHOULD
be generated on receipt of the first ECT- or ECN CE-mar ked packet
froma sender that has not previously sent any ECT traffic. Each
regul ar RTCP report MJST al so contain an ECN Summary Report
(Section 5.2). Reception of subsequent ECN CE-nmar ked packets MJST
result in additional early or inmmedi ate ECN feedback packets being
sent unless no tinely feedback is required.

Determ nation of ECN Support: RTP is a group comruni cation protocol
where nenbers can join and | eave the group at any time. This
conmplicates the ECN initiation phase, since the sender nust wait
until it believes the group nenbership has stabilised before it
can determine if the paths to all receivers support ECN (group
menber shi p changes after the ECN initiation phase has conpl eted
are discussed in Section 7.3).

An RTP sender shall consider the group nmenbership to be stable
after it has been in the session and sendi ng ECT- marked probe
packets for at |east three RTCP reporting intervals (i.e., after
sending its third regularly schedul ed RTCP packet) and when a
conpl ete RTCP reporting interval has passed w t hout changes to the
group nenbership. ECN initiation is considered successful when
the group nmenmbership is stable and all known partici pants have
sent one or nore RTCP ECN feedback packets or RTCP XR ECN Summary
Reports indicating correct receipt of the ECT-marked RTP packets
generated by the sender.

As an optimisation, if an RTP sender is initiating ECN usage
towards a uni cast address, then it MAY treat the ECN initiation as
provisionally successful if it receives an RTCP ECN Feedback
Report or an RTCP XR ECN Summary Report indicating successfu
recei pt of the ECT-narked packets, with no negative indications,
froma single RTP receiver (where a single RTP receiver is
considered as all SSRCs used by a single RTCP CNAME). After

decl aring provisional success, the sender MAY generate ECT-narked
packets as described in Section 7.3, provided it continues to

moni tor the RTCP reports for a period of three RTCP reporting
intervals fromthe time the ECN initiation started, to check if
there are any other participants in the session. Thus, as long as
any additional SSRC that report on the ECN usage are using the
same RTCP CNAME as the previous reports and they are al

i ndi cating functional ECN, the sender may continue. |f other
participants are detected, i.e., other RTCP CNAMES, the sender
MUST fallback to only ECT-narking a snmall fraction of its RTP
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packets, while it determines if ECN can be supported follow ng the
full procedure described above. Different RTCP CNAMES received
over a unicast transport may occur when using translators in a
multi-party RTP session (e.g., when using a centralised conference
bridge).

Not e: The above optimi sation supports peer-to-peer unicast
transport with several SSRCs nultiplexed onto the sane fl ow
(e.g., a single participant with two video canmeras or SSRC

mul ti pl exed RTP retransni ssion [ RFC4588]). It is desirable to
be able to rapidly negotiate ECN support for such a session
but the optimsation above can fail if there are

i mpl enentations that use the sane CNAME for different parts of
a distributed inplenentation that have different transport
characteristics (e.g., if a single logical endpoint is split
across nultiple hosts).

ECN initiation is considered to have failed at the instant the
initiating RTP sender received an RTCP packet that doesn’t contain
an RTCP ECN Feedback Report or ECN Summary Report from any RTP
session participant that has an RTCP RR with an extended RTP
sequence nunmber field that indicates that it should have received
multiple (>3) ECT-marked RTP packets. This can be due to failure
to support the ECN feedback format by the receiver or sone

m ddl ebox or the loss of all ECT-narked packets. Both indicate a
| ack of ECN support.

If the ECN negotiation succeeds, this indicates that the path can
pass sone ECN-marked traffic and that the receivers support ECN
feedback. This does not necessarily inply that the path can robustly
convey ECN feedback; Section 7.3 describes the ongoing nonitoring
that nmust be perforned to ensure the path continues to robustly
support ECN.

When a sender or receiver detects ECN failures on paths, they should
|l og these to enable follow up and statistics gathering regarding
broken paths. The | oggi ng mechani smused is inplenentation
dependent .

7.2.2. Detection of ECT Using STUN with | CE

This section describes an OPTI ONAL net hod that can be used to avoid
medi a i npact and al so ensure an ECN-capabl e path prior to nedia
transmi ssion. This method is considered in the context where the
session participants are using | CE [ RFC5245] to find working
connectivity. W need to use ICE rather than STUN only, as the
verification needs to happen fromthe nmedia sender to the address and
port on which the receiver is |istening.
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Note that this nethod is only applicable to sessions when the renote
destinations are unicast addresses. |n addition, transport
translators that do not ternminate the ECN control |oop and may

di stribute received packets to nore than one other receiver nust
either disallow this nmethod (and use the RTP/RTCP net hod instead) or
i mpl enent addi tional handling as discussed below. This is because
the ICE initialisation nethod verifies the underlying transport to
one particular address and port. |If the receiver at that address and
port intends to use the received packets in a multi-point session
then the tested capabilities and the actual session behaviour are not
mat ched.

To mninise the i npact of setup delay, and to prioritise the fact

t hat one has working connectivity rather than necessarily finding the
best ECN- capabl e network path, this procedure is applied after having
performed a successful connectivity check for a candidate, which is
nom nated for usage. At that point, an additional connectivity check
is performed, sending the "ECN-CHECK" attribute in a STUN packet that
is ECT marked. On reception of the packet, a STUN server supporting
this extension will note the received ECN field val ue and send a

STUN UDP/ | P packet in reply with the ECN field set to not-ECT and an
ECN- CHECK attribute included. A STUN server that doesn’t understand
the extension, or is incapable of reading the ECN val ues on inconing
STUN packets, should followthe rule in the STUN specification for
unknown conprehensi on-optional attributes and ignore the attribute,
resulting in the sender receiving a STUN response w t hout the ECN
CHECK STUN attri bute.

The ECN STUN checks can be lost on the path, for exanple, due to the
ECT nmar ki ng but also due to various other non ECN-rel ated reasons
causi ng packet loss. The goal is to detect when the ECT narkings are
rewitten or if it is the ECT marking that causes packet |oss so that
the path can be deternmined as not-ECT. Oher reasons for packet |oss
should not result in a failure to verify the path as ECT. Therefore,
a nunber of retransm ssions should be attenpted. But, the sender of
ECN STUN checks will also have to set a criteria for when it gives up
testing for ECN capability on the path. Since the |ICE agent has
successfully verified the path, an RTT neasurenent for this path can
be performed. To have a high probability of successfully verifying
the path, it is RECOWENDED that the client retransmt the ECN STUN
check at least 4 times. The transmission for that flowis stopped
when an ECN- CHECK STUN response has been received, which doesn’t
indicate a retransnission of the request due to a tenporary error, or
t he maxi mum nunber of retransm ssions has been sent. The |ICE agent
is reconmended to give up on the ECN verification MAX(1.5*RTT, 20 ns)
after the I ast ECN STUN check was sent.
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The transmni ssion of the ECT-nmarked STUN connectivity checks

contai ning the ECN-CHECK attribute can be done prior as well in
parallel to actual nedia transm ssion. Both cases are supported,
where the main difference is how aggressively the transnission of the
STUN checks are done. The reason for this is to avoid addi ng
additional startup delay until nedia can flow. If nedia is required
i medi ately after nom nation has occurred, the STUN checks SHALL be
done in parallel. |If the application does not require nmedia

transm ssion i nmediately, the verification of ECT SHOULD start using
the aggressive node. At any point in the process until ECT has been
verified or found to not work, media transm ssion MAY be started, and
the I CE agent SHALL transition fromthe aggressive node to the
paral | el node

The aggressive node uses an interval between the retransm ssions
based on the Ta tiner as defined in Section 16.1 for RTP Media
Streams in | CE [ RFC5245]. The nunber of ECN STUN checks needing to
be sent will depend on the nunber of ECN-capable flows (N) that is to
be established. The interval between each transm ssion of an ECN
CHECK packet MJST be Ta. In other words, for a given flow being
verified for ECT, the retransmission timeout (RTO is set to Ta*N.

The parallel node uses transmission intervals in order to prevent the
ECT verification checks fromincreasing the total bitrate nore than
10% As ICE s regular transnission schedule is mnicking a conmon
voice call in amount, to neet that goal for nost nedia flows, setting
the retransmission interval to Ta*N*k where k=10 fulfills that goal
Thus, the default behaviour SHALL be to use k=10 when in parallel
nmode. In cases where the bitrate of the STUN connectivity checks can
be determ ned, they MAY be sent with snmaller values of k, but k MJST
NOT be snaller than 1, as long as the total bitrate for the
connectivity checks are less than 10% of the used nedia bitrate. The
RTP nedi a packets being sent in parallel node SHALL NOT be ECT marked
prior to verification of the path as ECT.

The STUN ECN- CHECK attribute contains one field and a flag, as shown
in Figure 6. The flag indicates whether the echo field contains a
valid value or not. The field is the ECN echo field and, when valid,
contains the two ECN bits fromthe packet it echoes back. The ECN
CHECK attribute is a conprehension optional attribute.
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Fi gure 6: ECN-CHECK STUN Attribute

V: Valid (1 bit) ECN Echo value field is valid when set to 1 and
invalid when set O.

ECF: ECN Echo value field (2 bits) contains the ECN field val ue of
the STUN packet it echoes back when the field is valid. |If
invalid, the content is arbitrary.

Reserved: Reserved bits (29 bits) SHALL be set to 0 on transm ssion
and SHALL be ignored on reception

This attribute MAY be included in any STUN request to request the ECN
field to be echoed back. In STUN requests, the V bit SHALL be set to
0. A conpliant STUN server receiving a request wi th the ECN CHECK
attribute SHALL read the ECN field value of the | P/UDP packet in

whi ch the request was received. Upon forming the response, the
server SHALL include the ECN-CHECK attribute setting the V bit to
valid and include the read value of the ECN field into the ECF field.
If the STUN responder was unable to ascertain, due to tenporary
errors, the ECN value of the STUN request, it SHALL set the V bit in
the response to 0. The STUN client nmay retry i medi ately.

The | CE-based initialisation nethod does require sone speci al

consi deration when used by a translator. This is especially for
transport translators and translators that fragnent or reassenble
packets, since they do not separate the ECN control |oops between the
endpoints and the translator. Wen using | CE-based initiation, such
a translator nust ensure that any participants joining an RTP session
for which ECN has been negoti ated are successfully verified in the
direction fromthe translator to the joining participant.
Alternatively, it must correctly handl e remarki ng of ECT RTP packets
towards that participant. Wen a new participant joins the session

the translator will performa check towards the new participant. |If
that is successfully conpleted, the ECT properties of the session are
mai ntai ned for the other senders in the session. |f the check fails,

then the existing senders will now see a participant that fails to
receive ECT. Thus, the failure detection in those senders wll

eventual ly detect this. However, to avoid m susing the network on
the path fromthe translator to the new partici pant, the translator
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SHALL remark the traffic intended to be forwarded from ECT to not-
ECT. Any packets intended to be forwarded that are ECN CE marked
SHALL be discarded and not sent. In cases where the path froma new
participant to the translator fails the ECT check, then only that
sender will not contribute any ECT-marked traffic towards the

transl ator.

7.2.3. Leap-of-Faith ECT Initiation Method

This method for initiating ECN usage is a |leap of faith that assunes
that ECN will work on the used path(s). The nethod is to go directly
to "ongoi ng use of ECN' as defined in Section 7.3. Thus, all RTP
packets MAY be narked as ECT, and the failure detection MJST be used
to detect any case when the assunption that the path is ECT capable
is wong. This nmethod is only reconmended for controlled
environnments where the whol e path(s) between sender and receiver(s)
has been built and verified to be ECT.

If the sender marks all packets as ECT while transnitting on a path
that contains an ECN bl ocki ng m ddl ebox, then receivers downstream of
that middl ebox will not receive any RTP data packets fromthe sender
and hence will not consider it to be an active RTP SSRC. The sender
can detect this and revert to sending packets w thout ECT marKks,
since RTCP SR/ RR packets from such receivers will either not include
a report for the sender’s SSRC or will report that no packets have
been received, but this takes at |east one RTCP reporting interval

It should be noted that a receiver might generate its first RTCP
packet imrediately on joining a unicast session, or very shortly
after joining an RTP/ AVPF session, before it has had chance to
recei ve any data packets. A sender that receives an RTCP SR/ RR
packet indicating |ack of reception by a receiver SHOULD therefore
wait for a second RTCP report fromthat receiver to be sure that the
I ack of reception is due to ECT-marking. Since this recovery process
can take several tens of seconds, during which time the RTP session
is unusable for nmedia, it is NOT RECOWENDED that the |eap-of-faith
ECT initiation nethod be used in environnents where ECN bl ocki ng

m ddl eboxes are likely to be present.

7.3. Ongoing Use of ECN within an RTP Session

Once ECN has been successfully initiated for an RTP sender, that
sender begins sending all RTP data packets as ECT-nmarked, and its
recei vers send ECN feedback information via RTCP packets. This
section describes procedures for sending ECT-marked data, providing
ECN feedback information via RTCP, and respondi ng to ECN feedback

i nformati on.
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7.3.1. Transm ssion of ECT-Marked RTP Packets

After a sender has successfully initiated ECN use, it SHOULD mark al
the RTP data packets it sends as ECT. The sender SHOULD mark packets
as ECT(0) unless the receiver expresses a preference for ECT(1) or
for a random ECT val ue using the "ect" paraneter in the "a=ecn--
capabl e-rtp:" attribute.

The sender SHALL NOT include ECT marks on outgoi ng RTCP packets and
SHOULD NOT i ncl ude ECT marks on any ot her outgoing control nessages
(e.g., STUN [ RFC5389] packets, Datagram Transport Layer Security
(DTLS) [ RFC6347] handshake packets, or ZRTP [ RFC6189] contro
packets) that are nultiplexed on the same UDP port. For contro
packets there m ght be exceptions, |like the STUN-based ECN CHECK
defined in Section 7.2.2.

7.3.2. Reporting ECN Feedback via RTCP

An RTP receiver that receives a packet with an ECN-CE mark, or that
detects a packet |oss, MJIST schedule the transnission of an RTCP ECN
f eedback packet as soon as possible (subject to the constraints of

[ RFC4585] and [RFC3550]) to report this back to the sender unless no
tinmely feedback is required. The feedback RTCP packet SHALL consi st
of at |east one ECN feedback packet (Section 5.1) reporting on the
packets received since the |ast ECN feedback packet and will contain
(at least) an RTCP SR/ RR packet and an SDES packet, unl ess reduced-
size RTCP [ RFC5506] is used. The RTP/ AVPF profile in early or

i medi at e feedback node SHOULD be used where possible, to reduce the
i nterval before feedback can be sent. To reduce the size of the

f eedback nmessage, reduced-size RTCP [ RFC5506] MAY be used if
supported by the endpoints. Both RTP/ AVPF and reduced-size RTCP MJST
be negotiated in the session setup signalling before they can be
used.

Every tine a regul ar conpound RTCP packet is to be transmtted, an
ECN- capabl e RTP recei ver MJUST include an RTCP XR ECN Sunmary Report
as described in Section 5.2 as part of the conmpound packet.

The mul ticast feedback inplosion problem which occurs when many
recei vers sinultaneously send feedback to a single sender, nust be
considered. The RTP/AVPF transmission rules will limt the anount of
feedback that can be sent, avoiding the inplosion problembut also
del ayi ng feedback by varying degrees fromnothing up to a full RTCP
reporting interval. As a result, the full extent of a congestion
situation nmay take some tine to reach the sender, although sone

f eedback should arrive in a reasonably tinmely manner, allow ng the
sender to react on a single or a few reports.
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7.3.3. Response to Congestion Notifications

The reception of RTP packets with ECN-CE narks in the | P header is a
notification that congestion is being experienced. The default
reaction on the reception of these ECN- CE-mar ked packets MJST be to
provi de the congestion control algorithmw th a congestion
notification that triggers the algorithmto react as if packet |oss
had occurred. There should be no difference in congestion response
i f ECN-CE marks or packet drops are detected.

O her reactions to ECN-CE nmay be specified in the future, follow ng

| ETF Review. Detailed designs of such alternative reactions MJST be
specified in a Standards Track RFC and be reviewed to ensure they are
safe for deploynment under any restrictions specified. A potentia
exanple for an alternative reaction could be energency comruni cati ons
(such as that generated by first responders, as opposed to the
general public) in networks where the user has been authorised. A
nore detailed description of these other reactions, as well as the
types of congestion control algorithns used by end-nodes, is outside
the scope of this docunent.

Dependi ng on the nedia format, type of session, and RTP topol ogy
used, there are several different types of congestion control that
can be used:

Sender-Driven Congestion Control: The sender is responsible for
adapting the transnmitted bitrate in response to RTCP ECN f eedback
When the sender receives the ECN feedback data, it feeds this
information into its congestion control or bitrate adaptation
mechani smso that it can react as if packet |oss was reported.

The congestion control algorithmto be used is not specified here,
al t hough TFRC [ RFC5348] is one exanple that m ght be used.

Recei ver-Driven Congestion Control: 1In a receiver-driven congestion
control mechanism the receivers can react to the ECN CE marks
t hensel ves wi t hout providing ECN-CE feedback to the sender. This
may al |l ow faster response than sender-driven congestion control in
some circunmstances and al so scale to |arge nunmber of receivers and
mul ti cast usage. One exanple of receiver-driven congestion
control is inplemented by providing the content in a |ayered way,
wi th each | ayer providing inmproved nmedia quality but also
i ncreased bandwi dth usage. The receiver locally nonitors the
ECN- CE marks on received packets to check if it experiences
congestion with the current nunber of layers. |If congestion is
experi enced, the receiver drops one layer, thus reducing the
resource consunption on the path towards itself. For exanple, if
a |l ayered nmedi a encodi ng schene such as H. 264 Scal abl e Vi deo
Coding (SVC) is used, the receiver may change its |ayer
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subscription and so reduce the bitrate it receives. The receiver
MJUST still send an RTCP XR ECN Sunmary to the sender, even if it
can adapt w thout contact with the sender, so that the sender can
determine if ECN is supported on the network path. The tineliness
of RTCP feedback is Iess of a concern with receiver-driven
congestion control, and regular RTCP reporting of ECN sunmary
information is sufficient (wthout using RTP/ AVPF i medi ate or
early feedback).

Hybrid: There mi ght be nmechanisns that utilise both sone receiver
behavi ours and sone sender-side nonitoring, thus requiring both
feedback of congestion events to the sender and taking receiver
deci sions and possible signalling to the sender. |In this case,
the congestion control algorithmneeds to use the signalling to
i ndi cate which features of ECN for RTP are required

Respondi ng to congestion indication in the case of nulticast traffic
is a nore conplex problemthan for unicast traffic. The fundanenta
problemis diverse paths, i.e., when different receivers don't see
the sane path and thus have different bottl enecks, so the receivers
may get ECN CE- narked packets due to congestion at different points
in the network. This is problematic for sender-driven congestion
control, since when receivers are heterogeneous in regards to
capacity, the sender is limted to transmtting at the rate the

sl owest receiver can support. This often becones a significant
limtation as group size grows. Also, as group size increases, the
frequency of reports fromeach receiver decreases, which further
reduces the responsiveness of the mechanism Receiver-driven
congestion control has the advantage that each receiver can choose
the appropriate rate for its network path, rather than all receivers
having to settle for the | owest conmon rate.

W note that ECN support is not a silver bullet to inproving
performance. The use of ECN gives the chance to respond to
congestion before packets are dropped in the network, inproving the
user experience by allowi ng the RTP application to control how the
quality is reduced. An application that ignores ECN Congestion
Experi enced feedback is not inmune to congestion: the network wll
eventual |y begin to discard packets if traffic doesn't respond. To
avoi d packet loss, it is in the best interest of an application to
respond to ECN congestion feedback pronptly.

7.4. Detecting Failures
Senders and receivers can deliberately ignore ECN-CE and thus get a
benefit over behaving flows (cheating). The ECN nonce [ RFC3540] is

an addition to TCP that attenpts to solve this issue as |long as the
sender acts on behal f of the network. The assunption that senders
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act on behalf of the network may be false due to the nature of peer-
to-peer use of RTP. Still, a significant portion of RTP senders are
i nfrastructure devices (for exanple, streamnm ng nmedia servers) that do
have an interest in protecting both service quality and the network
Even though there may be cases where the nonce may be applicable for
RTP, it is not included in this specification. This is because a
receiver interested in cheating would sinply claimto not support the

nonce, or even ECN itself. It is, however, worth nmentioning that, as
real -tine nedia is commonly sensitive to increased delay and packet
loss, it will be in the interest of both the nedia sender and

receivers to mnimse the nunber and duration of any congestion
events as they will adversely affect nmedia quality.

RTP sessions can also suffer from path changes resulting in a non-
ECN- conpl i ant node becomi ng part of the path. That node may perform
either of two actions that has an effect on the ECN and application
functionality. The gravest is if the node drops packets with the ECN
field set to ECT(0), ECT(1), or ECN-CE. This can be detected by the
receiver when it receives an RTCP SR packet indicating that a sender
has sent a nunber of packets that it has not received. The sender
may al so detect such a niddl ebox based on the receiver’'s RTCP RR
packet, when the extended sequence nunber is not advanced due to the

failure to receive packets. |If the packet loss is Iess than 100%
then packet loss reporting in either the ECN feedback i nformation or
RTCP RR will indicate the situation. The other action is to re-mark

a packet fromECT or ECN-CE to not-ECT. That has less dire results;
however, it should be detected so that ECN usage can be suspended to
prevent m susing the network.

The RTCP XR ECN summary packet and the ECN feedback packet allow the
sender to conpare the nunmber of ECT-nmarked packets of different types
received with the nunber it actually sent. The nunber of ECT packets
received, plus the nunmber of ECN CE-marked and | ost packets, should
correspond to the nunber of sent ECT-marked packets plus the nunber
of received duplicates. |If these nunbers don't agree, there are two
likely reasons: a translator changing the streamor not carrying the
ECN nar ki ngs forward or sone node re-nmarking the packets. |n both
cases, the usage of ECN is broken on the path. By tracking all the
di fferent possible ECN field values, a sender can quickly detect if
some non-conpliant behavi our is happening on the path.

Thus, packet |osses and non-nmatching ECN field value statistics are
possi bl e indications of issues with using ECN over the path. The
next section defines both sender and receiver reactions to these
cases.
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7.4.1. Fall back Mechani sns

Upon the detection of a potential failure, both the sender and the
receiver can react to mitigate the situation

A receiver that detects a packet |oss burst MAY schedule an early

f eedback packet that includes at |east the RTCP RR and the ECN
feedback nmessage to report this to the sender. This will speed up
the detection of the loss at the sender, thus triggering sender-side
mtigation.

A sender that detects high packet |oss rates for ECT-narked packets
SHOULD i medi ately switch to sendi ng packets as not-ECT to determ ne
if the | osses are potentially due to the ECT markings. |f the | osses
di sappear when the ECT-marking is discontinued, the RTP sender shoul d
go back to initiation procedures to attenpt to verify the apparent

| oss of ECN capability of the used path. |If a re-initiation fails,
then two possible actions exist:

1. Periodically retry the ECNinitiation to detect if a path change
occurs to a path that is ECN capabl e.

2. Renegotiate the session to disable ECN support. This is a choice
that is suitable if the inpact of ECT probing on the nedia
quality is noticeable. |If nultiple initiations have been
successful, but the following full usage of ECN has resulted in
the fallback procedures, then disabling of the ECN support is
RECOVMVENDED

We foresee the possibility of flapping ECN capability due to severa
reasons: video-switching MCU or similar mniddl eboxes that select to
deliver media fromthe sender only intermttently; | oad-bal ancing
devices that may in worst case result in sone packets taking a
different network path than the others; nobility solutions that
switch the underlying network path in a transparent way for the
sender or receiver; and nenbership changes in a nulticast group. It
is, however, appropriate to nention that there are al so i ssues such
as re-routing of traffic due to a flappy route table or excessive
reordering and other issues that are not directly ECN rel ated but
nevert hel ess may cause problens for ECN

7.4.2. Interpretation of ECN Summary | nfornation
This section contains discussion on how the ECN Sunmary Report
i nformati on can be used to detect various types of ECN path issues.

We first review the information the RTCP reports provide on a per-
source (SSRC) basis:
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ECN- CE Counter: The nunber of RTP packets received so far in the
session with an ECN field set to CE

ECT (0/1) Counters: The nunber of RTP packets received so far in the
session with an ECN field set to ECT (0) and ECT (1) respectively.

not - ECT Counter: The nunber of RTP packets received so far in the
session with an ECN field set to not-ECT.

Lost Packets Counter: The nunber of RTP packets that where expected
based on sequence nunbers but never received.

Duplication Counter: The number of received RTP packets that are
duplicates of already received ones.

Ext ended Hi ghest Sequence number: The hi ghest sequence nunber seen
when sending this report, but with additional bits, to handle
di sanbi guati on when wrappi ng the RTP sequence nunber field.

The counters will be initialised to zero to provide values for the
RTP stream sender fromthe first report. After the first report, the
changes between the | ast received report and the previous report are
determ ned by sinply taking the values of the latest m nus the
previous, taking wapping into account. This definition is also
robust to packet |osses, since if one report is nmissing, the
reporting interval becones |onger, but is otherw se equally valid.

In a perfect world, the nunber of not-ECT packets received should be
equal to the nunmber sent minus the Lost Packets Counter, and the sum
of the ECT(0), ECT(1), and ECN-CE counters should be equal to the
nunber of ECT-nmarked packet sent. Two issues nay cause a nmismatch in
these statistics: severe network congestion or unresponsive
congestion control mght cause sone ECT-marked packets to be |ost,
and packet duplication mght result in sone packets being received
and counted in the statistics nultiple tinmes (potentially with a
different ECN-mark on each copy of the duplicate).

The rate of packet duplication is tracked, allow ng one to take the
duplication into account. The value of the ECN field for duplicates
will also be counted, and when conparing the figures, one needs to
take into account in the calculation that sonme fraction of packet
duplicates are not-ECT and sone are ECT. Thus, when only sending
not - ECT, the nunber of sent packets plus reported duplicates equals
t he nunber of received not-ECT. When sending only ECT, the nunber of
sent ECT packets plus duplicates will equal ECT(0), ECT(1l), ECN CE
and packet loss. Wen sending a nmx of not-ECT and ECT, there is an
uncertainty if any duplicate or packet |oss was an not-ECT or ECT

If the packet duplication is conpletely independent of the usage of
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ECN, then the fraction of packet duplicates should be in relation to
t he nunber of not-ECT vs. ECT packets sent during the period of
conparison. This relation does not hold for packet |oss, where

hi gher rates of packet loss for not-ECT is expected than for ECT
traffic.

Detecting clearing of ECN field: If the ratio between ECT and not - ECT
transmitted in the reports has becone all not-ECT, or has
substantially changed towards not-ECT, then this is clearly an
indication that the path results in clearing of the ECT field.

Dr oppi ng of ECT packets: To determine if the packet-drop ratio is

di fferent between not-ECT and ECT-narked transni ssion requires a mX
of transmitted traffic. The sender should conpare if the delivery
percentage (delivered/transnitted) between ECT and not-ECT is
significantly different. Care nmust be taken if the nunber of packets
is lowin either of the categories. One nust also take into account
the I evel of CE marking. A CE-narked packet woul d have been dropped
unless it was ECT nmarked. Thus, the packet |oss level for not-ECT
shoul d be approxinately equal to the loss rate for ECT when counting
t he CE-marked packets as |ost ones. A sender performing this
calculation needs to ensure that the difference is statistically
significant.

I f erroneous behaviour is detected, it should be |ogged to enable
follow up and statistics gathering.

8. Processing ECN in RTP Translators and M xers

RTP translators and m xers that support ECN for RTP are required to
process and potentially nodify or generate ECN marking in RTP
packets. They also need to process and potentially nodify or
generate RTCP ECN feedback packets for the translated and/or m xed
streams. This includes both downstream RTCP reports generated by the
medi a sender and al so reports generated by the receivers, flow ng
upstream back towards the sender

8.1. Transport Translators

Some translators only performtransport-|evel translations, such as
copyi ng packets from one address domain, like fromunicast to

mul ticast. They may al so performrelaying |like copying an inconi ng
packet to a nunber of unicast receivers. This section details the
ECN-rel ated actions for RTP and RTCP
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For RTP data packets, the translator, which does not nodify the nedia
stream SHOULD copy the ECN bits unchanged fromthe inconing to the
out goi ng datagrans, unless the translator itself is overl oaded and
experienci ng congestion, in which case it may mark the outgoing

dat agranms with an ECN- CE nark.

A transport translator does not nodify RTCP packets. However, it
MUST perform the correspondi ng transport translation of the RTCP
packets as it does with RTP packets being sent fromthe sanme source/
endpoi nt .

8.2. Fragnentation and Reassenbly in Transl ators

An RTP translator may fragnent or reassenble RTP data packets wi thout
changi ng the medi a encoding and wi thout reference to the congestion
state of the networks it bridges. An exanple of this might be to
conbi ne packets of a voice-over-IP streamcoded with one 20 nms frane
per RTP packet into new RTP packets with two 20 ns franes per packet,
t hereby reduci ng the header overhead and thus stream bandw dth, at
the expense of an increase in latency. |If nultiple data packets are
re-encoded into one, or vice versa, the RTP translator MJST assign
new sequence nunbers to the outgoing packets. Losses in the inconing
RTP packet stream may al so i nduce correspondi ng gaps in the outgoing
RTP sequence nunbers. An RTP translator MJUST rewite RTCP packets to
make t he correspondi ng changes to their sequence nunbers and to
reflect the inpact of the fragnentation or reassenbly. This section
describes how that rewiting is to be done for RTCP ECN feedback
packets. Section 7.2 of [RFC3550] describes general procedures for
ot her RTCP packet types.

The processing of arriving RTP packets for this case is as follows.

I f an ECN-marked packet is split into two, then both the outgoing
packets MJUST be ECN marked identically to the original; if severa
ECN- mar ked packets are conbined into one, the outgoing packet MJIST be
either ECN-CE marked or dropped if any of the incomi ng packets are
ECN- CE marked. |If the outgoing conbi ned packet is not ECN-CE marked,
then it MJUST be ECT narked if any of the incom ng packets were ECT
mar ked.

RTCP ECN f eedback packets (Section 5.1) contain seven fields that are
rewitten in an RTP translator that fragnents or reassenbl es packets:
t he ext ended hi ghest sequence nunber, the duplication counter, the
Lost Packets Counter, the ECN- CE counter, and not-ECT counter, the
ECT(0) counter, and the ECT(1) counter. The RTCP XR report bl ock for
ECN summary information (Section 5.2) includes all of these fields
except the extended hi ghest sequence number, which is present in the
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report block in an SR or RR packet. The procedures for rewiting
these fields are the sane for both the RTCP ECN feedback packet and
the RTCP XR ECN sunmary packet.

When receiving an RTCP ECN feedback packet for the translated stream
an RTP translator first determ nes the range of packets to which the
report corresponds. The extended hi ghest sequence nunber in the RTCP
ECN f eedback packet (or in the RTCP SR/ RR packet contained within the
conmpound packet, in the case of RTCP XR ECN Sunmary Reports)
specifies the end sequence nunber of the range. For the first RTCP
ECN f eedback packet received, the initial extended sequence nunber of
the range may be determ ned by subtracting the sum of the Lost
Packets Counter, the ECN-CE counter, the not-ECT counter, the ECT(0)
counter and the ECT(1) counter mnus the duplication counter, from

t he extended hi ghest sequence nunber. For subsequent RTCP ECN

f eedback packets, the starting sequence nunber may be deternined as
bei ng one after the extended hi ghest sequence nunber of the previous
RTCP ECN f eedback packet received fromthe sanme SSRC. These val ues
are in the sequence nunber space of the translated packets.

Based on its knowl edge of the translation process, the translator
determ nes the sequence nunber range for the correspondi ng origi nal
pre-transl ati on, packets. The extended hi ghest sequence nunber in
the RTCP ECN feedback packet is rewitten to match the final sequence
nunber in the pre-translati on sequence nunber range.

The translator then deternmines the ratio, R of the nunber of packets
in the transl ated sequence nunber space (numfrans) to the nunber of
packets in the pre-translation sequence nunmber space (nunOrig) such
that R = nunfrans / nunOrig. The counter values in the RTCP ECN
Feedback Report are then scaled by dividing each of themby R For
exanple, if the translation process conbines two RTP packets into
one, then nuntrig will be twi ce nunirans, giving R=0.5, and the
counters in the translated RTCP ECN feedback packet will be tw ce
those in the original

The ratio, R, nay have a value that |leads to non-integer multiples of
the counters when translating the RTCP packet. For exanple, a Voice
over IP (VolP) translator that conbines two adjacent RTP packets into
one if they contain active speech data, but passes confort noise
packets unchanged, woul d have an R value of between 0.5 and 1.0
dependi ng on the anount of active speech. Since the counter val ues
in the translated RTCP report are integer values, rounding will be
necessary in this case.

When roundi ng counter values in the transl ated RTCP packet, the

translator should try to ensure that they sumto the nunber of RTP
packets in the pre-translation sequence nunber space (nuntxrig). The
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translator should also try to ensure that no non-zero counter is
rounded to a zero value, unless the pre-translated val ues are zero,
since that will lose information that a particular type of event has
occurred. It is recognised that it may be inpossible to satisfy both
of these constraints; in such cases, it is better to ensure that no
non-zero counter is nmapped to a zero value, since this preserves
congestion adaptation and hel ps the RTCP-based ECN initiation
process.

One should be aware of the inpact this type of translator has on the
measur enent of packet duplication. A translator performng
aggregation and nost likely also an fragnenting translator will
suppress any duplication happening prior to itself. Thus, the
reports and what is being scaled will only represent packet
duplication happening fromthe translator to the receiver reporting
on the flow

It should be noted that scaling the RTCP counter values in this way

i s nmeaningful only on the assunption that the | evel of congestion in
the network is related to the nunber of packets being sent. This is
likely to be a reasonable assunption in the type of environnent where
RTP translators that fragment or reassenbl e packets are deployed, as
their entire purpose is to change the nunber of packets being sent to
adapt to known linmtations of the network, but is not necessarily
valid in general

The rewritten RTCP ECN Feedback Report is sent fromthe other side of
the translator to that fromwhich it arrived (as part of a conpound
RTCP packet containing other translated RTCP packets, where
appropriate).

8.3. Cenerating RTCP ECN Feedback in Media Transcoders

An RTP translator that acts as a nmedia transcoder cannot directly
forward RTCP packets corresponding to the transcoded stream since
those packets will relate to the non-transcoded stream and wi |l not
be useful in relation to the transcoded RTP flow. Such a transcoder
will need to interpose itself into the RTCP flow, acting as a proxy
for the receiver to generate RTCP feedback in the direction of the
sender relating to the pre-transcoded stream and acting in place of
the sender to generate RTCP relating to the transcoded streamto be
sent towards the receiver. This section describes how this proxying
is to be done for RTCP ECN feedback packets. Section 7.2 of

[ RFC3550] describes general procedures for other RTCP packet types.

An RTP translator acting as a nedia transcoder in this manner does

not have its own SSRC and hence is not visible to other entities at
the RTP | ayer. RTCP ECN feedback packets and RTCP XR report bl ocks
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for ECN summary information that are received fromdownstreamrel ate
to the translated stream and so nust be processed by the translator
as if they were the original nmedia source. These reports drive the
congestion control |oop and nedi a adaptati on between the transl ator
and the downstreamreceiver. |If there are nultiple downstream
receivers, a logically separate transcoder instance nust be used for
each receiver and nust process RTCP ECN Feedback and Summary Reports
i ndependently of the other transcoder instances. An RTP translator
acting as a nedia transcoder in this manner MJST NOT forward RTCP ECN
f eedback packets or RTCP XR ECN Summary Reports from downstream
receivers in the upstreamdirection

An RTP translator acting as a nedia transcoder will generate RTCP
reports upstreamtowards the original nmedia sender, based on the
reception quality of the original nmedia streamat the translator

The translator will run a separate congestion control |oop and nedia
adaptation between itself and the nmedia sender for each of its
downstream recei vers and nust generate RTCP ECN feedback packets and
RTCP XR ECN Sunmary Reports for that congestion control |oop using

t he SSRC of that downstream receiver

8.4. Cenerating RTCP ECN Feedback in M xers

An RTP mi xer term nates one-or-nore RTP flows, conbines theminto a
single outgoing nedia stream and transnits that new streamas a
separate RTP flow. A mixer has its own SSRC and is visible to other
participants in the session at the RTP | ayer.

An ECN-aware RTP m xer nust generate RTCP ECN feedback packets and
RTCP XR report blocks for ECN sunmary information relating to the RTP
flows it termnates, in exactly the same way it would if it were an
RTP receiver. These reports formpart of the congestion control |oop
between the nixer and the medi a senders generating the streanms it is
m xi ng. A separate control |oop runs between each sender and the

m xer.

An ECN-aware RTP mixer will negotiate and initiate the use of ECN on
the m xed RTP flows it generates and will accept and process RTCP ECN
Feedback Reports and RTCP XR report blocks for ECN relating to those
mxed flows as if it were a standard nmedi a sender. A congestion
control loop runs between the mixer and its receivers, driven in part
by the ECN reports received.

An RTP mi xer MJUST NOT forward RTCP ECN feedback packets or RTCP XR

ECN Summary Reports from downstreamreceivers in the upstream
direction.
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9.

10.

10.

10.

| mpl enent ati on Consi derations

To allow the use of ECN with RTP over UDP, an RTP inpl ementation
desiring to support receiving ECN-controll ed nmedia streans nust
support reading the value of the ECT bits on received UDP dat agrans,
and an RTP i npl enentation desiring to support sending ECN-controlled
medi a streans nmust support setting the ECT bits in outgoing UDP

dat agrans. The standard Berkel ey sockets APl pre-dates the
specification of ECN and does not provide the functionality that is
required for this mechanismto be used with UDP flows, making this
specification difficult to inplenment portably.

| ANA Consi derations
1. SDP Attribute Registration

Fol I owi ng the guidelines in [ RFC4566], the | ANA has regi stered one
new nedi a-1 evel SDP attri bute:

o Contact nane, enmil address and tel ephone nunber: Authors of RFC
6679

0 Attribute-nanme: ecn-capable-rtp
o0 Type of attribute: nedia-|evel
0 Subject to charset: no

This attribute defines the ability to negotiate the use of ECT (ECN
capabl e transport) for RTP flows running over UDP/IP. This attribute
is put in the SDP offer if the offering party wi shes to receive an
ECT flow. The answering party then includes the attribute in the
answer if it wishes to receive an ECT flow. If the answerer does not
include the attribute, then ECT MIUST be disabled in both directions.

2. RTPI AVPF Transport-Layer Feedback Message
The |1 ANA has regi stered one new RTP/ AVPF Transport-Layer Feedback

Message in the table of FMI val ues for RTPFB Payl oad Types [ RFC4585]
as defined in Section 5. 1:

Nane: RTCP- ECN- FB

Long nane: RTCP ECN Feedback
Val ue: 8

Ref er ence: RFC 6679
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10.

10.

10.

10.

10.

11.

3. RTCP Feedback SDP Par anet er

The |1 ANA has regi stered one new SDP "rtcp-fb" attribute "nack"
paraneter "ecn" in the SDP ("ack" and "nack" Attribute Val ues)
registry

Val ue nane: ecn

Long nane: Explicit Congestion Notification
Usabl e with: nack

Ref er ence: RFC 6679

4., RTCP XR Report Bl ocks

The | ANA has regi stered one new RTCP XR Bl ock Type as defined in
Section 5. 2:

Bl ock Type: 13
Nane: ECN Sunmary Report
Ref erence: RFC 6679

5. RTCP XR SDP Par anet er

The 1 ANA has regi stered one new RTCP XR SDP Paraneter "ecn-suni in
the "RTCP XR SDP Paraneters" registry

Par anet er name XR bl ock (block type and nane)

ecn-sum 13 ECN Sunmmary Report
6. STUN Attribute
A new STUN [ RFC5389] attribute in the conprehension-optional range
under | ETF Revi ew (0x8000- OxFFFF) has been assigned to the ECN CHECK
STUN attribute (0x802D) defined in Section 7.2.2. The STUN attribute
registry can currently be found at:
http://ww. i ana. or g/ assi gnnent s/ st un- par anet ers
7. 1CE Option

A new | CE option "rtp+ecn" has been registered in the "I CE Opti ons”
registry created by [ RFC6336].

Security Considerations

The use of ECN with RTP over UDP as specified in this docunent has
the followi ng known security issues that need to be consi dered.
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External threats to the RTP and RTCP traffic:

Deni al of Service affecting RTCP: An attacker that can nodify the
traffic between the nmedia sender and a receiver can achi eve either
of two things: 1) report a |ot of packets as being congestion
experi ence marked, thus forcing the sender into a congestion
response; or 2) ensure that the sender disables the usage of ECN
by reporting failures to receive ECN by changi ng the counter
fields. This can also be acconplished by injecting fal se RTCP
packets to the nedia sender. Reporting a |ot of ECN CE-marked
traffic is likely the nore efficient denial-of-service tool as
that may likely force the application to use the | owest possible
bitrates. The prevention against an external threat is to
integrity protect the RTCP feedback information and authenticate
t he sender.

Information | eakage: The ECN feedback nechani sm exposes the
recei ver’'s perceived packet |oss and the packets it considers to
be ECN-CE narked. This is nostly not considered sensitive
information. If it is considered sensitive, the RTCP feedback
shoul d be encrypted.

Changing the ECN bits: An on-path attacker that sees the RTP packet
flow fromsender to receiver and who has the capability to change
the packets can rewite ECT into ECN-CE, thus | eading to erroneous
congestion response in the sender or receiver. This denial of
service against the nedia quality in the RTP session is inpossible
for an endpoint to protect itself against. Only network
infrastructure nodes can detect this illicit re-marking. It wll
be mtigated by turning off ECN, however, if the attacker can
nodify its response to drop packets, the sane vulnerability exist.

Deni al of Service affecting the session setup signalling: |If an
attacker can nodify the session signalling, it can prevent the
usage of ECN by renoving the signalling attributes used to
indicate that the initiator is capable and willing to use ECN with
RTP/ UDP. This attack can be prevented by authentication and
integrity protection of the signalling. W do note that any
attacker that can nodify the signalling has nore interesting
attacks they can performthan prevent the usage of ECN, |ike
inserting itself as a mddleman in the nmedia fl ows enabling wre-
tapping also for an off-path attacker

Threats that exist from m sbehaving senders or receivers
Recei vers cheating: A receiver may attenpt to cheat and fail to

report reception of ECN- CE-marked packets. The benefit for a
receiver cheating in its reporting would be to get an unfair
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bitrate share across the resource bottleneck. It is far from
certain that a receiver would be able to get a significant |arger
share of the resources. That assunes a high enough |evel of
aggregation that there are flows to acquire shares from The risk
of cheating is that failure to react to congestion results in
packet | oss and increased path del ay.

Recei vers mi sbehaving: A receiver may prevent the usage of ECN in an
RTP session by reporting itself as non- ECN capabl e, forcing the
sender to turn off usage of ECN. |In a point-to-point scenario,
there is little incentive to do this as it will only affect the
receiver, thus failing to utilise an optim sation. For multi-
party sessions, sone notivation exists for why a receiver would
n sbehave as it can prevent the other receivers fromusing ECN
As an insider into the session, it is difficult to deternmine if a
recei ver is msbehaving or sinply incapable, making it basically
i npossible in the increnental depl oynent phase of ECN for RTP

usage to determine this. |If additional information about the
receivers and the network is known, it night be possible to deduce
that a receiver is nisbehaving. |If it can be determ ned that a

receiver is msbehaving, the only response is to exclude it from
the RTP session and ensure that it no | onger has any valid
security context to affect the session

M sbehavi ng senders: The enabling of ECN gives the nedia packets a
hi gher degree of probability to reach the receiver conpared to
not - ECT- mar ked ones on an ECN- capable path. However, this is no
magi ¢ bullet, and failure to react to congestion will nost likely
only slightly delay a network buffer over-run, in which its
session also will experience packet |oss and increased del ay.
There is sone possibility that the nmedia sender’s traffic will
push other traffic out of the way w thout being affected too
negatively. However, we do note that a nedia sender still needs
to i mpl enent congestion control functions to prevent the nedia
frombeing badly affected by congestion events. Thus, the
m sbehavi ng sender is getting an unfair share. This can only be
detected and potentially prevented by network nonitoring and
administrative entities. See Section 7 of [RFC3168] for nore
di scussion of this issue.

We note that the endpoint security functions needed to prevent an
external attacker frominterfering with the signalling are source
aut hentication and integrity protection. To prevent information

| eakage fromthe feedback packets, encryption of the RTCP is al so
needed. For RTP, multiple possible solutions exist depending on the
application context. Secure RTP (SRTP) [RFC3711] does satisfy the
requirenent to protect this nechanism Note, however, that when
using SRTP in group comuni cation scenarios, different parties n ght
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share the sane security context; in this case, the authentication
nmechani sm only shows that one of those parties is involved, not
necessarily which one. |Psec [ RFC4301] and DTLS [ RFC6347] can al so
provi de the necessary security functions.

The signalling protocols used to initiate an RTP session also need to
be source authenticated and integrity protected to prevent an
external attacker fromnodifying any signalling. An appropriate
mechani smto protect the used signalling needs to be used. For SIP/
SDP, ideally Secure M ME (S/M ME) [RFC5751] woul d be used. However,
with the limted deploynent, a mnimal mtigation strategy is to
require use of SIPS (SIP over TLS) [RFC3261] [RFC5630] to at |east
acconpl i sh hop-by-hop protection

We do note that certain mitigation nethods will require network
functions.

12. Exanples of SDP Signalling
This section contains a few different exanples of the signalling
mechani sm defined in this specification in an SDP context. |If there

are di screpanci es between these exanpl es and the specification text,
the specification text is definitive.
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12.1. Basic SDP O f er/ Answer

This exanple is a basic offer/answer SDP exchange, assuned done by
SIP (not shown). The intention is to establish a basic audio session
poi nt -t o-poi nt between two users.

The O fer:

v=0

0=j doe 3502844782 3502844782 IN I P4 10.0.1.4

s=Vol P cal

i =SDP of fer for VolP call with ICE and ECN for RTP

b=AS: 128

b=RR: 2000

b=RS: 2500

a=i ce- pwd: YH75Fvi y6338Vbr hr| p8Yh

a=i ce- uf rag: 9uB6

a=i ce-options: rtp+ecn

t=0 0

mraudi o 45664 RTP/ AVPF 97 98 99

c=INI1P4 192.0.2.3

a=rtpmap: 97 G719/ 48000/ 1

a=fnmt p: 97 maxred=160

a=rtpnmap: 98 AMR- B/ 16000/ 1

a=fm p: 98 octet-align=1; node-change-capability=2

a=rtpmap: 99 PCMA 8000/ 1

a=maxptinme: 160

a=ptinme: 20

a=ecn-capable-rtp: ice rtp ect=0 node=setread

a=rtcp-fb:* nack ecn

a=rtcp-fb:* trr-int 1000

a=rtcp-xr:ecn-sum

a=rtcp-rsize

a=candi date: 1 1 UDP 2130706431 10.0.1.4 8998 typ host

a=candi date: 2 1 UDP 1694498815 192.0.2.3 45664 typ srflx raddr
10.0.1.4 rport 8998

This SDP offer presents a single nedia streamw th 3 nedia payl oad
types. It proposes to use ECNwith RTP, with the | CE-based
initialisation being preferred over the RTP/RTCP one. Leap of faith
is not suggested to be used. The offerer is capable of both setting
and reading the ECN bits. In addition, the use of both the RTCP ECN
f eedback packet and the RTCP XR ECN Summary Report are supported.
ICE is al so proposed with two candidates. |t also supports reduced-
size RTCP and can use it.
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The Answer:

v=0

0=j doe 3502844783 3502844783 IN | P4 198.51. 100. 235
s=Vol P cal

i =SDP of fer for VolP call with ICE and ECN for RTP
b=AS: 128

b=RR: 2000

b=RS: 2500

a=i ce- pwd: asd88f gpdd777uzj YhagZg

a=i ce- ufrag: 8hhy

a=i ce-options: rtp+ecn

t=0 0

mFaudi o 53879 RTP/ AVPF 97 99

c=I N 1 P4 198.51. 100. 235

a=rtpmap: 97 G719/ 48000/ 1

a=fnmt p: 97 maxred=160

a=rtpnmap: 99 PCMA 8000/ 1

a=maxpti ne: 160

a=ptine: 20

a=ecn-capabl e-rtp: ice ect=0 node=readonly
a=rtcp-fb:* nack ecn

a=rtcp-fb:* trr-int 1000

a=rtcp-xr:ecn-sum

a=candi date: 1 1 UDP 2130706431 198.51.100. 235 53879 typ host

The answer confirnms that only one nmedia streamw Il be used. One RTP
payl oad type was renoved. ECN capability was confirned, and the
initialisation nethod will be ICE. However, the answerer is only
capabl e of reading the ECN bits, which neans that ECN can only be
used for RTP flowing fromthe offerer to the answerer. ECT al ways
set to O will be used in both directions. Both the RTCP ECN feedback
packet and the RTCP XR ECN Summary Report will be used. Reduced-size
RTCP will not be used as the answerer has not indicated support for

it in the answer.
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12. 2. Declarative Miulticast SDP

The session bel ow descri bes an Any-Source Milticast using a session
with a single nmedia stream

v=0

0o=j doe 3502844782 3502844782 IN | P4 198.51. 100. 235
s=Mul ti cast SDP session using ECN for RTP

i =Mul ticasted audi o chat using ECN for RTP
b=AS: 128

t =3502892703 3502910700

mFaudi o 56144 RTP/ AVPF 97

c=I N | P4 233.252. 0. 212/ 127

a=rt pmap: 97 g719/ 48000/ 1

a=fmt p: 97 maxred=160

a=maxpti nme: 160

a=ptine: 20

a=ecn-capabl e-rtp: rtp node=readonly; ect=0
a=rtcp-fb:* nack ecn

a=rtcp-fb:* trr-int 1500

a=rtcp-xr:ecn-sum

This is a declarative SDP exanpl e and i ndi cates required
functionality in the consumer of the SDP. The initialisation nethod
required is the RTP/ RTCP-based one, indicated by the "a=ecn-capabl e-
rtp: rtp ..." line. Receivers are required to be able to read ECN
mar ks ("node=readonly"), and the ECT value is recommended to be set
to 0 always ("ect=0"). The ECN usage in this session requires both
ECN f eedback and RTCP XR ECN Summary Reports, and their use is

i ndi cated through the "a=rtcp-fb:" and "a=rtcp-xr:ecn-sunt' |ines.

13. Acknow edgnent s

The authors wish to thank the follow ng individuals for their reviews
and coments: Thonas Belling, Bob Briscoe, Roni Even, Kevin P

Fl enmi ng, Tonmas Frankkila, Christian G oves, Christer Hol ngren,
Cul l en Jenni ngs, Tom Van Caenegem Sino Vei kkol ainen, Bill Ver Steeg,
Dan Wng, Qn Wi, and Lei Zhu

Westerlund, et al. St andards Track [ Page 54]



RFC 6679 ECN for RTP over UDP/IP August 2012

14. References
14.1. Normative References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997.

[ RFC3168] Ramakrishnan, K, Floyd, S., and D. Black, "The Addition
of Explicit Congestion Notification (ECN) to IP",
RFC 3168, Septenber 2001.

[ RFC3550] Schul zrinne, H., Casner, S., Frederick, R, and V.
Jacobson, "RTP: A Transport Protocol for Real-Tine
Applications", STD 64, RFC 3550, July 2003.

[ RFC3611] Friedman, T., Caceres, R, and A. dark, "RTP Control
Prot ocol Extended Reports (RTCP XR)", RFC 3611,
Novenber 2003.

[ RFC3629] Yergeau, F., "UTF-8, a transformation format of |SO
10646", STD 63, RFC 3629, Novenber 2003.

[ RFC4A566] Handl ey, M, Jacobson, V., and C. Perkins, "SDP: Session
Description Protocol", RFC 4566, July 2006.

[ RFC5234] Crocker, D. and P. COverell, "Augnented BNF for Syntax
Speci fications: ABNF', STD 68, RFC 5234, January 2008.

[ RFC5245] Rosenberg, J., "Interactive Connectivity Establishnment
(ICE): A Protocol for Network Address Transl ator (NAT)
Traversal for O fer/Answer Protocols", RFC 5245,
April 2010.

[ RFC5348] Floyd, S., Handley, M, Padhye, J., and J. Wdner, "TCP
Friendly Rate Control (TFRC): Protocol Specification”,
RFC 5348, Septenber 2008.

[ RFC5389] Rosenberg, J., Mahy, R, Matthews, P., and D. W ng,
"Session Traversal Utilities for NAT (STUN)", RFC 5389,
Cct ober 2008.

[ RFC6336] Westerlund, M and C. Perkins, "I ANA Registry for

Interactive Connectivity Establishnent (I CE) Options",
RFC 6336, July 2011.

Westerlund, et al. St andards Track [ Page 55]



RFC 6679

ECN for RTP over UDP/IP August 2012

14. 2. Informative References

[ RFC1112]

[ RFC2762]

[ RFC2974]

[ RFC3261]

[ RFC3264]

[ RFC3540]

[ RFC3551]

[ RFC3569]

[ REC3711]

[ RFC4301]

[ RFC4340]

[ RFCA585]

West er | und,

Deering, S., "Host extensions for IP nulticasting", STD 5,
RFC 1112, August 1989.

Rosenberg, J. and H Schul zrinne, "Sanpling of the G oup
Menbership in RTP', RFC 2762, February 2000.

Handl ey, M, Perkins, C., and E. Wel an, "Session
Announcenent Protocol", RFC 2974, Cctober 2000.

Rosenberg, J., Schul zrinne, H, Canmarillo, G, Johnston,
A., Peterson, J., Sparks, R, Handley, M, and E

School er, "SIP: Session Initiation Protocol", RFC 3261,
June 2002.

Rosenberg, J. and H Schul zrinne, "An O fer/Answer Nbdel
wi th Session Description Protocol (SDP)", RFC 3264,
June 2002.

Spring, N., Wetherall, D., and D. Ely, "Robust Explicit
Congestion Notification (ECN) Signaling with Nonces",
RFC 3540, June 2003.

Schul zrinne, H and S. Casner, "RTP Profile for Audio and
Vi deo Conferences with Mninmal Control", STD 65, RFC 3551,
July 2003.

Bhat t acharyya, S., "An Overvi ew of Source-Specific
Miul ticast (SSM", RFC 3569, July 2003.

Baugher, M, McGew, D., Naslund, M, Carrara, E, and K
Norrman, "The Secure Real -tine Transport Protocol (SRTP)",
RFC 3711, March 2004.

Kent, S. and K Seo, "Security Architecture for the
Internet Protocol", RFC 4301, Decenber 2005.

Kohler, E., Handley, M, and S. Floyd, "Datagram
Congestion Control Protocol (DCCP)", RFC 4340, March 2006.

at, J., Wenger, S., Sato, N, Burneister, C, and J. Rey,
"Extended RTP Profile for Real-tinme Transport Control

Prot ocol (RTCP)-Based Feedback (RTP/ AVPF)", RFC 4585,
July 2006.

et al. St andards Track [ Page 56]



RFC 6679

[ RFC4588]

[ RFC4607]

[ RFCA4960]

[ RFC5117]

[ REC5124]

[ RFC5506]

[ RFC5630]

[ RFC5751]

[ RFC5760]

[ RFC6189]

[ RFC6347]

West er | und,

ECN for RTP over UDP/IP August 2012

Rey, J., Leon, D., Myazaki, A, Varsa, V., and R
Hakenberg, "RTP Retransmi ssion Payl oad Format", RFC 4588,
July 2006.

Hol brook, H. and B. Cain, "Source-Specific Milticast for
| P*, RFC 4607, August 2006.

Stewart, R, "Stream Control Transm ssion Protocol",
RFC 4960, Septenber 2007.

Westerlund, M and S. Wenger, "RTP Topol ogi es", RFC 5117,
January 2008.

at, J. and E. Carrara, "Extended Secure RTP Profile for
Real -time Transport Control Protocol (RTCP)-Based Feedback
(RTP/ SAVPF)", RFC 5124, February 2008.

Johansson, |I. and M Westerlund, "Support for Reduced-Size
Real - Ti me Transport Control Protocol (RTCP): Qpportunities
and Consequences", RFC 5506, April 2009.

Audet, F., "The Use of the SIPS URI Schene in the Session
Initiation Protocol (SIP)", RFC 5630, Cctober 2009.

Ransdel |, B. and S. Turner, "Secure/Miltipurpose Internet
Mai | Extensions (S/M ME) Version 3.2 Message
Specification", RFC 5751, January 2010.

at, J., Chesterfield, J., and E. Schooler, "RTP Control
Prot ocol (RTCP) Extensions for Single-Source Milticast
Sessions with Unicast Feedback", RFC 5760, February 2010.

Zi nmer mann, P., Johnston, A, and J. Callas, "ZRTP: Mdia
Pat h Key Agreement for Unicast Secure RTP', RFC 6189,
April 2011.

Rescorla, E. and N. Mdadugu, "Datagram Transport Layer
Security Version 1.2", RFC 6347, January 2012.

et al. St andards Track [ Page 57]



RFC 6679 ECN for RTP over UDP/IP August 2012

Aut hors’ Addr esses

Magnus Westerl und
Eri csson

Far ogat an 6

SE- 164 80 Kista

Sweden
Phone: +46 10 714 82 87
EMai | : magnus. west erl und@ri csson. com

I ngemar Johansson
Eri csson

Laboratori egrand 11
SE-971 28 Lul ea

Sweden
Phone: +46 73 0783289
EMai | : ingemar.s.johansson@ricsson. com

Col i n Perkins

Uni versity of G asgow
School of Conputing Science
d asgow Gl12 8QQ

Uni ted Ki ngdom

EMai | : csp@sperkins. org

Pi ers O Hanl on

Uni versity of Oxford
Oxford Internet Institute
1St Gles

Oxford OX1 3JS

Uni ted Ki ngdom

EMai | : piers. ohanl on@ii . ox. ac. uk
Ken Carl berg
Gl1

1600 C arendon Bl vd
Arlington, VA

USA

EMai | : carl berg@1l. org. uk

Westerlund, et al. St andards Track [ Page 58]



