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1. Introduction

Proxy Mobile I Pv6 (PM Pv6) [RFC5213] is a network-based IP nobility
protocol standardized by the IETF. In sone deploynent scenari os,
this protocol will be deployed together with Mbile | Pv6 (M Pv6)

[ RFC6275], for exanple, with PMPv6 as | ocal nobility protocol and

M Pv6 as global nobility protocol. While the usage of a |loca

nmobi lity protocol should not have inplications on how gl obal nobility
is managed, since PMPv6 is partially based on MPv6 signaling and
data structure, sone considerations are needed to understand how the
protocol s interact and how the different scenarios can be enabl ed.

G aretta I nf or mat i onal [ Page 2]



RFC 6612 PM Pv6- M Pv6 I nteractions May 2012

Sonme standardi zation fora are al so investigating nore conpl ex
scenari os where the nmobility of sone nodes is handl ed using Proxy
Mobil e | Pv6, while other nodes use Mobile IPv6; or the nobility of a
node is managed in turn by a host-based and a network-based
mechanism This al so needs to be analyzed as a possi bl e depl oynment
scenari o.

Thi s docunent provides a taxonony of the nbst comon scenarios that
require direct interaction between MPv6 and PM Pv6. The list is not
meant to be exhaustive. Mreover, this docunent presents and
identifies nost of the issues pertaining to these scenarios and

di scusses possi bl e neans and nmechani sns that are recomended to
enabl e t hem

2. Terninol ogy

Ceneral nobility term nol ogy can be found in [RFC3753]. The
followi ng acronyns are used in this docunent:

0 AR (Access Router): first hop router

o BCE (Binding Cache Entry): an entry of the MPv6 or PM Pv6 bindi ng
cache

0 LMA (Local Mbility Anchor): the PMPv6 nobility anchor as
specified in [ RFC5213]

o MAG (Mbility Access Gateway): the PMPv6 client as specified in
[ RFC5213]

0 M\ HoA: the Hone Address (HoA) of a Mobile Node (M\) in a PM Pv6
donai n

o0 MHNP: the IPv6 prefix that is always present in the Router
Advertisenments that the MN receives when it is attached to any of
the access links in that PM Pv6 domain ( M\- HOA al ways bel ongs to
this prefix.)

0 M Pv6-HoA: the HoA the MN includes in MPv6 Binding Update
nessages

0 M Pv6-CoA: the Care-of Address the MN includes in MPv6 Binding
Updat e nessages
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3. Overview of the Scenarios and Rel ated | ssues

Several scenarios can be identified where MPv6 and PM Pv6 are

depl oyed in the same network. This docunent not only focuses on
scenari os where the two protocols are used by the same MN to nmanage
| ocal and global nobility but also investigates nore conpl ex
scenari os where the protocols are nore tightly integrated or where
there is a coexistence of nodes that do or do not inplement M Pv6.

In particular, the scenario space can be split into hierarchica

depl oynents and alternative deploynents of Mbile P (MP) and Proxy
Mobile P (PMP). Hierarchical deploynents are scenarios where the
two nmobility protocols are used in the sane network in a hierarchica
manner for global and local nobility nmanagenent. Alternative

depl oynents are scenarios where only one of the two protocols is used
for mobility managenent of a given M\

The follow ng hierarchical scenarios are identified:

Scenario A.1l: In this scenario, PMPv6 is used as a network-based

| ocal nmobility nmanagenment protocol whereas MPv6 is used as a gl oba
mobi | ity managenent protocol. This interaction is very simlar to
the interaction between Hi erarchical Mbile |IPv6 (HM Pv6) and M Pv6
[ RFC5380]; M Pv6 is used to nanage nobility anong different access
networks, while the nobility within the access network i s handl ed by
PM Pv6. The address nanaged by PM Pv6 (i.e., the M\-HOA) is

regi stered as the Care-of Address by the MN at the Home Agent (HA).
This means that the HA has a BCE for M Pv6-HoA that points to the
M\- HoA.
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The following figure illustrates this scenario.
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Figure 1: Scenario A1l

Scenario A.2: In this scenario, the MNis noving across different
access networks, sone of them supporting PM Pv6 and some ot hers not
supporting it. Therefore, the MNis roam ng froman access network
where the nobility is managed through a network-based solution to an
access network where a host-based nmanagenent (i.e., Mbile IPv6) is
needed. This scenario nay have different sub-scenarios depending on
the rel ations between the M Pv6 hone network and the PM Pv6 domain.
The following figure illustrates an exanple of this scenario, where
the MN is noving froman access network where PM Pv6 is supported
(i.e., MAG functionality is supported) to a network where PMPv6 is
not supported (i.e., MAG functionality is not supported by the AR
This inplies that the hone Iink of the MNis actually a PM Pv6
domain. In this case, the MPv6-HoA is equal to the M\HoA (i.e.

t he address managed by PM Pv6).
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M Pv6- HOA == M\- HOA -> MAGL
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Figure 2: Scenario A 2

In the scenario illustrated in Figure 2, the non-PM Pv6 domain can
actually also be a different PM Pv6 domain that handles a different
MN_HoA. The following figure illustrates this sub-case: the M Pv6-
HoA is equal to the MN_HoA; however, when the MN hands over to MAG3,
it gets a different |IP address (nmanaged by LMA2 using PM Pv6) and
registers it as a MPve CoA
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Figure 3: Scenario A2 with Visited PM Pv6 Donain
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The followi ng alternative depl oynent has been identified:

Scenari o B:

In this scenario,

May 2012

M\N_CoA -> MAG3

some MNs use M Pv6 to nanage their

nmovenents while others rely on a network-based nobility solution
provi ded by the network as they don't support Mbbile |Pv6.
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be a common nobility anchor that acts as M Pv6 Hone Agent and PM Pv6
LMA, depending on the type of the node as depicted in the figure.
However, the LMA and HA can al so be separated, and this has no inpact
on the mobility of the nodes.

Fom e e e - +
| HA/LMA |
E R +
R + R +
| MAGL | | MAG2
Fomm e + Fomm e +
S +
| 1Pv6 host |  ----------------- >
R + nmovenent
S +
| MPv6 MN | -----iimoao - >
Fommoma- - + nmovemnent

Figure 4: Scenario B

Not e that sone of the scenari os can be conbi ned. For i nstance,
Scenario B can be conbined with Scenario A.1 or Scenario A 2.

The follow ng sections describe sone possible issues for each
scenario. Respective recommendations are described in Section 4. 3.
The specifications considered as a baseline for the analysis are the
fol l owi ng: [RFC6275], [RFC4877], and [ RFC5213].

3.1. Issues Related to Scenario A1

This scenario is very simlar to other hierarchical nobility schenes,
i ncluding an HM Pv6-M Pv6 schene. No issues have been identified in
this scenario. Note that a race condition where the MN registers the
CoA at the HA before the CoAis actually bound to the MAG at the LMA
is not possible. The reason is that per the PMPv6 specification

[ RFC5213], the MAG does not forward any packets sent by the MN unti
the PM Pv6 tunnel is up, regardl ess the nechani smused for address

al | ocati on.

Section 4.1 describes one nessage flowin case PMPv6 is used as a
| ocal nobility protocol and MPv6 is used as a global nobility
pr ot ocol

3.2. Issues Related to Scenario A 2

This section highlights sonme considerations that are applicable to
scenario A 2.
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1. HoA managerent and | ookup key in the binding cache

*

In MPv6e [ RFC6275], the | ookup key in the binding cache is the
HoA of the MN. In particular, the base specification

[ RFC6275] doesn’t require the MN to include any identifier,
such as the MN-1D [RFC4283], in the Binding Update nessage
other than its HoA. As described in [RFC4877], the identifier
of the MN is known by the Honme Agent after the Internet Key
Exchange Protocol (1KEv2) exchange, but this is not used in
the M Pv6 signaling or as a | ookup key for the binding cache.
On the other hand, as specified in [ RFC5213], a Proxy Bi ndi ng
Update contains the hone prefix of the MN, the M\-ID and does
not include the HoA of the MN (since it may not be known by
the MAG and consequently by the HAVLMA). The | ookup key in

t he binding cache of the LMA is either the hone prefix or the
M\-ID. This inmplies that | ookup keys for MPv6 and PM Pv6
registrations are different. Because of that, when the M
noves fromits hone network (i.e., fromthe PMPv6 domain) to
the foreign link, the Binding Update sent by the MN is not
identified by the HA as an update of the Proxy BCE contai ni ng
the home prefix of the M\, but a new binding cache entry is
created. Therefore, PMPv6 and MPv6 will always create two
different BCEs in the HA/LMA, which inplies that the HA and
LMA are logically separated. How to handl e the presence of
the two BCEs for the same MN is described in Section 4. 2.

2. MPv6 de-registration Binding Update del etes PM Pv6 bi ndi ng cache
entry

*

When the MN noves froma MPv6 foreign network to the PM Pv6
hone donmain, the MAG registers the MN at the LMA by sending a
Proxy Binding Update. Subsequently, the LMA updates the MN' s
BCE with the MAG address and the MAG enul ates the MN's hone
link. Upon detection of the home link, the MN will send a
de-registration Binding Update to its hone agent. It is
necessary to nake sure that the de-registration of the M Pv6
Bi ndi ng Update does not change the PM Pv6 BCE just created by
t he MAG

3. Race condition between Bi ndi ng Update and Proxy Bi ndi ng Updat e
messages (Sequence Nunmbers and Ti nest anps)

*

G aretta

M Pv6 and PM Pv6 use different nechanisns for handling
re-ordering of registration nessages and they are sent by
different entities. |In MPv6, Binding Update nessages that
are sent by the MN to the hone agent are ordered by the
sequence nunbers. The other side, in PMPv6, Proxy Binding
Updat e nessages that are sent by the MAGto the LMA are
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ordered by a tinmestanp option. Wen the MN noves from one
access where Mbile IP is used to another access when Proxy
Mobile IP is used, delay in the mobility signaling sent may

i nply adverse situations. For exanple, if the MN sends a
Mobil e I P Binding Update from access A before noving to access
B and this Binding Update gets delayed (e.g., a refresh

Bi ndi ng Update), the Binding Update may reach the conbi ned
LMA/ HA after the Proxy Binding Update sent by the MAG
re-directing packets to access A even after the MN has noved
to access B.

4. Threat of conpronised MAG

* In the MPv6 base specification [ RFC6275], there is a strong
bi ndi ng between the HoA registered by the MN and the Security
Associ ation (SA) used to nodify the correspondi ng BCE

* In the PMPv6 specification [ RFC5213], the MAG sends Proxy
Bi ndi ng Updates on behalf of a MN to update the BCE that
corresponds to the MN's HoA. Since the MAG sends the Binding
Updates, PM Pv6 requires SAs between each MAG and the LMA.

* As described in [ RFC4832], in PMPv6, MAG conprom se or
i npersonation is an issue. [RFC4832], Section 2.2, describes
how a conprom sed MAG can harmthe functionality of an LMA
e.g., manipulating the LMA's routing table (or binding cache).

* In this m xed scenario, both host-based and network-based SAs
are used to update the sane binding cache entry at the HA/LMA
(but see the first bullet of this list, as the entry may not
be the sane). Based on this consideration, the threat
described in [RFC4832] is worse as it also affects hosts that
are using the LMW HA as M Pv6 HA and not using PM Pv6.

3. 3. | ssues Related to Scenario B

In this scenario, there are two types of nodes in the access network:
some nodes support M Pv6 while sone others do not. The rationale
behi nd such a scenario is that the nodes inplenenting MPv6 nanage
their owm nobility to achieve better performance, e.g., for inter-
technol ogy handovers. (bviously, nodes that do not inplenment M Pv6
nmust rely on the network to nanage their nobility; therefore, Proxy
M Pv6 is used for those nodes.

Based on the current PM Pv6 solution described in [ RFC5213], in any
link of the PM Pv6 domain, the MAG enul ates the MN' s home |ink
advertising the home link prefix to the MN in a unicast Router
Advertisenent nessage. This ensures that the I P address of the MNis
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still considered valid by the MNitself. The hone network prefix
(and any other information needed to enulate the honme link) is
included in the MN's profile that is obtained by the MAG via cont ext
transfer or via a policy store.

However, in case there are nodes that inplenent MPv6 and want to use
this protocol, the network nust offer MPv6 service to them |n such

a case, the MAG should not enulate the hone link. |Instead of
advertising the M\-HNP, the MAG shoul d advertise the topol ogically
correct local IP prefix, i.e., the prefix belonging to the MAG so

that the MN detects an | P novenent, configures a new CoA, and sends a
M Pv6 Bi ndi ng Update based on [ RFC6275].

4. Analysis of Possible Solutions
4.1. Solutions Related to Scenario A 1

As nentioned in Section 3.1, there are no significant issues in this
scenari o.

Figures 5 and 6 show a scenario where an MN is noving fromone PM Pv6
domai n to another, based on the scenario of Figure 1. |In Figure 5,
the MN noves froman old MAGto MAGR in the same PM Pv6 domain: this
novenent triggers a PBU to LMAL and t he updating of the binding cache
at the LMAL. There is no MPv6 signaling as the CoA 1 registered at
the HA is the HoA for the PM Pv6 session. In Figure 6, the MN noves
fromMA®R in the LMA1 PM Pv6 domain to MAG3 in a different PM Pv6
domain: this triggers the PMPv6 signaling and the creation of a

bi nding at the LMA2. On the other hand, the |ocal address of the
nobi | e node i s changed, as the LMA has changed; therefore, the M\
sends a M Pv6 Binding Update to the HA with the new CoA 2.
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Figure 5: Local Mbility Message Fl ow
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Figure 6: d obal Mbility Message Fl ow
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4.,2. Solutions Related to Scenario A 2

As described in Section 3.2, in this scenario, the M\ relies on
PMPv6 as long as it is in the PM Pv6 domain. The MN then uses M Pv6
whenever it noves out of the PM Pv6 donain, which basically inplies
that the MPv6 home link is a PM Pv6 domain.

Anal yzing the issues described in Section 3.2, it is clear that nost
of themare applicable only to the case where there is a common BCE
for the PM Pv6 registration and the MPv6 registration. |Issue 1, on
how the two protocols identify the BCE, is valid only in the case in
whi ch we assune that a PM Pv6 nessage has any value for a M Pv6 BCE.
Al so, Issues 2 and 3 are not applicable in the case in which
different |ogical BCEs are used by the LMA and the HA. For this
reason, it is recomended that when the M Pv6 home link is

i npl emented as a PM Pv6 domain, the HA LMA i npl ementation treat the
two protocol s as independent.

In nore detail, the follow ng principles should be followed by the
HA/ LMA i npl enent ati on:

o PMPv6 signaling does not overwite any MPv6 BCE. |n particular,
when a PM Pv6 BCE is created for an MN that has previously created
a MPv6 BCE, the MPv6 BCE of the MNis not overwitten, and a new
PM Pv6 BCE is created.

0 The downlink packets in the case where both the M Pv6 BCE and
PM Pv6 BCE exi st are processed as foll ows:

1. The MPv6 BCE is processed first. |If the destination address
of the received downlink packet matches the BCE of the HA, the
packet is forwarded by encapsulating it with the CoA contai ned
in the BCE.

2. If the destination address does not match the M Pv6 BCE, the
BCE created by PMPv6 is applied, and the packets are
encapsul ated to the regi stered MAG

The followi ng subsections provide a description of the procedures
that will be followed by the MN and HA/ LMA based on the above
principles. The analysis is performed in two different subsections,
dependi ng on whether the WMN noves froma PM Pv6 domain to a non-

PM Pv6 domain or vice versa.
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4.2.1. Mbility froma PMPv6 Donain to a Non-PM Pv6 Donain

Let’s assume the MNis attached to a PM Pv6 domain and there is a
valid Proxy BCE at the LMA. Then, the MN noves to a different access
network and starts using MPv6 (e.g., because PMPv6 is not
supported). The MN needs to bootstrap M Pv6 paraneters and send a

M Pv6 Bi nding Update in order to have service continuity. Therefore,
the followi ng steps nust be perforned by the User Equi pment (UE):

o HA/LMA address discovery: the MN needs to discover the |IP address
of the LMA that has a valid BCE for its home network prefix. This
is described in Section 3.2 as |ssue 4.

0 SA establishnment: the MN needs to establish an | Psec Security
Association with the HA LMA as described in [ RFC4877].

0 HoA or honme network prefix assignment: as part of the M Pv6
boot st rappi ng procedure, the HA assigns a M Pv6 HoA to the M\
This address nust be the sane the MN was using in the PM Pv6
donai n.

Since all these steps nust be perfornmed by the MN before sending the
Bi ndi ng Update, they have an inpact on the handover | atency
experienced by the MN. For this reason, it is recomended that the
WM\ establish the | Psec SA (and, consequently, be provided by the HA
LMA with a M Pv6-HoA) when it is initialized. This inplies that the
MN has M Pv6 stack active while in the PM Pv6 domain, but as |ong as
it is attached to the same PM Pv6 donain, it will appear to the M as
if it is attached to the hone |ink.

In order to establish the SAwith the HA LMA, the MN needs to

di scover the | P address of the LMW HA while in the PM Pv6 donai n.
This can be done either based on DNS or based on DHCPv6, as descri bed
in [ RFC5026] and [ RFC6611]. The network should be configured so that
the MN di scovers or gets assigned the sane HA/ LMA that was serving as
the LMA in the PMPv6 donain. Details of the exact procedure are out
of scope of this docunent.

When the MN establishes the SA it acquires an HoA based on

[ RFC5026]. However, based on PM Pv6 operations, the LMA knows only
the hone network prefix used by the MN and does not know the MN\-HoA.
For this reason, the MN nust be configured to propose the M\ HOA as
the HoA in the I KEv2 | NTERNAL | P6_ADDRESS attribute during the | KEv2
exchange with the HA LMA.  Alternatively, the HA LMA can be
configured to provide the entire hone network prefix via the
MP6_HOVE LINK attribute to the MN as specified in [ RFC5026]; based
on this home network prefix, the MN can configure an HoA. Note that
the SA nust be bound to the M\-HoA used in the PM Pv6 donain as per
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[ RFC4877]. Note that the hone network prefix is shared between the
LMA and HA, and this inplies that there is an interaction between the
LMA and the HA in order to assign a common hone network prefix when
triggered by PM Pv6é and M Pv6 signaling.

When the MN hands over to an access network that does not support
Proxy Mobile IPv6, it sends a Binding Update to the HA. The M\ nay
set the R bit defined in the Network Mbility (NEMO) specification
(inmplicit nmode) [RFC3963] in order to indicate that the entire HNP is
moved to the new CoA. A MPv6 BCE is created irrespective of the

exi sting PM Pv6 BCE. Packets matching the M Pv6 BCE are sent to the
CoA present in the MPv6 BCE. The PMPv6 BCE will expire in the case
in which the MAG does not send a refresh PBU

4.2.2. Mbility froma Non-PM Pv6 Donain to a PM Pv6 Domain

In this section, it is assunmed that the MNis in a non-PM Pv6 access
network, and it has bootstrapped M Pv6 operations based on [ RFC5026];
therefore, there is valid binding cache for its M Pv6-HoA (or HNP in
case of NEMO) at the HA. Then, the MN noves to a PM Pv6 donain t hat
is configured to be the home link for the M Pv6-HoA the MN has been

assi gned.

In order to provide session continuity, the MAG needs to send a PBU
to the HA/LMA that was serving the MN. The MAG needs to discover the
HA LMA; however, [RFC5213] assunes that the LMA is assigned to the
MAG or discovered by the MAG when the MN attaches to the MAG  The
exact nmechanismis not specified in [ RFC5213]. A detailed
description of the necessary procedure is out of the scope of this
docunent. Note that the MAG nay also rely on static configuration or
| ower-1layer information provided by the MNin order to select the
correct HA/ LNA.

The PBU sent by the MAG creates a PM Pv6 BCE for the MNthat is

i ndependent of the MPv6 BCE. Traffic destined to the M Pv6-HoA (or
to the HNP in case the MN had set the flag Rin the last BU) is still
forwarded to the CoA present in the MPv6 BCE. Wen the MN wants to
use the HoA directly fromthe hone link, it sends a de-registration

nmessage and, at that point only, the PMPv6 BCE is present.

4.3. Solutions Related to Scenario B

The solution for this scenari o depends on the access network being
able to deternine that a particular M\ wants to use Mobil e | Pv6.
This requires a solution at the systemlevel for the access network
and may require know edge of the detailed configuration and software
capabilities of every MNin the system These issues are out of the
scope of this docunent.
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5. Security Considerations

Scenario A1 does not introduce any new security issues in addition
to those described in [RFC5213] or [RFC6275].

For Scenario A .2, this docunment requires that the a hone agent that

al so i nplements the PM Pv6 LMA functionality should allow both the IWN
and the authorized MAGs to nodify the BCEs for the MN\. Note that the
conpronmi sed MAG threat described in [RFC4832] also applies here in a
nmore severe formas explained in Section 3.2. Scenario B relies on
the secure identification of MNs and their capabilities so that the
right service can be provided for the right MNs. For instance, a
mal i ci ous MN shoul d not get the HoA of sone other node assigned to
it, and a MN that desires to enploy its own nobility nmanagenent
shoul d be able to do so. The ability to identify nodes is already a
requi renent in [ RFC5213], but Scenario B adds a requirenment on
identification of node capabilities.
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