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FIl ow- Aware Transport of Pseudow res over an MPLS Packet Switched Network
Abstr act

Where t he payl oad of a pseudowi re conprises a nunber of distinct
flows, it can be desirable to carry those flows over the Equal Cost
Multiple Paths (ECMPs) that exist in the packet swi tched network

Most forwardi ng engines are able to generate a hash of the MPLS | abel
stack and use this nechanismto bal ance MPLS fl ows over ECMPs.

Thi s docunent describes a nethod of identifying the flows, or flow
groups, w thin pseudow res such that Label Swi tching Routers can
bal ance flows at a finer granularity than individual pseudow res.
The mechani sm uses an additional |abel in the MPLS | abel stack

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6391
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Provisions Relating to | ETF Docunents
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include Sinplified BSD License text as described in Section 4.e of
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1

I ntroduction

A pseudowire (PW [RFC3985] is normally transported over one single
network path, even if multiple Equal Cost Multiple Paths (ECWVPS)
exi st between the ingress and egress PWprovider edge (PE) equi pnent
[ RFCA385] [RFC4928]. This is required to preserve the
characteristics of the enulated service (e.g., to avoid nisordering
Structure-Agnostic Time Division Miltiplexing over Packet (SAToP) PW
packets [ RFC4A553] or subjecting the packets to unusable inter-arriva
times). The use of a single path to preserve order remins the
default node of operation of a PW The new capability proposed in
this docunent is an OPTIONAL node that may be used when the use of
ECMPs is known to be beneficial (and not harnful) to the operation of
t he PW

Some PW are used to transport large volunes of IP traffic between
routers. One exanple of this is the use of an Ethernet PWto create
a virtual direct link between a pair of routers. Such PW may carry
from hundreds of Mps to Gops of traffic. These PW only require
packet ordering to be preserved within the context of each individua
transported IP flow They do not require packet ordering to be
preserved between all packets of all IP flows within the pseudow re.

The ability to explicitly configure such a PWto | everage the
availability of multiple ECMPs allows for better capacity planning,
as the statistical nultiplexing of a larger nunber of smaller flows
is nore efficient than with a smaller set of larger flows.

Typi cal ly, forwardi ng hardware can deduce that an I P payl oad is being
directly carried by an MPLS | abel stack, and it is capable of | ooking
at sone fields in packets to construct hash buckets for conversations
or flows. However, when the MPLS payload is a PW an internediate
node has no information on the type of PWhbeing carried in the
packet. This limts the forwarder at the intermedi ate node to only
being abl e to nmake an ECMP choi ce based on a hash of the MPLS | abe
stack. In the case of a PWemnul ating a hi gh-bandwi dth trunk, the
granul arity obtai ned by hashing the | abel stack is inadequate for
satisfactory | oad bal ancing. The ingress node, however, is in the
speci al position of being able to understand the unencapsul at ed
packet header to assist with spreading flows anong any avail abl e
ECMPs, or even any Loop-Free Alternates [RFC5286]. This docunent
defines a nethod to introduce granularity on the hashing of traffic
runni ng over PWs by introducing an additional |abel, chosen by the

i ngress node, and placed at the bottom of the |abel stack
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1.1

1.2.

Bry

In addition to providing an indication of the flow structure for use
in ECVWP forwarding decisions, the mechani smdescribed in the docunent
may al so be used to select flows for distribution over an | EEE

802. 1AX-2008 (originally specified as | EEE 802. 3ad- 2000) Li nk
Aggregation Group (LAG that has been used in an MPLS networKk.

NOTE: Al though Ethernet is frequently referenced as a use case in
this RFC, the nechani sns described in this docunent are genera
nmechani sms that may be applied to any PWtype in which there are
identifiable flows, and in which there is no requirenment to preserve
the order between those fl ows.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

ECVP in Label Switching Routers

Label Switching Routers (LSRs) comonly generate a hash of the | abe
stack or some elenents of the | abel stack as a nethod of

di scrimnating between flows and use this to distribute those flows
over the available ECMPs that exist in the network. Since the |abe
at the bottomof the stack is usually the |abel nost closely
associated with the flow, this norrmally provides the greatest
entropy, and hence is usually included in the hash. This docunent
descri bes a nethod of adding an additional Label Stack Entry (LSE) at
the bottom of the stack in order to facilitate the | oad bal anci ng of
the flows within a PWover the available ECWPs. A sinilar design for
general MPLS use has al so been proposed [ MPLS- ENTROPY]; see Section 9
of this docunent.

An alternative nmethod of |oad bal ancing by creating a nunber of PW
and distributing the fl ows anpbngst them was consi dered, but was
rej ected because:

o It did not introduce as nuch entropy as can be introduced by
addi ng an additional LSE

o It required additional PW to be set up and nmi ntai ned.

FI ow Label

An additional LSE [RFC3032] is interposed between the PWLSE and the
control word, or if the control word is not present, between the PW

LSE and the PWpayload. This additional LSE is called the flow LSE
and the label carried by the flow LSE is called the flow | abel

ant, et al. St andards Track [ Page 4]
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Indivisible flows within the PWMJST be nmapped to the sane flow | abe
by the ingress PE. The flow | abel stinulates the correct ECWP | oad-
bal anci ng behavi our in the packet switched network (PSN). On receipt
of the PWpacket at the egress PE (which knows a flow LSE is
present), the flow LSE is di scarded wi thout processing.

Note that the flow | abel MJUST NOT be an MPLS reserved | abel (val ues
in the range 0..15) [RFC3032], but is otherw se unconstrained by the
pr ot ocol

It is useful to give consideration to the choice of Tinme to Live
(TTL) value in the flow LSE [ RFC3032]. The flow LSE is at the bottom
of the | abel stack; therefore, even when penultinate hop popping is
enpl oyed, it will always be preceded by the PWIlabel on arrival at
the PE. If, due to an error condition, the flow LSE becones the top
of the stack, it mght be examned as if it were a normal LSE, and

t he packet m ght then be forwarded. This can be prevented by setting
the flow LSE TTL to 1, thereby forcing the packet to be discarded by
the forwarder. Note that setting the TTL to 1 regardless of the

payl oad may be considered a departure fromthe TTL procedures defined
in [ RFC3032] that apply to the general MPLS case.

Thi s docunent does not define a use for the Traffic Cass (TC) field
[ RFC5462] (formerly known as the Experinental Use (EXP) bits

[ RFC3032]) in the flow label. Future docunents may define a use for
these bits; therefore, inplenmentations conforming to this
specification MIST set the TC field to zero at the ingress and MJST
i gnore them at the egress.

2. Native Service Processing Function

The Native Service Processing (NSP) function [ RFC3985] is a conmponent
of a PE that has know edge of the structure of the emul ated service
and is able to take action on the service outside the scope of the
PW In this case, it is REQURED that the NSP in the ingress PE
identify flows, or groups of flows within the service, and indicate
the flow (group) identity of each packet as it is passed to the
pseudowi re forwarder. As an exanple, where the PWtype is an

Et hernet, the NSP night parse the ingress Ethernet traffic and
consider all of the IP traffic. This traffic could then be
categorised into flows by considering all traffic with the sane
source and destination address pair to be a single indivisible flow.
Since this is an NSP function, by definition, the nmethod used to
identify a flowis outside the scope of the PWdesign. Sinmilarly,
since the NSP is internal to the PE, the nmethod of flow indication to
the PWforwarder is outside the scope of this docunent.
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3.

Pseudow re Forwar der

The PWforwarder must be provided with a nmethod of mapping flows to
| oad- bal anced pat hs.

The forwarder nust generate a |l abel for the flow or group of flows.
How the flow | abel values are deternined is outside the scope of this
document; however, the flow |l abel allocated to a flow MJUST NOT be an
MPLS reserved | abel and SHOULD remain constant for the life of the
flow It is RECOMVENDED t hat the nethod chosen to generate the | oad-
bal ancing | abel s introduce a high degree of entropy in their val ues,
to maxinise the entropy presented to the ECVP sel ection nechanismin
the LSRs in the PSN, and hence distribute the flows as evenly as
possi bl e over the available PSN ECMP. The forwarder at the ingress
PE prepends the PWcontrol word (if applicable), and then pushes the
flow |l abel, followed by the PWI abel.

NOTE: Al t hough this docunent does not attenpt to specify any hash
algorithnms, it is suggested that any such algorithm should be based
on the assunption that there will be a high degree of entropy in the
val ues assigned to the flow | abels.

The forwarder at the egress PE uses the pseudowire | abel to identify
the pseudowire. Fromthe context associated with the pseudowi re

| abel , the egress PE can determ ne whether a flow LSE is present. |If
a flow LSE is present, it MJST be checked to determ ne whether it
carries a reserved label. |If it is a reserved |label, the packet is

processed according to the rules associated with that reserved | abel;
ot herwi se, the LSE is discarded.

Al'l other PWforwardi ng operations are unnodified by the inclusion of
the flow LSE.
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nodi fied to include flow LSE

S +
| Emul at ed |
| Ethernet |
| (including |

>|  VLAN) |
| Services |
S +
| FI ow |
N . +

>| Derul ti pl exer |
Fom e e e e e o oo +
| PSN |
>| MPLS |
N +
| Physical |
o o - +

LSE)

3.1. Encapsulation
The PWE3 Protocol Stack Reference Mdel
is shown in Figure 1.
S +
| Emul at ed |
| Ethernet |
| (including | Enmul at ed Service
| VLAN) | <
| Services |
S +
| FI ow |
T + Pseudowi re
| Dermul ti pl exer| <
Fom e e e e e o oo +
| PSN | PSN Tunnel
| MPLS | <
T +
| Physical |
+-- - - - Fom oo e +
Figure 1: PWE3 Protocol Stack Reference Model
The encapsul ation of a PWwith a flow LSE is shown in Figure 2.
o e e e e e e e e +
| |
| Payl oad |
| | n octets
| |
o m e e e e e e +
| Optional Control Word | 4 octets
o m e e e e e e e e meaao - +
| Flow LSE | 4 octets
o +
| PWLSE | 4 octets
o m e e e e e e +
| MPLS Tunnel LSE (s) |
o m e e e e e e e e meaao - +
Fi gure 2: Encapsul ation of a Pseudowire with a Pseudow re Flow LSE
Bryant, et al. St andards Track
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4.

Signalling the Presence of the Flow Label

When using the signalling procedures in [ RFC4447], a new Pseudowi re
Interface Parameter Sub-TLV, the Flow Label Sub-TLV (FL Sub-TLV), is
used to synchronise the flow | abel states between the ingress and
egress PEs.

The absence of an FL Sub-TLV indicates that the PE is unable to
process flow labels. An ingress PE that is using PWsignalling and
that does not send an FL Sub-TLV MJST NOT include a flow |l abel in the
PW packet. An ingress PE that is using PWsignalling and that does
not receive an FL Sub-TLV fromits egress peer MJST NOT include a
flow label in the PWpacket. This preserves backwards conpatibility
with existing PWspecifications.

A PE that wishes to send a flow | abel in a PWpacket MJST include in
its | abel mapping nessage an FL Sub-TLV with T = 1 (see Section 4.1).

A PE that is willing to receive a flow label MJUST include in its
| abel mappi ng nmessage an FL Sub-TLV with R = 1 (see Section 4.1).

A PE that receives a | abel mappi ng nessage contai ning an FL Sub-TLV
with R =0 MJST NOT include a flow | abel in the PW packet.

Thus, a PE sending an FL Sub-TLV with T = 1 and receiving an FL
Sub-TLV with R =1 MJST include a flow I abel in the PWpacket. Under
all other conbinations of FL Sub-TLV signalling, a PE MUST NOT
include a flow | abel in the PW packet.

The signalling procedures in [ RFC4447] state that "Processing of the
interface paraneters should continue when unknown interface
paraneters are encountered, and they MJST be silently ignored'. The
signal l i ng procedure described here is therefore backwards conpatibl e
with existing inplenmentations.

Note that what is signalled is the desire to include the flow LSE in
the | abel stack. The value of the flow label is a local matter for
the ingress PE, and the |abel value itself is not signalled.

Bryant, et al. St andards Track [ Page 8]
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4.1. Structure of Flow Label Sub-TLV
The structure of the Flow Label Sub-TLV is shown in Figure 3.

0 1 2 3

01234567890123456789012345678901
B e i S T e i T e S R S e e e s i i T S
| FL=0x17 | Length | TI R Reserved |
B o i T e e T s i i T S TR S e S S i T S g e e

Fi gure 3: Fl ow Label Sub-TLV
Wer e:

o FL (value 0x17) is the Flow Label Sub-TLV identifier assigned by
| ANA (see Section 11).

0 Length is the length of the Sub-TLV in octets and is 4.

0 Wwen T =1, the PEis requesting the ability to send a PW packet
that includes a flow label. Wen T =0, the PE is indicating that
it wll not send a PW packet containing a flow | abel .

0 Wien R=1, the PEis able to receive a PWpacket with a flow
| abel present. Wien R =0, the PEis unable to receive a PW
packet with the flow | abel present.

0 Reserved bits MJST be zero on transnit and MJST be ignored on
receive.

5. Static Pseudow res

If PWE3 signalling [RFC4447] is not in use for a PW then whether the
flow |l abel is used MIST be identically provisioned in both PEs at the
PWendpoints. [If there is no provisioning support for this option,
the default behaviour is not to include the flow | abel.

6. Milti-Segnment Pseudowires

The flow | abel mechani sm described in this docunent works on

mul ti-segment PW without requiring nodification to the Sw tching PEs
(S-PEs). This is because the flow LSE is transparent to the |abel
swap operation, and because interface paraneter Sub-TLV signalling is
transitive.

Bryant, et al. St andards Track [ Page 9]
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7.

Qperations, Adm nistration, and Mintenance (QAM

The following OAM consi derations apply to this method of |oad
bal anci ng.

Where the OAMis only to be used to performa basic test to verify
that the PW have been configured at the PEs, Virtual Crcuit
Connectivity Verification (VCCV) [ RFC5085] nessages nmay be sent using
any | oad bal ance PWpath, i.e., using any value for the flow | abel

VWhere it is required to verify that a pseudowire is fully functiona
for all flows, a VCCV [ RFC5085] connectivity verification nessage
MUST be sent over each ECMP path to the pseudowire egress PE. This
solution may be difficult to achieve and scal es poorly. Under these
circunmstances, it may be sufficient to send VCCV nessages using any
| oad bal ance pseudowi re path, because if a failure occurs within the
PSN, the failure will norrmally be detected and repaired by the PSN
That is, the PSN's Interior Gateway Protocol (1GP) |ink/node failure
det ecti on mechani sm (1l oss of light, bidirectional forwarding
detection [ RFC5880], or IGP hello detection) and the | GP convergence
will naturally nodify the ECMP set of network paths between the

i ngress and egress PEs. Hence, the PWis only inpacted during the
normal | GP convergence tine. Note that this period may be reduced if
a fast re-route or fast convergence technology is deployed in the
net wor k [ RFC4090] [ RFC5286].

If the failure is related to the individual corruption of a Labe
Forwardi ng I nformati on Base (LFIB) entry in a router, then only the
networ k path using that specific entry is inpacted. |If the PWis

| oad- bal anced over nmultiple network paths, then this failure can only
be detected if, by chance, the transported OAM flow i s nmapped onto
the inpacted network path, or if all paths are tested. Since testing
all paths may present problens as noted above, other mechanisnms to
detect this type of error may need to be devel oped, such as a Labe
Swi tched Path (LSP) self-test technol ogy.

To troubl eshoot the MPLS PSN, including nultiple paths, the
techni ques described in [ RFC4378] and [ RFC4379] can be used.

Where the PWQOAM is carried out of band (VCCV Type 2) [RFC5085], it
is necessary to insert an "MPLS Router Alert Label” in the |abe
stack. The resultant |abel stack is as follows:

Bryant, et al. St andards Track [ Page 10]
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o m e e e e e eae oo +
| |

| VCCV Message | n octets

| |

o e e e e e e e e e e e e e e e e e m o +

| Optional Control Word | 4 octets

o m e e e e e eae oo +

| FI ow LSE | 4 octets

o m e e e e e e e e a o a oo +

| PW LSE | 4 octets

o e e e e e e e e e e e e e e e e e m o +

| Router Alert LSE | 4 octets

o m e e e e e eae oo +

| MPLS Tunnel LSE(S) | n*4 octets (four octets per |abel)
o m e e e e e e e e a o a oo +

Figure 4: Use of Router Alert Labe

Not e that, depending on the nunber of |abels hashed by the LSR, the

i nclusion of the Router Alert |abel nay cause the OAM packet to be

| oad- bal anced to a different path fromthat taken by the data packets
with identical flow and PWI abel s.

8. Applicability of PW Using Flow Labels

A node within the PSN is not able to perform deep packet inspection
(DPI) of the PW as the PWtechnol ogy is not self-describing: the
structure of the PWpayload is only known to the ingress and egress
PE devices. The nethod proposed in this docunent provides a
statistical nitigation of the problem of |oad bal ance in those cases
where a PE is able to discern flows enbedded in the traffic received
on the attachment circuit.

The met hods described in this docunent are transparent to the PSN and
as such do not require any new capability fromthe PSN

The requirenent to | oad-bal ance over nultiple PSN paths occurs when
the rati o between the PWaccess speed and the PSN' s core |ink

bandwi dth is large (e.g., >= 10%. ATMand Frane Relay are unlikely
to neet this property. FEthernet may have this property, and for that
reason this document focuses on Ethernet. Applications for other

hi gh- access-bandwi dth PW nmay be defined in the future.

This design applies to MPLS PW where it is meaningful to
de-construct the packets presented to the ingress PE into flows. The
nmechani sm described in this docunment pronotes the distribution of
flows within the PWover different network paths. In turn, this
means that whilst packets within a flow are delivered in order
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(subject to nornal |P delivery perturbations due to topol ogy
variation), order is no longer maintained for all packets sent over
the PW It is not proposed to associate a different sequence nunber
with each flow |If sequence nunber support is required, the flow

| abel mechani sm MUST NOT be used.

Where it is known that the traffic carried by the Ethernet PWis IP
the flows can be identified and napped to an ECMP. Such net hods
typically include hashing on the source and destination addresses,
the protocol ID and higher-layer flow dependent fields such as

TCP/ UDP ports, Layer 2 Tunneling Protocol version 3 (L2TPv3) Session
I Ds, etc.

Wiere it is known that the traffic carried by the Ethernet PWis
non-1P, techniques used for Iink bundling between Ethernet sw tches
may be reused. In this case, however, the latency distribution would
be larger than is found in the Iink bundle case. The acceptability
of the increased latency is for further study. O particular

i mportance, the Ethernet control franes SHOULD al ways be napped to
the same PSN path to ensure in-order delivery.

8.1. Equal Cost Miltiple Paths

ECVWP in packet switched networks is statistical in nature. The
mappi ng of flows to a particular path does not take into account the
bandwi dth of the flow being napped or the current bandw dth usage of
the menbers of the ECMP set. This sinplification works well when the
distribution of flows is evenly spread over the ECMP set and there
are a |large nunber of flows that have | ow bandwidth relative to the
paths. The randomallocation of a flowto a path provides a good
approxi mati on to an even spread of flows, provided that polarisation
effects are avoided. The nethod defined in this document has the
same statistical properties as an | P PSN

ECVMP is a | oad-sharing nechanismthat is based on sharing the |oad
over a nunber of |ayer 3 paths through the PSN. Oten, however,
multiple links exist between a pair of LSRs that are considered by
the 1GP to be a single link. These are known as link bundles. The
nmechani sm described in this docunent can also be used to distribute
the flows within a PWover the nenbers of the |ink bundl e by using
the flow | abel value to identify candidate flows. How that mapping
takes place is outside the scope of this specification. Sinlar
consi derations apply to Link Aggregation G oups.

There is no mechanismcurrently defined to indicate the bandwi dths in
use by specific flows using the fields of the MPLS shi m header.

Furt hernmore, since the semantics of the MPLS shim header are fully
defined in [ RFC3032] and [ RFC5462], those fields cannot be assigned
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8. 2.

semantics to carry this information. This docunent does not define
any semantic for use in the TTL or TC fields of the |label entry that
carries the flow | abel, but requires that the flow | abel itself be
selected with a high degree of entropy suggesting that the | abel

val ue should not be overl oaded with additional meaning in any
subsequent specification.

A different type of load balancing is the desire to carry a PWover a
set of PSN Iinks in which the bandwi dth of menbers of the link set is
| ess than the bandwi dth of the PW Proposals to address this problem
have been nade in the past [PWBONDI NG . Such a nmechani smcan be

consi dered conpl enentary to this nmechani sm

Li nk Aggregation G oups

A Link Aggregation Goup (LAG is used to bond together severa
physical circuits between two adjacent nodes so they appear to

hi gher-1 ayer protocols as a single, higher-bandwidth "virtual" pipe.
These nay coexist in various parts of a given network. An advantage
of LAGs is that they reduce the nunber of routing and signalling
protocol adjacenci es between devices, reducing control plane
processing overhead. As with ECMP, the key problemrelated to LAGs
is that due to inefficiencies in LAG |oad-distribution algorithms, a
particul ar conponent of a LAG nay experience congestion. The
mechani sm proposed here nmay be able to assist in producing a nore
uni formflow distribution

The sane considerations requiring a flowto go over a single nenber
of an ECWP set apply to a nenber of a LAG

8.3. Miltiple RSVP-TE Pat hs

In sone networks, it is desirable for a Label Edge Router (LER) to be
abl e to | oad-bal ance a PWacross nultiple Resource Reservation
Protocol - Traffic Engineering (RSVP-TE) tunnels. The flow | abel
mechani sm described in this docunent nmay be used to provide the LER
with the required flow infornmation and necessary entropy to provide
this type of |oad balancing. An exanple of such a case is the use of
the flow | abel mechanismin networks using a link bundle with the al
ones conponent [RFC4201].

Met hods by which the LER is configured to apply this type of ECWVP are
out side the scope of this docunent.
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8.4. The Single Large Fl ow Case

Clearly, the operator should make sure that the service offered using
PWtechnol ogy and the met hod described in this docunment do not exceed
t he maxi num pl anned |ink capacity, unless it can be guaranteed that
they conformto the Internet traffic profile of a very |arge nunber
of small flows.

If the NSP cannot access sufficient information to distinguish flows,
per haps because the protocol stack required parsing further into the
packet than it is able, then the functionality described in this
docunent does not give any benefits. The nost conmpn case where a
single flow dom nates the traffic on a PWis when it is used to
transport enterprise traffic. Enterprise traffic may well consist of
a single, large TCP flow, or encrypted flows that cannot be handl ed
by the nethods described in this docunent.

An operator has four options under these circunstances:

1. The operator can choose to do nothing, and the systemw Il work
as it does without the flow | abel

2. The operator can nmake the custoner aware that the service
offering has a restriction on flow bandwi dth and police flows to
that restriction. This would allow custoners offering multiple
flows to use a larger fraction of their access bandw dth, whil st
preventing a single flow fromconsuming a fraction of interna
i nk bandwi dth that the operator considered excessive.

3. The operator could configure the ingress PE to assign a constant
flow label to all high-bandwidth flows so that only one path was
af fected by these flows.

4. The operator could configure the ingress PE to assign a random
flow label to all high-bandwidth flows so as to minimse the
di sruption to the network at the cost of out-of-order traffic to
t he user.

The issues described above are nmitigated by the foll owing two
factors:

o Firstly, the custoner of a hi gh-bandwi dth PWservice has an
incentive to get the best transport service, because an
inefficient use of the PSN leads to jitter and eventually to | oss
to the PWs payl oad.
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o Secondly, the custoner is usually able to tailor their
applications to generate nany flows in the PSN. A well-known
exanpl e is massive data transport between servers that use nany
paral l el TCP sessions. This sane technique can be used by any
transport protocol: multiple UDP ports, nultiple L2TPv3 Sessi on
IDs, or nultiple Generic Routing Encapsul ati on (GRE) keys nay be
used to deconpose a large flow into snaller conponents. This
approach may be applied to | Psec [ RFC4301] where nultiple Security
Paranet er I ndexes (SPIs) nmay be allocated to the sanme security
associ ati on.

8.5. Applicability to MPLS-TP

The MPLS Transport Profile (MPLS-TP) [ RFC5654] Requirenent 44 states
that "MPLS-TP MUST support mechani snms that ensure the integrity of
the transported custoner’s service traffic as required by its

associ ated Service Level Agreenent (SLA). Loss of integrity may be
defined as packet corruption, reordering, or |oss during nornal
network conditions". |n addition, MPLS-TP nakes extensive use of the
fate sharing between OAM and data packets, which is defeated by the
flow LSE. The flow aware transport of a PWreorders packets and

t heref ore MUST NOT be depl oyed in a network conform ng to MPLS-TP,
unl ess these integrity requirenments specified in the SLA can be
sati sfi ed.

8.6. Asymmetric Operation

The protocol defined in this docunment supports the asymetric
inclusion of the flow LSE. Asymmetric operation can be expected when
there is asymmetry in the bandwi dth requirenents naking it
unprofitable for one PE to performthe flow classification, or when
that PE is otherwi se unable to performthe classification but is able
to receive flow | abel ed packets fromits peer. Asymretric operation
of the PWmay al so be required when one PE has a high transm ssion
bandwi dth requirenment, but has a need to receive the entire PWon a
single interface in order to performa processing operation that
requires the context of the conplete PW(for exanple, policing of the
egress traffic).

9. Applicability to MPLS LSPs

An extension of this technique is to create a basis for hash
diversity w thout having to peek below the | abel stack for IP traffic
carried over Label Distribution Protocol (LDP) LSPs. The
generalisation of this extension to MPLS has been described in

[ MPLS- ENTROPY]. This generalisation can be regarded as a
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10.

11.

12.

conpl enentary, but distinct, approach fromthe techni que described in
this docunent. While similar consideration may apply to the
identification of flows and the allocation of flow I abel values, the
flow |l abel s are inposed by different network conponents, and the
associ ated signalling nechanisns are different.

Security Considerations

The PWgeneric security considerations described in [ RFC3985] and the
security considerations applicable to a specific PWtype (for

exanple, in the case of an Ethernet PW][RFC4448]) apply. The
security considerations in [ RFC5920] al so apply.

Section 1.3 describes considerations that apply to the TTL val ue used
inthe flow LSE. The use of a TTL value of one prevents the
accidental forwarding of a packet based on the |abel value in the

fl ow LSE.

I ANA Consi der ati ons

| ANA naintains the registry "Pseudowi re Nane Spaces (PWE3)" with
sub-registry "Pseudowire Interface Paraneters Sub-TLV type Registry".
| ANA has registered the Flow Label Sub-TLV type in this registry.

Par anet er I D Length Description Ref er ence

0x17 4 FI ow Label RFC 6391
Congesti on Consi derations

The congestion considerations applicable to PW as described in
[ RFC3985] apply to this design

The ability to explicitly configure a PWto | everage the availability
of multiple ECMPs is beneficial to capacity planning as, all other
paraneters being constant, the statistical multiplexing of a larger
number of smaller flows is nore efficient than with a smaller numnber
of larger flows.

Note that if the classification into flows is only perforned on IP
packets, the behaviour of those flows in the face of congestion will
be as already defined by the | ETF for packets of that type, and no
addi ti onal congestion processing is required.

Where flows that are not I P are classified, PWcongestion avoi dance
nmust be applied to each non-1P | oad bal ance group
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