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Abst r act

Routing Bridges (RBridges) provide optinmal pair-w se forwarding

wi t hout configuration, safe forwarding even during periods of
tenporary | oops, and support for rmultipathing of both unicast and
multicast traffic. They achieve these goals using IS-IS routing and
encapsul ation of traffic with a header that includes a hop count.

RBri dges are conpatible with previous | EEE 802.1 custoner bridges as
well as IPv4 and | Pv6 routers and end nodes. They are as invisible
to current IP routers as bridges are and, like routers, they

term nate the bridge spanning tree protocol

The design supports VLANs and the optinization of the distribution of
nmul ti-destination frames based on VLAN I D and based on | P-derived

mul ticast groups. It also allows unicast forwarding tables at
transit RBridges to be sized according to the nunber of RBridges
(rather than the nunber of end nodes), which allows their forwarding
tables to be substantially smaller than in conventional custoner

bri dges.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6325
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1

I ntroduction

In traditional |Pv4 and I Pv6 networks, each subnet has a unique
prefix. Therefore, a node in nmultiple subnets has nultiple IP
addresses, typically one per interface. This also neans that when an
interface noves fromone subnet to another, it changes its IP
address. Adninistration of IP networks is conplicated because |P
routers require per-port subnet address configuration. Careful IP
address managenent is required to avoid creating subnets that are
sparsely popul ated, wasting addresses.

| EEE 802.1 bridges avoid these problens by transparently gl uing nmany
physical links into what appears to IP to be a single LAN [802.1D].
However, 802.1 bridge forwarding using the spanning tree protocol has
sone di sadvant ages:

0 The spanning tree protocol works by blocking ports, limting the
nunber of forwarding |inks, and therefore creates bottl enecks by
concentrating traffic onto selected |inks.

o0 Forwarding is not pair-w se shortest path, but is instead whatever
path remains after the spanning tree elim nates redundant paths.

0 The Ethernet header does not contain a hop count (or Tinme to Live
(TTL)) field. This is dangerous when there are tenporary | oops
such as when spanning tree nessages are | ost or conponents such as
repeaters are added.

0 VLANs can partition when the spanning tree reconfigures.

Thi s docunent presents the design for RBridges (Routing Bridges

[ RBridges]) that inplement the TRILL protocol and are poetically
sunmari zed bel ow. Rbridges conbine the advantages of bridges and
routers and, as specified in this docunent, are the application of
link state routing to the VLAN-aware customer bridging problem Wth
t he exceptions discussed in this docunent, RBridges can increnentally
repl ace | EEE [ 802. 1Q 2005] or [802.1D] custoner bridges.

Whil e RBridges can be applied to a variety of link protocols, this
speci fication focuses on | EEE [802.3] links. Use with other |ink
types is expected to be covered in other docunents.

The TRILL protocol, as specified herein, is designed to be a Loca
Area Network protocol and not designed with the goal of scaling
beyond the size of existing bridged LANs. For further discussion of
t he probl em domai n addressed by RBridges, see [ RFC5556].
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1.1. Al gorhynme V2, by Ray Perl ner

| hope that we shall one day see
A graph nore lovely than a tree.

A graph to boost efficiency
While still configuration-free.

A network where RBridges can
Rout e packets to their target LAN

The paths they find, to our elation,
Are | east cost paths to destination!

Wth packet hop counts we now see,
The network need not be | oop-free!

RBri dges work transparently,
Wthout a conmon spanning tree.

1.2. Normative Content and Precedence

The bul k of the normative material in this specification appears in

Sections 1 through 4. 1In case of conflict between provisions in
these four sections, the provision in the higher nunbered section
prevails.

1.3. Terminology and Notation in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

"TRILL" is the protocol specified herein while an "RBridge" is a
device that inplenents that protocol. The second letter in Rbridge
is case insensitive. Both Rbridge and RBridge are correct.

In this docunent, the term"link", unless otherw se qualified, neans
"bridged LAN', that is to say, the conbination of one or nore [802. 3]
links with zero or nore bridges, hubs, repeaters, or the like. The
term"sinple link" or the like is used indicate a point-to-point or
nmul ti-access link with no included bridges or RBridges.

In this docunent, the term"port", unless otherw se qualified,

i ncl udes physical, virtual [802.1AE], and pseudo [802.1X] ports. The
term "physical port" or the like is used to indicate the physica
poi nt of connection between an RBridge and a |ink
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A "canpus" is to RBridges as a "bridged LAN' is to bridges. An
RBri dge canpus consists of a network of RBridges, bridges, hubs,
repeaters, sinple links, and the like and it is bounded by end
stations and routers.

The term "spanning tree" in this docunent includes both classic
spanning tree and rapid spanning tree (as in the Rapid Spanning Tree
Pr ot ocol ).

Thi s docunent uses hexadeci mal notation for MAC addresses. Two
hexadeci mal digits represent each octet (that is, 8-bit byte), giving
the value of the octet as an unsigned integer. A hyphen separates
successive octets. This docunment consistently uses | ETF bit

ordering, although the physical order of bit transmi ssion within an
octet on an IEEE [802.3] link is fromthe | owest order bit to the

hi ghest order bit, the reverse of |ETF ordering

1.4. Categories of Layer 2 Franes
In this docunent, Layer 2 frames are divided into five categories:

Layer 2 control frames (such as Bridge PDUs (BPDUs))
native franmes (non-TRILL-encapsul ated data franes)
TRILL Data franmes (TRILL-encapsul ated data franes)
TRILL control frames

TRILL other frames

Oo0oo0oo0oo

The way these five types of franmes are distinguished is as follows:

o Layer 2 control franes are those with a nulticast destination
address in the range 01-80-C2-00-00-00 to 01-80-C2-00-00-0F or
equal to 01-80-C2-00-00-21. RBridges MJST NOT encapsul ate and
forward such franes, though they MAY, unless otherw se specified
in this docunent, performthe Layer 2 function (such as MAC- | evel
security) of the control frame. Frames with a destination address
of 01-80-C2-00-00-00 (BPDU) or 01-80-C2-00-00-21 (VLAN
Regi stration Protocol) are called "high-level control franes" in
this docunent. Al other Layer 2 control franes are called "I ow
| evel control franes"

o Native franmes are those that are not control frames and have an
Et hertype other than "TRILL" or "L2-1S-1S" and have a destination
MAC address that is not one of the 16 nulticast addresses reserved
for TRILL.

0o TRILL Data franes have the Ethertype "TRILL". |In addition, TRILL

data frames, if nulticast, have the nmulticast destination MAC
address "Al | - RBri dges"
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1.

(o]

TRILL control frames have the Ethertype "L2-1S-1S". |In addition,
TRILL control frames, if multicast, have the nulticast destination
MAC addresses of "All-1S-1S-RBridges". (Note that ESADI franes

| ook on the outside like TRILL data and are so handl ed but, when
decapsul ated, have the L2-1S-1S Ethertype.)

TRILL other franes are those with any of the 16 nulticast
destination addresses reserved for TRILL other than All-RBridges
and All-1S-1S-RBridges. RBridges conformant to this specification
MUST di scard TRILL ot her franes.

Acr onyns

AllL1ISs - Al Level 1 Internedi ate Systens

All1L2ISs - Al Level 2 Internedi ate Systens

BPDU - Bridge PDU

CHbH - Critical Hop-by-Hop

CItE - Critical Ingress-to-Egress

CSNP - Conpl ete Sequence Nunber PDU

DA - Destination Address

DR - Designated Router

DRB - Designated RBridge

EAP - Extensi bl e Authentication Protocol

ECVMP - Equal Cost Miultipath

El SS - Extended Internal Sublayer Service

ESADI - End-Station Address Distribution | nfornation

FCS - Franme Check Sequence

| EEE

GARP - Generic Attribute Registration Protocol

GVRP - GARP VLAN Regi stration Protocol

Institute of Electrical and El ectroni cs Engi neers

| GW - Internet G oup Managenent Protocol
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IP - Internet Protocol
IS 1S - Internediate Systemto Internediate System
ISS - Internal Sublayer Service

LAN - Local Area Network

LSP - Link State PDU

MAC - Medi a Access Control

M.D - Multicast Listener Discovery

MRD - Multicast Router Discovery

MIU - Maxi num Transmi ssion Unit

MVRP - Multiple VLAN Registration Protocol
NSAP - Network Service Access Point

P2P - Poi nt-to-point

PDU - Protocol Data Unit

PPP - Poi nt-to-Point Protocol

RBri dge - Routing Bridge

RPF - Reverse Path Forwardi ng

SA - Source Address

SNWP - Sinpl e Network Managenment Prot ocol
SPF - Shortest Path First

TLV - Type, Length, Value

TRILL - TRansparent |nterconnection of Lots of Links
VLAN - Virtual Local Area Network

VRP - VLAN Regi stration Protocol
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2.

2.

RBr i dges

Thi s section provides a high-level overview of RBridges, which
i npl ement the TRILL protocol, onmitting sone details. Sections 3 and
4 bel ow provide nore detail ed specifications.

TRILL, as described in this docunent and with the exceptions

di scussed herein, provides [802.1Q 2005] VLAN aware customer bridgi ng
service. As described below, TRILL is |layered above the ports of an
RBr i dge.

The RBridges specified by this docunent do not supply provider

[ 802. 1ad] or provider backbone [802.1ah] bridging or the Iike. The
extension of TRILL to provide such provider services is left for
future work that will be separately docunented. However, provider or
provi der backbone bridges may be used to interconnect parts of an
RBri dge canpus.

1. General Overview

RBridges run a link state protocol anongst thenselves. This gives
t hem enough i nformation to conpute pair-wi se optinmal paths for

uni cast, and calculate distribution trees for delivery of franes
either to destinations whose |ocation is unknown or to

mul ti cast/ broadcast groups [RBridges] [RP1999].

To mtigate tenporary | oop issues, RBridges forward based on a header
with a hop count. RBridges also specify the next hop RBridge as the
frame destination when forwardi ng uni cast franes across a shared-
medi a |ink, which avoi ds spawni ng additional copies of franes during
a tenporary loop. A Reverse Path Forwardi ng Check and ot her checks
are performed on nulti-destination franes to further contro
potentially looping traffic (see Section 4.5.2).

The first RBridge that a unicast franme encounters in a canpus, RBI1,
encapsul ates the received frame with a TRILL header that specifies
the | ast RBridge, RB2, where the frame is decapsulated. RB1l is known
as the "ingress RBridge" and RB2 is known as the "egress RBridge"

To save roomin the TRILL header and sinplify forwarding | ookups, a
dynami ¢ ni cknane acquisition protocol is run anong the RBridges to
sel ect 2-octet nicknanes for RBridges, unique within the canpus,
which are an abbreviation for the IS 1S ID of the RBridge. The
2-octet nicknanes are used to specify the ingress and egress RBridges
in the TRILL header.

Mul tipathing of nmulti-destination frames through alternative
distribution trees and ECVP (Equal Cost Miltipath) of unicast frames
are supported (see Appendix C).
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Networks with a nore nesh-like structure will benefit to a greater
extent fromthe nultipathing and optinmal paths provided by TRILL than
will nore tree-like networks.

RBridges run a protocol on a link to elect a "Designated RBridge"
(DRB). The TRILL-1S-1S election protocol onalink is alittle
different fromthe Layer 3 IS-1S [IS0L0589] election protocol,
because in TRILL it is essential that only one RBridge be el ected
DRB, whereas in Layer 3 1S 1S it is possible for nultiple routers to
be el ected Designated Router (also known as Designated | nternediate
System). As with an IS-1S router, the DRB nay give a pseudonode name
to the link, issue an LSP (Link State PDU) on behal f of the
pseudonode, and i ssues CSNPs (Conpl ete Sequence Nunber PDUs) on the
link. Additionally, the DRB has sone TRILL-specific duties,

i ncl udi ng specifying which VLAN will be the Designated VLAN used for
communi cati on between RBridges on that link (see Section 4.2.4.2).

The DRB ei ther encapsul at es/ decapsul ates all data traffic to/fromthe
link, or, for load splitting, delegates this responsibility, for one
or nore VLANs, to other RBridges on the link. There nust at al

times be at nost one RBridge on the link that
encapsul at es/ decapsul ates traffic for a particular VLAN. W will
refer to the RBridge appointed to forward VLAN-x traffic on behal f of
the link as the "appoi nted VLAN-x forwarder" (see Section 4.2.4.3).
(Section 2.5 discusses VLANs further.)

Rbri dges SHOULD support SNMPv3 [ RFC3411]. The Rbridge MB will be
specified in a separate docunment. |If IP service is available to an
RBridge, it SHOULD support SNWPv3 over UDP over |Pv4 [RFC3417] and

| Pv6 [ RFC3419]; however, managenent can be used, within a canpus

even for an RBridge that lacks an | P or other Layer 3 transport stack
or which does not have a Layer 3 address, by transporting SNMP with
Et hernet [ RFC4789].

2. 2. End- St ati on Addr esses

An RBridge, RB1l, that is the VLAN-x forwarder on any of its links
MJUST | earn the | ocation of VLAN-x end nodes, both on the Iinks for
which it is VLAN-x forwarder and on other links in the canpus. RB1
| earns the port, VLAN, and Layer 2 (MAC) addresses of end nodes on
links for which it is VLANNx forwarder fromthe source address of
frames received, as bridges do (for exanple, see Section 8.7 of

[ 802.1Q 2005]), or through configuration or a Layer 2 explicit
registration protocol such as | EEE 802. 11 associ ation and

aut hentication. RBl1 |learns the VLAN and Layer 2 address of distant
VLAN- x end nodes, and the corresponding RBridge to which they are
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attached, by | ooking at the ingress RBridge nickname in the TRILL
header and the VLAN and source MAC address of the inner frame of
TRILL Data franes that it decapsul ates

Additionally, an RBridge that is the appointed VLAN-x forwarder on
one or nore |links MAY use the End-Station Address Distribution
Informati on (ESADI) protocol to announce sone or all of the attached
VLAN- x end nodes on those |inks.

The ESADI protocol could be used to announce end nodes that have been
explicitly enrolled. Such information mght be nore authoritative
than that |learned fromdata franes bei ng decapsul ated onto the |ink
Al so, the addresses enrolled and distributed in this way can be nore
secure for two reasons: (1) the enrollnent m ght be authenticated
(for exanmple, by cryptographically based EAP net hods via [802.1X]),
and (2) the ESADI protocol al so supports cryptographic authentication
of its messages [ RFC5304] [RFC5310] for nore secure transm ssion

If an end station is unplugged fromone RBridge and plugged into
anot her, then, depending on circunstances, franes addressed to that
end station can be black-holed. That is, they can be sent just to
the ol der RBridge that the end station used to be connected to unti
cached address information at sone renote RBridge(s) tinmes out,
possi bly for a nunber of minutes or longer. Wth the ESAD protocol
the link interruption fromthe unpluggi ng can cause an i nmedi ate
update to be sent.

Even if the ESADI protocol is used to announce or learn attached end
nodes, RBridges MJST still learn fromreceived native franes and
decapsul ated TRILL Data franes unless configured not to do so.
Advertising end nodes using ESADI is optional, as is learning from

t hese announcenents.

(See Section 4.8 for further end-station address details.)
2.3. RBridge Encapsulation Architecture

The Layer 2 technol ogy used to connect Rbridges nay be either | EEE
[802.3] or sone other link technol ogy such as PPP [ RFC1661]. This is
possi bl e since the RBridge relay function is |layered on top of the
Layer 2 technol ogies. However, this docunent specifies only an | EEE
802. 3 encapsul ation

Figure 1 shows two RBridges, RBl1 and RB2, interconnected through an

Et hernet cloud. The Ethernet cloud may include hubs, point-to-point
or shared nedia, | EEE 802. 1D bridges, or 802.1Q bri dges.
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+o---- + \ C oud / +o---- +
Figure 1: Interconnected RBridges

Figure 2 shows the format of a TRILL data or ESADI frame traveling
t hrough the Ethernet cloud between RB1 and RB2.

o m e e e e e e e e me oo +
| Qut er Et hernet Header |
Fom e e e e e m o +
| TRI LL Header |
o e e e e e e e e e e e e oo +
| I nner Et hernet Header |
o m e e e e e e e e me oo +
| Et her net Payl oad |
Fom e e e e e m o +
| Et her net FCS |
o e e e e e e e e e e e e oo +

Figure 2: An Ethernet Encapsulated TRILL Frane

In the case of nmedia different from Ethernet, the header specific to
that medi a replaces the outer Ethernet header. For exanple, Figure 3
shows a TRILL encapsul ati on over PPP.

o m e e e e e e e e me oo +
| PPP Header |
Fom e e e e e m o +
| TRI LL Header |
o e e e e e e e e e e e e oo +
| I nner Et hernet Header |
o m e e e e e e e e me oo +
| Et her net Payl oad |
Fom e e e e e m o +
| PPP FCS |
o e e e e e e e e e e e e oo +

Figure 3: A PPP Encapsul ated TRILL Frane

The outer header is link-specific and, although this docunent
specifies only [802.3] links, other links are all owed.
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In both cases, the inner Ethernet header and the Ethernet Payl oad
cone fromthe original frane and are encapsulated with a TRILL header
as they travel between RBridges. Use of a TRILL header offers the
foll owi ng benefits:

1. loop mtigation through use of a hop count field;

2. elimnation of the need for end-station VLAN and MAC address
learning in transit RBridges;

3. direction of unicast franes towards the egress RBridge (this
enabl es uni cast forwarding tables of transit RBridges to be sized
with the nunber of RBridges rather than the total nunber of end
nodes); and

4. provision of a separate VLAN tag for forwarding traffic between
RBri dges, independent of the VLAN of the native frane.

When forwardi ng uni cast franes between RBridges, the outer header has
the MAC destination address of the next hop Rbridge, to avoid frane
duplication if the inter-RBridge link is nmulti-access. This also
enabl es mul ti pathing of unicast, since the transnitting RBridge can
specify the next hop. Having the outer header specify the
transmitting RBridge as the source address ensures that any bridges
inside the Ethernet cloud will not get confused, as they night be if
nmul ti pathing is in use and they were to see the original source or

i ngress RBridge in the outer header

2.4. Forwarding Overview

RBridges are true routers in the sense that, in the forwarding of a
frame by a transit RBridge, the outer Layer 2 header is replaced at
each hop with an appropriate Layer 2 header for the next hop, and a
hop count is decreased. Despite these nodifications of the outer
Layer 2 header and the hop count in the TRILL header, the origina
encapsul ated franme is preserved, including the original frane’'s VLAN
tag. See Section 4.6 for nore details.

From a forwardi ng standpoint, transit frames may be classified into
two categories: known-unicast and nmulti-destination. Layer 2 contro
franes and TRILL control and TRILL other frames are not transit
frames, are not forwarded by RBridges, and are not included in these
cat egori es.
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2.4.1. Known- Uni cast

These franes have a unicast inner MAC destination address
(I'nner. MacDA) and are those for which the ingress RBridge knows the
egress RBridge for the destination MAC address in the frame’s VLAN.

Such franes are forwarded Rbridge hop by Rbridge hop to their egress
Rbri dge.

2.4.2. Milti-Destination
These are frames that nust be delivered to nultiple destinations
Mul ti-destination frames include the follow ng:

1. unicast franes for which the |location of the destination is
unknown: the Inner.MacDA is unicast, but the ingress RBridge does
not know its location in the frame’'s VLAN

2. multicast frames for which the Layer 2 destination address is
derived froman IP nulticast address: the Inner.MacDA is
multicast, fromthe set of Layer 2 multicast addresses derived
fromlPv4d [RFCL1112] or |Pv6e [RFC2464] mnulticast addresses. These
franmes are handl ed sonewhat differently in different subcases

2.1. 1GW [RFC3376] and M.D [ RFC2710] nulticast group nenbership
reports

2.2. 1GWP [RFC3376] and M.D [ RFC2710] queries and MRD [ RFC4286]
announcenent nessages

2.3. other IP-derived Layer 2 nulticast franes

3. multicast frames for which the Layer 2 destination address is not
derived froman IP nulticast address: the Inner. MacDA is
mul ticast, and not fromthe set of Layer 2 nulticast addresses
derived fromIPv4 or IPv6 nulticast addresses

4. broadcast franes: the Inner. MacDA i s broadcast
( FF- FF- FF- FF- FF- FF) .

RBridges build distribution trees (see Section 4.5) and use these
trees for forwarding nulti-destination franes. Each distribution
tree reaches all RBridges in the canpus, is shared across all VLANs,
and may be used for the distribution of a native frame that is in any
VLAN. However, the distribution of any particular frame on a
distribution tree is pruned in different ways for different cases to
avoi d unnecessary propagation of the frane.
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2.5. RBridges and VLANs

A VLAN is a way to partition end nodes in a canpus into different
Layer 2 communities [802.1Q 2005]. Use of VLANs requires
configuration. By default, the port of receipt determ nes the VLAN
of a franme sent by an end station. End stations can also explicitly
insert this information in a frane.

| EEE [ 802. 1Q 2005] bridges can be configured to support multiple
customer VLANs over a single sinple Iink by inserting/renoving a VLAN
tag in the franme. VLAN tags used by TRILL have the same format as
VLAN tags defined in | EEE [802.1Q 2005]. As shown in Figure 2, there
are two places where such tags nmay be present in a TRILL-encapsul ated
frame sent over an | EEE [802.3] link: one in the outer header
(Quter.VLAN) and one in the inner header (Inner.VLAN). Inner and
outer VLANs are further discussed in Section 4.1.

RBri dges enforce delivery of a native frame originating in a
particular VLAN only to other links in the same VLAN, however, there
are a few differences in the handling of VLANs between an RBridge
canmpus and an 802.1 bridged LAN as descri bed bel ow

(See Section 4.2.4 for further discussion of TRILL IS-1S operation on
a link.)

2.5.1. Link VLAN Assunptions

Certain configurations of bridges may cause partitions of a VLAN on a
link. For such configurations, a frame sent by one RBridge to a

nei ghbor on that link mght not arrive, if tagged with a VLAN that is
partitioned due to bridge configuration.

TRILL requires at |least one VLAN per link that gives ful
connectivity to all the RBridges on that link. The default VLAN is
1, though RBridges nmay be configured to use a different VLAN. The
DRB dictates to the other RBridges which VLAN to use.

Since there will be only one appointed forwarder for any VLAN, say,
VLAN-x, on a link, if bridges are configured to cause VLAN-x to be
partitioned on a link, sone VLAN-x end nodes on that |ink may be
or phaned (unable to conmunicate with the rest of the canpus).

It is possible for bridge and port configuration to cause VLAN
mappi ng on a link (where a VLAN-x franme turns into a VLAN-y frane).
TRILL detects this by inserting a copy of the outer VLAN into TRILL-
Hel | o messages and checking it on receipt. |If detected, it takes
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steps to ensure that there is at nost a single appointed forwarder on
the Iink, to avoid possible frame duplication or |oops (see Section
4.4.5).

TRI LL behaves as conservatively as possible, avoiding | oops rather
than avoiding partial connectivity. As a result, |ack of
connectivity may result frombridge or port msconfiguration

2.6. RBridges and | EEE 802.1 Bridges

RBri dge ports are, except as described below, |ayered on top of |EEE
[ 802. 1Q 2005] port facilities.

2.6.1. RBridge Ports and 802.1 Layering

RBri dge ports make use of [802.1Q 2005] port VLAN and priority
processing. In addition, they MAY inplenent other |ower-level 802.1
protocols as well as protocols for the Iink in use, such as PAUSE
(Annex 31B of [802.3]), port-based access control [802.1X], MAC
security [802.1AE], or link aggregation [802.1AX].

However, RBridges do not use spanning tree and do not block ports as
spanning tree does. Figure 4 shows a high-level diagramof an
RBridge with one port connected to an | EEE 802.3 link. Single |ines
represent the flow of control information, double lines the flow of
both frames and control information.
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2.6.2. Increnental Depl oynent

Because RBridges are conpatible with | EEE [802. 1Q 2005] custoner

bri dges, except as discussed in this docunent, a bridged LAN can be
upgraded by increnmentally replacing such bridges with RBridges.

Bri dges that have not yet been replaced are transparent to RBridge
traffic. The physical links directly interconnected by such bridges,
together with the bridges thensel ves, constitute bridged LANs. These
bri dged LANs appear to RBridges to be multi-access |inks.

If the bridges replaced by RBridges were default configuration
bridges, then their RBridge replacenents will not require
configuration.

Because RBridges, as described in this docunent, only provide
customer services, they cannot replace provider bridges or provider
backbone bridges, just as a custoner bridge can't replace a provider
bridge. However, such provider devices can be part of the bridged
LAN between RBridges. Extension of TRILL to support provider
services is left for future work and will be separately docunented

O course, if the bridges replaced had any port |evel protocols
enabl ed, such as port-based access control [802.1X] or MAC security
[ 802. 1AE], replacenent RBridges would need the sane port |eve
protocol s enabled and sinilarly configured. |In addition, the

repl acenent RBridges woul d have to support the sane |ink type and
link I evel protocols as the replaced bridges.

An RBridge canmpus will work best if all |EEE [802.1D] and

[ 802. 1Q 2005] bridges are replaced with RBridges, assum ng the

RBri dges have the sanme speed and capacity as the bridges. However,
there nay be internedi ate states, where only sone bridges have been
repl aced by RBridges, with inferior performance.

See Appendi x A for further discussion of increnental deploynent.
3. Details of the TR LL Header

This section specifies the TRILL header. Section 4 bel ow provides
ot her RBridge design details.

3.1. TRILL Header For nat

The TRILL header is shown in Figure 5 and is independent of the data
link ayer used. Wen that layer is IEEE [802.3], it is prefixed
with the 16-bit TRILL Ethertype [ RFC5342], meking it 64-bit aligned.
If Op-Length is a nultiple of 64 bits, then 64-bit alignnment is
nornmal Iy mai ntained for the content of an encapsul ated frane.
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s i T S TR T E o h
| | R|M Op-Length| Hop Count |

T T o e e ettt S oI S R R S

| Egress RBri dge N cknane | Ingress RBridge N cknane

B T e o i S I i i S S N iy St S I S S

| Options...

ot o e e e e e e - -

Figure 5. TRILL Header

The header contains the following fields that are described in the
sections referenced:

o V (Version): 2-bit unsigned integer. See Section 3.2.
0 R (Reserved): 2 bits. See Section 3.3.
o M(Milti-destination): 1 bit. See Section 3.4.

0 Op-Length (Options Length): 5-bit unsigned integer. See Section
3.5.

0 Hop Count: 6-bit unsigned integer. See Section 3.6.

0 Egress RBridge N ckname: 16-bit identifier. See Section 3.7.1.

0 Ingress RBridge N cknane: 16-bit identifier. See Section 3.7.2.

0 Options: present if Op-Length is non-zero. See Section 3.8.
3.2. Version (V)

Version (V) is a 2-bit field. Version zero of TRILL is specified in
this docunent. An RBridge RB1 MJUST check the V field in a received
TRI LL-encapsul ated franme. |If the V field has a val ue not recognized
by RB1, then RB1L MJST silently discard the frane. The allocation of
new TRILL Version nunbers requires an | ETF Standards Action.

3.3. Reserved (R

The two R bits are reserved for future use in extensions to this
version zero of the TRILL protocol. They MJST be set to zero when
the TRILL header is added by an ingress RBridge, transparently copied
but ot herwi se ignored by transit RBridges, and ignored by egress

RBri dges. The allocation of reserved TRILL header bits requires an

| ETF Standards Action.
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3.4. Milti-destination (M

The Multi-destination bit (see Section 2.4.2) indicates that the
frame is to be delivered to a class of destination end stations via a
distribution tree and that the egress RBridge nickname field
specifies this tree. |In particular

0 M= 0 (FALSE) - The egress RBridge ni cknanme contains a nicknane of
the egress Rbridge for a known uni cast MAC address.

o0 M=1 (TRUE) - The egress RBridge nicknane field contains a
ni cknane that specifies a distribution tree. This nicknane is
sel ected by the ingress RBridge for a TRILL Data franme or by the
source RBridge for a TRILL ESADI franme.

3.5. Op-Length

There are provisions to express in the TRILL header that a franme is
using an optional capability and to encode information into the
header in connection with that capability.

The Op-Length header field gives the length of the TRILL header
options in units of 4 octets, which allows up to 124 octets of
options area. |If Op-Length is zero, there are no options present.
If options are present, they follow inmediately after the Ingress
Rbri dge Ni ckname field.

See Section 3.8 for nore information on TRILL header options.
3.6. Hop Count

The Hop Count field is a 6-bit unsigned integer. An Rbridge drops
franmes received with a hop count of zero, otherwise it decrenments the
hop count. (This behavior is different fromlPv4 and I Pv6 in order
to support the later addition of a traceroute-like facility that
woul d be able to get a hop count exceeded from an egress RBridge.)

For known uni cast franes, the ingress RBridge SHOULD set the Hop
Count in excess of the nunber of RBridge hops it expects to the
egress RBridge to allow for alternate routing later in the path.

For nmulti-destination franes, the Hop Count SHOULD be set by the

i ngress RBridge (or source RBridge for a TRILL ESADI frane) to at

| east the expected nunber of hops to the nost distant RBridge. To
acconplish this, RBridge RBn cal cul ates, for each branch from RBn of
the specified distribution tree rooted at RBi, the maxi num nunber of
hops in that branch
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Mul ti-destination franes are of particular danger because a | oop

i nvol ving one or nore distribution tree forks could result in the
rapi d generation of nultiple copies of the frane, even with the
normal hop count mechanism It is for this reason that multi-
destination frames are subject to a stringent Reverse Path Forwarding
Check and ot her checks as described in Section 4.5.2. As an optiona
additional traffic control neasure, when forwarding a multi-
destination frame onto a distribution tree branch, transit RBridge
RBm MAY decrease the hop count by nore than 1, unless decreasing the
hop count by nore than 1 would result in a hop count insufficient to
reach all destinations in that branch of the tree rooted at RBi.
Using a hop count close or equal to the m ninum needed on nulti-
destination frames provi des additional protection against problens
with tenporary | oops when forwarding.

Al t hough the RBridge MAY decrease the hop count of nulti-destination
franes by nore than 1, under the circunstances descri bed above, the
RBridge forwarding a frame MJST decrease the hop count by at least 1
and discards the frame if it cannot do so because the hop count is O.
The option to decrease the hop count by nore than 1 under the

ci rcunmst ances descri bed above applies only to nulti-destination
franes, not to known unicast franes.

3.7. RBridge N cknanes

Ni cknames are 16-bit dynamically assigned quantities that act as
abbreviations for RBridges’ 1S-1S IDs to achieve a nore conpact
encodi ng and can be used to specify potentially different trees with
the sane root. This assignnent allows specifying up to 2**16

RBri dges; however, the value 0x0000 is reserved to indicate that a
ni cknane is not specified, the values OxFFCO through OXFFFE are
reserved for future specification, and the value OxFFFF is
permanently reserved. RBridges piggyback a ni ckname acquisition
protocol on the link state protocol (see Section 3.7.3) to acquire
one or nore ni cknanmes uni que within the canpus.

3.7.1. Egress RBridge N ckname

There are two cases for the contents of the egress RBridge nicknane
field, depending on the Mbit (see Section 3.4). The nicknanme is
filled in by the ingress RBridge for TRILL Data frames and by the
source RBridge for TRILL ESADI franes.

o For known unicast TRILL Data franes, M == 0 and the egress RBridge
ni cknanme field specifies the egress RBridge; that is, it specifies
the RBridge that needs to renove the TRILL encapsul ation and
forward the native frame. Once the egress nicknane field is set,
it MJUST NOT be changed by any subsequent transit RBridge.
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3.7.

3.7

Per

o For multi-destination TRILL Data franes and for TRILL ESAD
frames, M == 1. The egress RBridge nicknane field contains a
ni ckname specifying the distribution tree selected to be used to
forward the frame. This root nickname MJUST NOT be changed by
transit RBridges.

2. Ingress RBridge Ni ckname

The ingress RBridge nickname is set to a nicknanme of the ingress
RBridge for TRILL Data franes and to a nicknane of the source RBridge
for TRILL ESADI franes. |If the RBridge setting the ingress nicknane
has nultiple nicknanes, it SHOULD use the sane nicknane in the
ingress field whenever it encapsulates a frane with any particul ar

I nner. MacSA and I nner.VLAN value. This sinplifies end node | earning.

Once the ingress nickname field is set, it MJUST NOT be changed by any
subsequent transit RBridge.

.3. RBridge Nicknanme Sel ection

The ni cknanme sel ection protocol is piggybacked on TRILL IS-1S as
fol |l ows:

o The nicknane or nicknanes being used by an RBridge are carried in
an | S-1S TLV (type-length-value data elenent) along with a
priority of use value [RFC6326]. Each RBridge chooses its own
ni ckname or ni cknanes

o Nicknane val ues MAY be configured. An RBridge that has been
configured with one or nore nicknane values will have priority for
t hose ni cknane val ues over all Rbridges with non-configured
ni cknanes.

o The nicknane val ue 0x0000 and t he val ues from OxFFCQO t hrough
OXFFFF are reserved and MJUST NOT be selected by or configured for
an RBridge. The value 0x0000 is used to indicate that a ni cknane
i s not known.

0 The priority of use field reported with a nickname is an unsi gned
8-bit value, where the nost significant bit (0x80) indicates that
t he ni cknane val ue was configured. The bottom 7 bits have the
default val ue 0x40, but MAY be configured to be sone ot her val ue.
Additionally, an RBridge MAY increase its priority after holding a
ni cknane for sone anount of time. However, the nost significant
bit of the priority MJUST NOT be set unless the nicknane val ue was
confi gured.
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0 Once an RBridge has successfully acquired a nicknane, it SHOULD
attenpt to reuse it in the case of a reboot.

o0 Each RBridge is responsible for ensuring that its nicknanme or each
of its nicknanmes is unique. |If RB1 chooses nicknanme x, and RB1
di scovers, through receipt of an LSP for RB2 at any later tineg,
that RB2 has al so chosen x, then the RBridge or pseudonode with
the nunerically higher 1S-1SID (LAN ID) keeps the nicknane, or if
there is atie in priority, the RBridge with the nunerically
higher IS-1S System I D keeps the nicknanme, and the other RBridge
MUST sel ect a new nickname. This can require an RBridge with a
configured nicknane to select a replacenent nicknane.

0 To minimze the probability of nicknane collisions, an RBridge
sel ects a nicknanme randomy fromthe apparently avail abl e
ni cknanmes, based on its copy of the link state. This random
sel ection can be by the RBridge hashing sone of its paraneters,
e.g., System D, tinme and date, and other entropy sources, such as
those given in [ RFC4086], each tinme or by the RBridge using such
hashing to create a seed and neki ng any sel ecti ons based on
pseudo-random nunbers generated fromthat seed [ RFC4086]. The
random nunmbers or seed and the al gorithmused SHOULD rmeke
uniformy distributed selections over the avail abl e ni cknanes.
Convergence to a nickname-collision-free canpus is accel erated by
sel ecting new ni cknanes only fromthose that appear to be
avai |l abl e and by having the highest priority nicknane involved in
a nickname conflict retain its value. There is no reason for al
Rbridges to use the sanme algorithmfor selecting nicknanes.

o |If two RBridge canpuses nerge, then transient nicknane collisions
are possible. As soon as each RBridge receives the LSPs fromthe
ot her RBridges, the RBridges that need to change nicknames sel ect
new ni cknanes that do not, to the best of their know edge, collide
wi th any existing nicknanmes. Sonme RBridges may need to change
ni cknanmes nore than once before the situation is resolved

0 To minimze the probability of a new RBridge usurping a ni ckname
already in use, an RBridge SHOULD wait to acquire the link state
dat abase from a nei ghbor before it announces any ni cknanes that
were not configured.

0 An RBridge by default has only a single nicknane but MAY be
configured to request nultiple nicknanmes. Each such nicknane
woul d specify a shortest path tree with the RBridge as root but,
since the tree nunber is used in tiebreaking when there are
mul ti ple equal cost paths (see Section 4.5.1), the trees for the
different nicknames will likely utilize different links. Because
of the potential tree conputation load it inposes, this capability
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to request nultiple nicknames for an RBridge should be used
sparingly. For exanple, it should be used at a few RBridges that,
because of canpus topol ogy, are particularly good places from
which to calculate multiple different shortest path distribution
trees. Such trees need separate nicknames so traffic can be

mul ti pat hed across them

o If it is desired for a pseudonode to be a tree root, the DRB MAY
request one or nore nicknanmes in the pseudonode LSP

Every nicknanme in use in a canpus identifies an RBridge (or
pseudonode) and every nicknane designates a distribution tree rooted
at the RBridge (or pseudonode) it identifies. However, only a
limted nunber of these potential distribution trees are actually
computed by all the RBridges in a campus as di scussed in Section 4.5.

3.8. TRILL Header Options

Al'l Roridges MJUST be able to skip the nunber of 4-octet chunks

i ndi cated by the Op-Length field (see Section 3.5) in order to find
the inner frame, since RBridges nust be able to find the destination
MAC address and VLAN tag in the inner frame. (Transit RBridges need
such information to filter VLANs, IP nulticast, and the |like. Egress
Rbri dges need to find the inner header to correctly decapsul ate and
handl e the inner frane.)

To ensure backward-conpati bl e safe operation, when Op-Length is non-
zero indicating that options are present, the top two bits of the
first octet of the options area are specified as foll ows:

R R B T T T
| CHbH | CItE | Reserved |
R R B T T T e

Figure 6: Options Area Initial Flags Cctet

If the CHbH (Critical Hop-by-Hop) bit is one, one or nore critica
hop- by-hop options are present. Transit RBridges that do not support
all of the critical hop-by-hop options present, for exanple, an

RBri dge that supported no options, MJST drop the frane. |If the CHbH
bit is zero, the frane is safe, fromthe point of view of options
processing, for a transit RBridge to forward, regardl ess of what
options that RBridge does or does not support. A transit RBridge
that supports none of the options present MJST transparently forward
the options area when it forwards a frane.

If the CItE (Critical Ingress-to-Egress) bit is one, one or nore
critical ingress-to-egress options are present. If it is zero, no
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such options are present. |If either CHbH or CItE i s non-zero, egress
RBri dges that don't support all critical options present, for
exanpl e, an RBridge that supports no options, MJST drop the frane.

If both CHbH and CItE are zero, the frane is safe, fromthe point of
view of options, for any egress RBridge to process, regardl ess of
what options that RBridge does or does not support.

Options, including the nmeaning of the bits | abeled as Reserved in
Figure 6, will be further specified in other docunents and are
expected to include provisions for hop-by-hop and ingress-to-egress
options as well as critical and non-critical options.

Not e: Most RBridge inplenentations are expected to be optimzed for
t he sinplest and nost comon cases of frane forwardi ng and
processing. The inclusion of options may, and the inclusion of
complex or lengthy options likely will, cause frame processing
using a "slow path" with inferior performance to "fast path"
processing. Limted slow path throughput may cause such franes to
be di scarded.

4. Oher RBridge Design Details

Section 3 above specifies the TRILL header, while this section
specifies other RBridge design details.

4.1. FEthernet Data Encapsul ation

TRILL data and ESADI franes in transit on Ethernet |inks are
encapsul ated with an outer Ethernet header (see Figure 2). This
out er header |ooks, to a bridge on the path between two RBridges,
i ke the header of a regular Ethernet frane; therefore, bridges
forward the frame as they nornmally would. To enable RBridges to
di stinguish such TRILL Data franmes, a new TRILL Ethertype (see
Section 7.2) is used in the outer header.

Figure 7 details a TRILL Data frame with an outer VLAN tag traveling
on an Ethernet Iink as shown at the top of the figure, that is,
between transit RBridges RB3 and RB4. The native frame originated at
end station ESa, was encapsul ated by ingress RBridge RB1, and will
ultimtely be decapsul ated by egress RBridge RB2 and delivered to
destination end station ESb. The encapsul ati on shown has the
advantage, if TRILL options are absent or the I ength of such options
is anultiple of 64 bits, of aligning the original Ethernet franme at
a 64-bit boundary.

Wien a TRILL Data franme is carried over an Ethernet cloud, it has
three pairs of addresses:

Perl man, et al. St andards Track [ Page 27]



RFC 6325 RBri dge Prot ocol July 2011

0 CQuter Ethernet Header: Quter Destination MAC Address (Quter. MacDA)
and Quter Source MAC Address (Quter.MacSA): These addresses are
used to specify the next hop RBridge and the transnmitting RBridge,
respectively.

0 TRILL Header: Egress Nicknane and |Ingress N cknane. These specify
ni cknanes of the egress and ingress RBridges, respectively, unless
the frame is nmulti-destination, in which case the Egress N cknane
specifies the distribution tree on which the frame is being sent.

0 |Inner Ethernet Header: |nner Destination MAC Address (I nner. MacDA)
and | nner Source MAC Address (I nner.MacSA): These addresses are as
transmitted by the original end station, specifying, respectively,
the destination and source of the inner frane.

A TRILL Data frane also potentially has two VLAN tags, as discussed

in Sections 4.1.2 and 4.1.3 below, that can carry two different VLAN
Identifiers and specify priority.
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Figure 7: TRILL Data Encapsul ati on over Ethernet
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4.1.1. VLAN Tag Infornation

A "VLAN Tag" (formerly known as a Qtag), also known as a "C-tag" for
customer tag, includes a VLAN ID and a priority field as shown in
Figure 8. The "VLAN ID' may be zero, indicating that no VLAN is
specified, just a priority, although such franes are called "priority
tagged" rather than "VLAN tagged" [802.1Q 2005].

Use of [802.1ad] S-tags, al so known as service tags, and use of
stacked tags, are beyond the scope of this docunent.

T S

| Priority | C| VLAN | D
B S T S T T S S

Figure 8: VLAN Tag I nformation

As recommended in [802.1Q 2005], Rbridges SHOULD be inpl emented so as
to allow use of the full range of VLAN IDs from 0x001 through OxFFE
Rbri dges MAY support a smaller number of sinmultaneously active VLAN
IDs. VLAN ID zero is the null VLAN identifier and indicates that no
VLAN i s specified while VLAN I D OxFFF is reserved.

The VLAN I D OxFFF MUST NOT be used. Rbridges MJST discard any frane
they receive with an Quter.VLAN I D of OxFFF. Rbridges MJST discard
any frame for which they exam ne the Inner.VLAN ID and find it to be
OxFFF; such exam nation is required at all egress Rbridges that
decapsul ate a frane.

The "C'" bit shown in Figure 8 is not used in the Inner.VLAN in TRILL.
It MUST be set to zero there by ingress RBridges, transparently
forwarded by transit RBridges, and is ignored by egress RBridges.

As specified in [802.1Q 2005], the priority field contains an

unsi gned value fromO through 7 where 1 indicates the | owest
priority, 7 the highest priority, and the default priority zero is
considered to be higher than priority 1 but |ower than priority 2.
The [802. 1ad] anmendnent to [802.1Q 2005] pernits napping sone

adj acent pairs of priority levels into a single priority level with
and without drop eligibility. Ongoing work in | EEE 802.1 (802. laz,
Appendi x E) suggests the ability to configure "priority groups" that
have a certain guaranteed bandwi dth. RBridges ports MAY al so

i mpl ement such options. RBridges are not required to inplenent any
particul ar nunber of distinct priority levels but may treat one or
nore adj acent priority levels in the sane fashion
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Frames with the same source address, destination address, VLAN, and
priority that are received on the sane port as each other and are
transmitted on the sane port MJUST be transnmitted in the order

recei ved unless the RBridge classifies the franes into nore fine-
grained flows, in which case this ordering requirenment applies to
each such flow. Frames in the sanme VLAN with the sane priority and
received on the sane port nmay be sent out different ports if

mul ti pathing is in effect. (See Appendix C.)

The C-Tag Ethertype [ RFC5342] is 0x8100.
4.1.2. Inner VLAN Tag

The "Inner VLAN Tag Information" (lnner.VLAN) field contains the VLAN
tag informati on associated with the native frame when it was

i ngressed or the VLAN tag information associated with a TRILL ESAD
franme when that frane was created. Wien a TRILL frane passes through
a transit RBridge, the Inner.VLAN MUST NOT be changed except when
VLAN mapping is being intentionally perforned within that RBridge.

Wien a native frane arrives at an RBridge, the associated VLAN | D and
priority are deternined as specified in [802.1Q 2005] (see Appendix D
and [802. 1Q 2005], Section 6.7). |If the RBridge is an appointed
forwarder for that VLAN and the delivery of the frame requires

transmi ssion to one or nore other links, this ingress RBridge forms a
TRILL Data frane with the associated VLAN ID and priority placed in
the Inner.VLAN i nformation

The VLAN ID is required at the ingress Rbridge as one elenent in
determ ning the appropriate egress Rbridge for a known uni cast frane
and is needed at the ingress and every transit Rbridge for nulti-
destination frames to correctly prune the distribution tree.

4.1.3. CQuter VLAN Tag

TRILL frames sent by an RBridge, except for sonme TRILL-Hello franes,
use an Quter.VLAN ID specified by the Designated RBridge (DRB) for
the link onto which they are being sent, referred to as the
Designated VLAN. For TRILL data and ESADI franmes, the priority in
the Quter.VLAN tag SHOULD be set to the priority in the Inner.VLAN
tag.

TRILL frames forwarded by a transit RBridge use the priority present
in the Inner.VLAN of the frame as received. TRILL Data franes are
sent with the priority associated with the corresponding native frane
when received (see Appendix D). TRILL IS 1S frames SHOULD be sent
with priority 7.
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Whet her an Quter.VLAN tag actually appears on the wire when a TRILL
frame is sent depends on the configuration of the RBridge port
through which it is sent in the same way as the appearance of a VLAN
tag on a frame sent by an [802.1Q 2005] bridge depends on the
configuration of the bridge port (see Section 4.9.2).

4.1.4. Frane Check Sequence (FCS)

Each Ethernet franme has a single Frame Check Sequence (FCS) that is
computed to cover the entire frame, for detecting frame corruption
due to bit errors on a link. Thus, when a frame is encapsul ated, the
original FCS is not included but is discarded. Any received frane
for which the FCS check fails SHOULD be discarded (this nmay not be
possible in the case of cut through forwarding). The FCS normally
changes on encapsul ati on, decapsul ation, and every TRILL hop due to
changes in the outer destination and source addresses, the
decrenenting of the hop count, etc.

Al though the FCS is normally cal culated just before transmission, it
is desirable, when practical, for an FCS to acconpany a frane within
an RBridge after receipt. That FCS could then be dynamnically updated
to account for changes to the frame during Rbridge processing and
used for transm ssion or checked against the FCS cal cul ated for frane
transmi ssion. This optional, nore continuous use of an FCS woul d be
hel pful in detecting sone internal RBridge failures such as nenory
errors.

4.2. Link State Protocol (IS 19)

TRILL uses an extension of IS 1S [I1S0OL0589] [RFCL195] as its routing
protocol. 1S-1S has the follow ng advant ages:

0o It runs directly over Layer 2, so therefore it may be run wi thout
configuration (no I P addresses need to be assigned).

0 It is easy to extend by defining new TLV (type-Ilength-value) data
el ements and sub-el enents for carrying TRILL i nformation

This section describes TRILL use of IS-1S, except for the TRILL-Hello
protocol, which is described in Section 4.4, and the MIU probe and
MIU- ack nessages that are described in Section 4.3.

4.2.1. 1S 1S RBridge ldentity

Each RBridge has a unique 48-bit (6-octet) 1S-1S SystemID. This ID
may be derived fromany of the RBridge’ s uni que MAC addresses.
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A pseudonode is assigned a 7-octet 1D by the DRB that created it, by
taking a 6-octet I D owned by the DRB, and appendi ng anot her octet.
The 6-octet ID used to forma pseudonode | D SHOULD be the DRB's ID
unl ess the DRB has to create I Ds for pseudonodes for nore than 255
links. The only constraint for correct operation is that the 7-octet
I D be unique within the canpus, and that the 7th octet be nonzero.

An RBridge has a 7-octet ID consisting of its 6-octet systemID
concatenated with a zero octet.

In this docunent, we use the term"IS- 1S ID' to refer to the 7-octet
quantity that can be either the ID of an RBridge or a pseudonode.

4.2. 2. IS-1S I nstances

TRILL inplenents a separate 1S-1S instance fromany used by Layer 3,
that is, different fromthe one used by routers. Layer 3 1S1S
franmes nmust be distinguished fromTRILL IS-1S franmes even when those
Layer 3 1S 1S franes are transiting an RBridge canpus.

Layer 3 IS-1S native franes have special mnulticast destination
addresses specified for that purpose, such as AllL1ISs or AllL2ISs.
When they are TRILL encapsul ated, these nulticast addresses appear as
the Inner. MacDA and the Quter. MacDA will be the All-RBridges
nmul ti cast address.

Wthin TRILL, there is an IS-IS instance across all Rbridges in the
canmpus as described in Section 4.2.3. This instance uses TRILL IS1S
franes that are distinguished by having a different Ethertype
"L2-1S1S". Additionally, for TRILL IS-IS frames that are nulticast,
there is a distinct multicast destination address of
All-1S-1S-RBridges. TRILL IS 1S franes do not have a TRILL header.

ESADI is a separate protocol fromthe IS 1S instance inplenmented by
all the RBridges. There is a separate ESADI instance for each VLAN,
and ESADI frames are encapsul ated just like TRILL Data franmes. After
the TRILL header, the ESADI frame has an inner Ethernet header with
the Inner. MacDA of "All-ESAD -RBri dges" and the "L2-1S-1S" Ethertype
foll owed by the ESADI frane.

4.2.3. TRILL I SIS Franes

Al'l Roridges MJUST participate in the TRILL IS-1S instance, which
constitutes a single Level 1 1S-1S area using the fixed area address
zero. TRILL IS-1S franes are never forwarded by an RBridge but are

| ocally processed on receipt. (Such processing may cause the RBridge
to send additional TRILL I1S-1S frames.)
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A TRILL IS-1S frane on an 802.3 link is structured as shown bel ow.

Al'l such frames are Ethertype encoded. The RBridge port out of which
such a frame is sent will strip the outer VLAN tag if configured to
do so.

Quter Ethernet Header
T T i e i i e T e b s S S SN S
All-1S-1S-RBridges Miulticast Address |
R Lt e e o e e el t s ok b NI IR SRR S
Al'l-1S-1S-RBridges continued | Source RBridge MAC Address |
B i T o S o i S S i s S S S S S S
Source RBridge MAC Address continued |
s i T St e i s it I S S S S S S
Et hertype = C-Tag [802.1Q 2005]| Quter.VLAN Tag I nfornmation
i T e i a  E t E i i s e SR R S
| L2-1S- 1S Ethertype |
B il i S S S S S T S S
| S-1S Payl oad:
R i e i i e e o i N SR S S
| IS 1S Comobn Header, |S-1S PDU Specific Fields, 1S 1S TLVs

|
+-
|
+-
|
+-
|

Frame Check Sequence:
B T e o i S I i i S S N iy St S I S S
| FCS (Frane Check Sequence)
T e e i i e e e £ o S HI SR N S

Figure 9: TRILL IS IS Frame For mat

The VLAN specified in the Quter.VLAN information will be the
Desi gnated VLAN for the Iink on which the frame is sent, except in
the case of sonme TRILL Hell os.

4.2.4. TRILL Link Hellos, DRBs, and Appointed Forwarders

RBri dges default to using TRILL Hell os unless, on a per-port basis,
they are configured to use P2P Hellos. TRILL-Hello franes are
specified in Section 4.4,

RBri dges are nornmally configured to use P2P Hellos only when there
are exactly two of themon a link. However, it can occur that

RBri dges are misconfigured as to which type of hello to use. This is
safe but may cause |ack of RBridge-to-RBridge connectivity. An

RBri dge port configured to use P2P Hellos ignores TRILL Hellos, and
an RBridge port configured to use TRILL Hellos ignores P2P Hell os.

If any of the RBridge ports on a link is configured to use TRILL

Hel | os, one of such RBridge ports using TRILL Hellos is el ected DRB
(Designated RBridge) for the link. This election is based on
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configured priority (nost significant field), and source MAC address,
as communicated by TRILL-Hello frames. The DRB, as described in
Section 4.2.4.2, designates the VLAN to be used on the link for

i nter-RBridge communication by the non-P2P RBridge ports and appoints
itself or other RBridges on the link as appointed forwarder (see
Section 4.2.4.3) for VLANs on the link.

4,.2.4.1. P2P Hel | o Li nks

RBri dge ports can be configured to use IS-IS P2P Hellos. This
inplies that the port is a point-to-point |link to another RBridge.

An RBridge MUST NOT provide any end-station (native frane) service on
a port configured to use P2P Hell os.

As with Layer 3 IS-1S, such P2P ports do not participate in a DRB

el ection. They send all frames VLAN tagged as being in the Desired
Desi gnat ed VLAN configured for the port, although this tag nmay be
stripped if the port is so configured. Since all traffic through the
port should be TRILL franmes or Layer 2 control franes, such a port
cannot be an appointed forwarder. RBridge P2P ports MJST use the

| S-1S three-way handshake [ RFC5303] so that extended circuit I1Ds are
associated with the Iink for tie breaking purposes (see Section
4.5.2).

Even if all sinple links in a network are physically point-to-point,
if some of the nodes are bridges, the bridged LANs that include those
bri dges appear to be multi-access links to attached RBridges. This
woul d necessitate using TRILL Hellos for proper operation in many
cases.

Wiile it is safe to erroneously configure ports as P2P, this may
result in lack of connectivity.

4.2.4.2. Designated RBridge

TRILL 1S-1S elects one RBridge for each LAN link to be the Designated
RBridge (DRB), that is, to have special duties. The Designated
RBri dge:

0 Chooses, for the link, and announces in its TRILL Hellos, the
Desi gnated VLAN ID to be used for inter-RBridge conmunication.
This VLAN is used for all TRILL-encapsul ated data and ESADI franes
and TRILL I1S-1S franes except sone TRILL-Hello franes.

o If thelink is represented in the IS-IS topology as a pseudonode,

chooses a pseudonode I D and announces that in its TRILL Hellos and
i ssues an LSP on behal f of the pseudonode.

Perl man, et al. St andards Track [ Page 35]



RFC 6325 RBri dge Prot ocol July 2011

0 |ssues CSNPs.

0 For each VLAN-x appearing on the Iink, chooses an RBridge on the
link to be the appointed VLAN-x forwarder (the DRB MAY choose
itself to be the appointed VLAN-x forwarder for all or sone of the
VLANS) .

0o Before appointing a VLAN-x forwarder (including appointing
itself), wait at least its Holding Tinme (to ensure it is the DRB)

o If configured to send TRILL-Hello franes, continues to send them

on all its enabled VLANs that have been configured in the
Announci ng VLANs set of the DRB, which defaults to all enabled
VLANSs.

4.2.4.3. Appointed VLAN-x Forwarder

The appointed VLAN-x forwarder for a link is responsible for the
followi ng points. 1In connection with the |oop avoidance points, when
an appointed forwarder for a port is "inhibited", it drops any native
franes it receives and does not transmt but instead drops any native
franes it decapsulates, in the VLAN for which it is appointed.

0 Loop avoi dance:

- Inhibiting itself for a time, configurable per port from zero
to 30 seconds, which defaults to 30 seconds, after it sees a
root bridge change on the Iink (see Section 4.9.3.2).

- Inhibiting itself for VLAN-x, if it has received a Hello in
whi ch the sender asserts that it is appointed forwarder and
that is either
+ received on VLAN-x (has VLAN-x as its CQuter.VLAN) or
+ was originally sent on VLAN-x as indicated inside the body

of the Hello.

- Optionally, not decapsulating a frane fromingress RBridge RBm
unless it has RBnis LSP, and the root bridge on the link it is
about to forward onto is not listed in RBms |ist of root
bridges for VLAN-x. This is known as the "decapsul ati on check"
or "root bridge collision check"

o0 Unless inhibited (see above), receiving VLAN-x native traffic from
the link and forwarding it as appropriate.

0 Receiving VLAN-x traffic for the Iink and, unless inhibited,

transmitting it in native formafter decapsulating it as
appropri ate.
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0 Learning the MAC address of |ocal VLAN-x nodes by |ooking at the
source address of VLAN-x frames fromthe |ink

0 Optionally learning the port of |ocal VLAN-x nodes based on any
sort of Layer 2 registration protocols, such as | EEE 802.11
associ ation and authentication

0 Keeping track of the { egress RBridge, VLAN, MAC address } of
di stant VLAN-x end nodes, |earned by |ooking at the fields
{ ingress RBridge, Inner.VLAN ID, Inner.MacSA } from VLAN x franes
bei ng received for decapsul ation onto the Iink.

0 Optionally observe native | GW [RFC3376], M.D [ RFC2710], and MRD
[ RFC4286] frames to learn the presence of |ocal nulticast
listeners and multicast routers.

0 Optionally listening to TRILL ESADI nessages for VLAN-x to |learn
{ egress RBridge, VLAN-x, MAC address } triplets and the
confidence | evel of such explicitly advertised end nodes.

0 Optionally advertising VLAN-x end nodes, on links for which it is
appoi nted VLAN-x forwarder, in ESADI nessages.

0 Sending TRILL-Hello franes on VLAN-x unl ess the Announci ng VLANs
set for the port has been configured to disable them

o Listening to BPDUs on the common spanning tree to |earn the root
bridge, if any, for that link and to report in its LSP the
compl ete set of root bridges seen on any of its links for which it
i s appoi nted forwarder for VLAN X.

When an appoi nted forwarder observes that the DRB on a |ink has
changed, it no longer considers itself appointed for that |ink unti
appoi nted by the new DRB.

4.2.4.4., TRILL LSP Information

The information itenms in the TRILL IS-1S LSP that are menti oned

el sewhere in this docunent are listed below Unless an itemis
stated in the list belowto be optional, it MJST be included. Oher
items MAY be included unless their inclusion is prohibited el sewhere
in this docunent. The actual encoding of this infornmation and the

I S-1S Type or sub-Type values for any new I S-1S TLV or sub-TLV data
el enments are specified in separate docunments [ RFC6165] [ RFC6326] .

1. The IS-1S IDs of neighbors (pseudonodes as well as RBridges) of

RBri dge RBn, and the cost of the link to each of those nei ghbors.
RBri dges MJST use the Extended IS Reachability TLV (#22, also
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known as "wide netric" [RFC5305]) and MJUST NOT use the IS
Reachability TLV (#2, also known as "narrow netric"). To
facilitate efficient operation w thout configuration and
consistent with [802.1D], RBridges SHOULD, by default, set the
cost of alink to the integer part of twenty trillion

(20, 000, 000, 000, 000) divided by the RBridge port’s bit rate but
not nore than 2**24-2 (16,777,214); for exanple, the cost for a
link accessed by a 1CGbhps port would default to 20,000. (Note that
2**24-1 has a special neaning in IS 1S and woul d exclude the |ink
from SPF routes.) However, the link cost MY, by default, be
decreased for aggregated |inks and/or increased to not nore than
2**24-2 if the link appears to be a bridged LAN. The tested MIU
for the link (see Section 4.3) MAY be included via a sub-TLV.

2. The following information in connection with the nicknane or each
of the nicknanmes of RBridge RBn:

2.1. The nicknanme value (2 octets).

2.2. The unsigned 8-bit priority for RBn to have that nicknane
(see Section 3.7.3).

2.3. The 16-bit unsigned priority of that nicknane to beconming a
distribution tree root.

3. The maxi mum TRI LL Header Version supported by RBridge RBn.

4. The following information, in addition to the per-nickname tree
root priority, in connection with distribution tree determ nation
and announcenent. (See Section 4.5 for further details on how
this information is used.)

4.1. An unsigned 16-bit nunber that is the nunber of trees al
RBridges in the canpus calculate if RBn has the highest
priority tree root.

4.2. A second unsigned 16-bit nunber that is the nunber of trees
RBn would |ike to use.

4.3. Athird unsigned 16-bit nunber that is the maxi mum nunber of
distribution trees that RBn is able to cal cul ate.

4.4, Afirst list of nicknames that are intended distribution
trees for all RBridges in the canmpus to cal cul ate.

4.5. A second list of nicknanes that are distribution trees RBn
woul d like to use when ingressing nulti-destination franes.
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5. The list of VLAN IDs of VLANs directly connected to RBn for |inks
on which RBn is the appointed forwarder for that VLAN. (Note: An
RBri dge nay advertise that it is connected to additional VLANs in
order to receive additional frames to support certain VLAN based
features beyond the scope of this specification as mentioned in
Section 4.8.4 and in a separate docunment concerni ng VLAN mappi ng
i nside RBridges.) RBridges nay associate advertised connectivity
to different groups of VLANs with specific nicknanes they hold.
In addition, the LSP contains the followi ng information on a per-
VLAN basi s:

5.1. Per-VLAN Multicast Router attached flags: This is two bits of
information that indicate whether there is an | Pv4 and/ or
| Pv6 nulticast router attached to the Rbridge on that VLAN
An RBridge that does not do I P rmulticast control snooping
MUST set both of these bits (see Section 4.5.4). This
information is used because | GW [ RFC3376] and M.D [ RFC2710]
Menber ship Reports MJST be transmitted to all links with IP
nmul ticast routers, and SHOULD NOT be transmitted to |inks
wi t hout such routers. Also, all franmes for |P-derived
mul ticast addresses MUST be transnmitted to all links with IP
multicast routers (within a VLAN), in addition to links from
which an I P node has explicitly asked to join the group the
frame is for, except for sone IP nulticast addresses that
MJUST be treated as broadcast.

5.2. Per-VLAN nandat ory announcement of the set of |Ds of Root
bridges for any of RBn’s |links on which RBn is appointed
forwarder for that VLAN. \Where MSTP (Multiple Spanning Tree
Protocol) is running on a link, this is the root bridge of
the CI ST (Common and Internal Spanning Tree). This is to
qui ckly detect cases where two Layer 2 clouds accidentally
get nerged, and where there might otherw se tenporarily be
two DRBs for the sane VLAN on the sanme link. (See Section
4.2.4.3.)

5.3. Optionally, per-VLAN Layer 2 nulticast addresses derived from
I Pv4 | GW and | Pv6 M.D notification nessages received from
attached end nodes on that VLAN, indicating the |ocation of
listeners for these nulticast addresses (see Section 4.5.5).

5.4. Per-VLAN ESADI protocol participation flag, priority, and
holding tine. |If this flag is one, it indicates that the
RBri dge wi shes to receive such TRILL ESADI frames (see
Section 4.2.5.1).

5.5. Per-VLAN appointed forwarder status |ost counter (see Section
4.8.3).
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6. Optionally, the largest TRILL 1S-1S frane that the RBridge can
handl e using the originatingLSPBufferSize TLV #14 (see Section
4.3).

7. Optionally, a list of VLAN groups where address learning is shared
across that VLAN group (see Section 4.8.4). Each VLAN group is a
list of VLAN IDs, where the first VLANID Ilisted in a group, if
present, is the "primary" and the others are "secondary". This is
to detect misconfiguration of features outside the scope of this
docunent. RBridges that do not support features such as "shared
VLAN | earning” ignore this field.

8. Optionally, the Authentication TLV #10 (see Section 6).
4.2.5. The TRILL ESADI Protocol

RBri dges that are the appointed VLAN-x forwarder for a |ink MAY
participate in the TRILL ESAD protocol for that VLAN. But all
transit RBridges MJST properly forward TRILL ESADI frames as if they
were multicast TRILL Data franes. TRILL ESADI franes are structured
like 1S-1S frames but are always TRILL encapsulated on the wire as if
they were TRILL Data franes.

Because of this forwarding, it appears to the ESADH protocol at an
RBridge that it is directly connected by a shared virtual link to all
ot her RBridges in the canmpus running ESADI for that VLAN. RBridges
that do not inplenent the ESADI protocol or are not appointed
forwarder for that VLAN do not decapsul ate or |locally process any
TRILL ESADI frames they receive for that VLAN. In other words, these
frames are transparently tunnel ed through transit RBridges. Such
transit RBridges treat themexactly as nmulticast TRILL Data franes
and no special processing is invoked due to such forwarding.

TRI LL ESADI franmes sent on an | EEE 802.3 link are structured as shown

bel ow. The outer VLAN tag will not be present if it was stripped by
the port out of which the frane was sent.
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Qut er Et hernet Header:
B Lt r s i i i o o T s ks S R S
| Next Hop Destination Address |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| Next Hop Destination Address | Sending RBridge MAC Address |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
Sendi ng RBridge Port MAC Address |
B i T e S i i i i T S S e e S i o i I T N S
Et hertype = C-Tag [802.1Q 2005]| Quter.VLAN Tag I nfornmation |
B T T o S T o il s S S S S S i S il i

TRI LL Header:
B e s S S S i S T e T s i S S S S
Et hertype = TRILL | V| R|MOp-Length] Hop Count |
B e S S i i i T e s aiks S S S S S S
Egress (Dist. Tree) Nicknane | Ingress (Origin) N cknane |
B ik T T S S S e i ik i i R e e S T S T R e e R e e e e =

B e s S S S i S T e T s i S S S S
Al'l - ESADI - RBri dges Multicast Address |
B i T e S i i i i T S S e e S i o i I T N S
Al'l - ESADI - RBri dges continued | Oigin RBridge MAC Address |
B T T o S T o il s S S S S S i S il i
Origin RBridge MAC Address conti nued |
B e s S S S i S T e T s i S S S S
Et hertype = C-Tag [802. 1Q 2005]| Inner.VLAN Tag | nformation |
B e S S i i i T e s aiks S S S S S S

Et hertype = L2-1S-1S |

B i i S S S Tk i o

ESADI Payl oad (formatted as IS-1S):

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| IS 1S Comon Header, |S-1S PDU Specific Fields, 1S 1S TLVs |

|
+
|
+
L
+
|
+
|
+
| nner Et hernet Header:
+
|
+
|
+
|
+
|
+
|

Franme Check Sequence:
B T T T o o S S S e i S S Tk e e Y S
| FCS (Frane Check Sequence)
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 10: TRILL ESADH Frane For nat

The Next Hop Destination Address or CQuter.MacDA is the All-RBridges
mul ti cast address. The VLAN specified in the Quter.VLAN information
will always be the Designated VLAN for the link on which the franme is
sent. The V and Rfields will be zero while the Mfield will be one.
The VLAN specified in the Inner.VLAN information will be the VLAN to
whi ch the ESADI frame applies. The Oigin RBridge MAC Address or

I nner. MacSA MUST be a gl obally uni que MAC address owned by the
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RBri dge originating the ESADI frane, for exanple, any of its port MAC
addresses, and each RBri dge MJST use the sane |Inner.MacSA for all of
the ESADI frames that RBridge originates

4.2.5.1. TRILL ESADI Participation

An RBridge does not send any Hell os because of participation in the
ESADI protocol. The information available in the TRILL IS-1S link
state database is sufficient to determine the ESADI DRB on the
virtual link for the ESAD protocol for each VLAN. |In particular,
the link state database information for each RBridge includes the
VLANs, if any, for which that RBridge is participating in the ESAD
protocol, its priority for being selected as DRB for the ESAD
protocol for each of those VLANs, its holding tine, and its IS-IS
system I D for breaking ties in priority.

An RBridge need not performany routing cal cul ati on because of
participation in the ESADI protocol. Since all RBridges
participating in ESADI for a particular VLAN appear to be connected

to the sanme single virtual link, there are no routing decisions to be
made. A participating RBridge nerely transnmits the ESADI franes it
originates on this virtual link.

The ESADI DRB sends TRILL-ESADI - CSNP frames on the ESADI virtua

link. For robustness, a participating RBridge that deternines that
sonme ot her RBridge should be ESADI DRB on such a virtual |ink but has
not received or sent a TRILL-ESADI-CSNP in at |east the ESAD DRB

hol ding tine MAY also send a TRI LL-ESADI -CSNP on the virtual link. A
participating RBridge that determ nes that no other RBridges are
participating in the ESADI protocol for a particular VLAN SHOULD NOT
send ESADI information or TRILL-ESADI -CSNPs on the virtual link for

t hat VLAN.

4.2.5.2. TRILL ESAD |nfornation

The information distributed with the ESADI protocol is the list of

| ocal end-station MAC addresses known to the originating RBridge and,
for each such address, a one-octet unsigned "confidence" rating in
the range 0-254 (see Section 4.8).

It is intended to optionally provide for VLAN ID translation within
RBri dges, as specified in [ VLAN-MAPPING . This includes translating
TRILL ESADI frames. |f TRILL ESADI frames could contain VLAN IDs in
arbitrary internal locations, such translation would be inpracti cal
Thus, TRILL ESADI franmes MJST NOT contain the VLAN ID of the VLAN to
which they apply in the body of the frane after the Inner.VLAN tag.
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4.2.6. SPF, Forwardi ng, and Anbi guous Desti nations

This section describes the logical result desired. Alternative
i mpl ement ati on net hods may be used as |ong as they produce the same
forwar di ng behavi or.

When building a forwarding table, an RBridge RB1 cal cul ates shortest
paths fromitself as described in Appendix C 1 of [RFC1195].

Ni cknames are added into the shortest path calculation as a fina
step, just as with an end node. |If multiple RBridges, say, RBa and
RBb, claimthe sanme nicknane, this is a transitory condition and one
of RBa or RBb will defer and choose a new ni ckname. However, RB1
sinmply adds that nickname as if it were attached to both RBa and RBb,
and uses its standard shortest path calculation to choose the next
hop.

An ingress RBridge RB2 maps a native frane’s known uni cast
destination MAC address and VLAN into an egress RBridge nicknane. |If
RB2 | earns addresses only fromthe observation of received and
decapsul ated franmes, then such MAC addresses cannot be duplicated
within a VLAN in RB2 tables because nore recent |earned information
if of a higher or equal confidence, overwites previous information
and, if of a |lower confidence, is ignored. However, duplicates of
the sane MAC within a VLAN can appear in ESADI data and between ESAD
data and addresses | earned fromthe observation of received and
decapsul ated franmes, entered by manual configuration, or |earned

t hrough Layer 2 registration protocols. |If duplicate MAC addresses
occur within a VLAN, RB2 sends franmes to the MAC with the highest
confidence. |If confidences are also tied between the duplicates, for

consistency it is suggested that RB2 direct all such franes (or al
such franes in the sane ECVMP flow) toward the sane egress RBridge;
however, the use of other policies will not cause a network problem
since transit RBridges do not exanine the |Inner.MacDA for known

uni cast framnes

4.3. Inter-RBridge Link MIU Size

There are two reasons why it is inportant to know what size of frane
each inter-RBridge link in the canmpus can support:

1. RBridge RB1 nust know the size of link state information nessages
it can generate that will be guaranteed to be forwardabl e across
all inter-RBridge links in the canpus.

2. If traffic engineering tools know which |inks support larger than

m ni mal |y acceptabl e data packet sizes, paths can be conputed that
can support |arge data packets.
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4.3.1. Determning Canpus-Wde TRILL IS-1S MU Si ze

In a stable canpus, there nust ultimately be agreenent anong all

RBri dges on the value of "Sz", the mininum acceptable inter-RBridge
link size for the canpus, for the proper operation of TRILL IS-1S.
Al'l RBridges MJUST format their link state informati on nessages to be
in chunks of size no |larger than what they believe Sz to be. Also,
every RBridge RB1 SHOULD test each of its RBridge adjacencies, say,
to RB2, to ensure that the RB1-RB2 |ink can forward packets of at

| east size Sz.

Sz has no direct effect on end stations and is not directly rel ated
to any end-station-to-end-station "path MIU'. Methods of using Sz or
any link MU information gathered by TRILL IS-ISin the traffic

engi neering of routes or the determination of any path MIU is beyond
the scope of this docunent. Native frames that, after TRILL
encapsul ati on, exceed the MU of a link on which they are sent will
general ly be di scarded.

Sz is deternmined by having each RBridge (optionally) advertise, in
its LSP, its assunption of the value of the canpus-wide Sz. This LSP
element is known in IS 1S as the originati ngLSPBufferSize, TLV #14.
The default and m ni mum value for Sz, and the inplicitly advertised
value of Sz if the TLV is absent, is 1470 octets. This length (which
is also the maxi mum size of a TRILL-Hello) was chosen to nake it
extremely unlikely that a TRILL control frame, even with reasonabl e
addi ti onal headers, tags, and/or encapsul ation, would encounter MIU
probl enms on an inter-RBridge |ink

The canpus-wi de value of Sz is the smallest value of Sz advertised by
any RBri dge.

4.3.2. Testing Link MU Size
There are two new TRILL I S-1S nmessage types for use between pairs of

RBri dge nei ghbors to test the bidirectional packet size capacity of
their connection. These nessages are:

-- MIU probe
-- MU ack

Both the MIU-probe and the MIU-ack are padded to the size being
t est ed.

Sendi ng of MIU-probes is optional; however, an RBridge RB2 that

recei ves an MIU-probe from RB1 MJST respond with an MIU-ack padded to
the sane size as the MIU-probe. The MIU-probe MAY be nulticast to
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Al'l -RBridges, or unicast to a specific RBridge. The MIU-ack is
normal Iy unicast to the source of the MIU-probe to which it responds
but MAY be nulticast to All-RBridges

If RB1 fails to receive an MIU-ack to a probe of size X from RB2
after k tries (where k is a configurable paraneter whose default is
3), then RB1 assunes the RB1-RB2 |ink cannot support size X. If Xis
not greater than Sz, then RBl sets the "failed m ninum MIU test" fl ag
for RB2 in RB1's Hello. |If size X succeeds, and X > Sz, then RB1
advertises the largest tested X for each adjacency in the TRILL
Hel l os RB1 sends on that link, and RB1 MAY advertise X as an
attribute of the link to RB2 in RBl's LSP

4.4, TRILL-Hello Protoco

The TRILL-Hello protocol is alittle different fromthe Layer 3 1S 1S
LAN Hell o protocol and uses a new type of IS 1S nmessage known as a
TRI LL- Hel | o.

4.4.1. TRILL-Hello Rationale

The reason for defining this newtype of link in TRILL is that in
Layer 3 1S 1S, the LAN Hello protocol may elect multiple Designated
Routers (DRs) since, when choosing a DR, routers ignore other routers
with whom they do not have 2-way connectivity. Also, Layer 3 1S-1S
LAN Hel |l os are padded, to avoid forning adjacenci es between nei ghbors
that can’t speak the maxi mum si zed packet to each other. This neans,
in Layer 3 1S-1S, that neighbors that have connectivity to each
other, but with an MIU on that connection | ess than what they
perceive as maxi num si zed packets, will not see each other’s Hell os
The result is that routers nmight formcliques, resulting in the link
turning into multiple pseudonodes.

This behavior is fine for Layer 3, but not for Layer 2, where |oops
may formif there are multiple DRBs. Therefore, the TRILL-Hello
protocol is a little different fromLayer 3 1S 1S s LAN Hello

pr ot ocol

One other issue with TRILL-Hellos is to ensure that subsets of the

i nformati on can appear in any single nessage, and be processable, in
the spirit of 1S 1S LSPs and CSNPs. TRILL-Hello franes, even though
they are not padded, can becone very large. An exanple where this

m ght be the case is when sone sort of backbone technol ogy

i nterconnects hundreds of TRILL sites over what would appear to TRILL
to be a giant Ethernet, where the RBridges connected to that cloud

wi || perceive that backbone to be a single link with hundreds of

nei ghbors.

Perl man, et al. St andards Track [ Page 45]



RFC 6325 RBri dge Prot ocol July 2011

In TRILL (unlike in Layer 3 1S-1S), the DRB is sel ected based solely
on priority and MAC address. In other words, if RB2 receives a
TRILL-Hello fromRB1 with higher (priority, MAC), RB2 defers to RB1
as DRB, regardl ess of whether RB1 lists RB2 in RBl's TRILL-Hello.

Al t hough the neighbor list in a TRILL-Hello does not influence the
DRB el ection, it does determ ne what is announced in LSPs. RB1l only
reports links to RBridges with which it has two-way connectivity. |If
RB1 is the DRB on a link, and for whatever reason (MU ni smatch, or
one-way connectivity) RB1 and RB2 do not have two-way connectivity,
then RB2 does not report a link to RB1 (or the pseudonode), and RBl
(or RB1 on behalf of the pseudonode) does not report a link to RB2.

4.4.2. TRILL-Hello Contents and Tining

The TRILL-Hello has a new | S-1S nessage type. It starts with the
same fixed header as an I S-1S LAN Hell o, which includes the 7-bit
priority for the issuing RBridge to be DRB on that link. TRILL-
Hell os are sent with the sane tinmng as 1S-1S LAN Hel |l os.

TRI LL- Hel | o messages, including their Quter.MacDA and Quter. MacSA,

but excl uding any Quter.VLAN or other tags, MJST NOT exceed 1470
octets in length and SHOULD NOT be padded. The follow ng information
MUST appear in every TRILL-Hello. References to "TLV' nay actually
be a "sub-TLV' as specified in separate docunents [ RFC6165]

[ RFC6326] .

1. The VLAN ID of the Designated VLAN for the |ink.

2. A copy of the Quter.VLAN ID with which the Hell o was tagged on
sendi ng.

3. A 16-bit port ID assigned by the sending RBridge to the port the
TRILL-Hello is sent on such that no two ports of that RBridge have
the sane port ID.

4. A nicknane of the sending RBridge.

5. Two flags as foll ows:

5.a. Aflag that, if set, indicates that the sender has detected
VLAN mapping on the link, within the past 2 of its Holding
Ti nes.

5.b. Aflag that, if set, indicates that the sender believes it is

appoi nted forwarder for the VLAN and port on which the TRILL-
Hell o was sent.
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The follow ng informati on MAY appear

1. The set of VLANs for which end-station service is enabled on the
port.

2. Several flags as follows:

2.a. Aflag that, if set, indicates that the sender’s port was
configured as an access port.

2.b. Aflag that, if set, indicates that the sender’s port was
configured as a trunk port.

2.c. A bypass pseudonode flag, as described belowin this section

3. If the sender is the DRB, the Rbridges (excluding itself) that it
appoints as forwarders for that link and the VLANs for which it
appoints them As described below, this TLV is designed so that
not all the appointnent information need be included in each
Hello. Its absence neans that appointed forwarders shoul d
continue as previously assigned.

4. The TRILL neighbor list. This is a new TLV, not the sane as the
I S-1S Neighbor TLV, in order to accomobdate fragnentation and
reporting MIU on the Iink (see Section 4.4.2.1).

The Appoi nted Forwarders TLV specifies a range of VLANs and, within
that range, specifies which Rbridge, if any, other than the DRB, is
appoi nted forwarder for the VLANs in that range [ RFC6326].
Appointing an RBridge as forwarder on a port for a VLAN that is not
enabl ed on that port has no effect.

It is anticipated that many |inks between RBridges will be point-to-
point, in which case using a pseudonode nerely adds to the
complexity. |If the DRB specifies the bypass pseudonode bit inits
TRILL-Hell os, the RBridges on the link just report their adjacencies
as point-to-point. This has no effect on how LSPs are flooded on a
link. It only affects what LSPs are generat ed.

For exanple, if RB1L and RB2 are the only RBridges on the |link and RB1
is the DRB, then if RB1 creates a pseudonode that is used, there are
3 LSPs: for, say, RB1.25 (the pseudonode), RB1, and RB2, where RB1.25
reports connectivity to RBl and RB2, and RB1 and RB2 each just say
they are connected to RB1.25. Wiereas if DRB RBl sets the bypass
pseudonode bit in its Hellos, then there will be only 2 LSPs: RB1 and
RB2 each reporting connectivity to each other.
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A DRB SHOULD set the bypass pseudonode bit for its Iinks unless, for
a particular link, it has seen at |least two sinultaneous adjacencies
on the Iink at some point since it |ast rebooted.

4.4.2.1. TRILL Neighbor List

The new TRILL Nei ghbor TLV includes the follow ng information for
each neighbor it lists:

1. The nei ghbor’s MAC address.

2. MIU size to this neighbor as a 2-octet unsigned integer in units
of 4-octet chunks. The value zero indicates that the MU is
unt est ed.

3. Aflag for "failed mninum MU test".

To allow partial reporting of neighbors, the neighbor | Ds MIUST be
sorted by ID. If a set of neighbors { X1, X2, X3, ... Xn} is
reported in RBl's Hello, then X1 < X2 < X3, ... < Xn. |f RBridge
RB2's IDis between X1 and Xn, and does not appear in RB1's Hello,
then RB2 knows that RB1 has not heard RB2's Hell o.

Additionally there are two overall TRILL Neighbor List TLV flags:
"the smallest ID I reported in this Hello is the smallest ID of any
nei ghbor", and "the largest IDI| reported in this Hello is the

| argest 1D of any neighbor". If all the neighbors fit in RBl's
TRILL-Hell o, both flags will be set.

If RBL reports { X1, ... Xn} inits Hello, with the "snmallest" flag
set, and RB2’s IDis snaller than X1, then RB2 knows that RB1 has not
heard RB2's Hello. Similarly, if RB2’s IDis larger than Xn and the
"largest" flag is set, then RB2 knows that RB1 has not heard RB2's
Hel | o.

To ensure that any RBridge RB2 can definitively determ ne whether RB1
can hear RB2, RB1's neighbor |ist MJST eventually cover every
possi bl e range of IDs, that is, within a period that depends on RBl's
policy and not necessarily within any specific period such as the
holding tinme. In other words, if X1 is the smallest ID reported in
one of RBl's neighbor lists, and the "snmallest" flag is not set, then
X1 MJUST al so appear as the largest ID reported in a different TRILL-
Hel | o neighbor list. O, fragnents may overlap, as long as there is
no gap, such that sone range, say, between Xi and Xj, never appears
in any fragnent.
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4.4.3. TRILL MIU-Probe and TRILL Hell o VLAN Taggi ng

The MIU- probe nechanismis designed to determine the MIU for
transm ssi ons between RBridges. MIU probes and probe
acknow edgenents are only sent on the Designated VLAN.

An RBridge RBn nmintains for each port the sane VLAN i nfornmation as a
customer | EEE [802. 1Q 2005] bridge, including the set of VLANs

enabl ed for output through that port (see Section 4.9.2). In
addition, RBn maintains the follow ng TRI LL-specific VLAN paraneters
per port:

a) Desired Designated VLAN: the VLAN that RBn, if it is the DRB,
will specify inits TRILL-Hellos as the VLAN to be used by all
RBridges on the link to communicate all TRILL franes, except
some TRILL-Hellos. This MJST be a VLAN enabled on RBn’s port.
It defaults to the nunerically | owest enabled VLAN ID, which is
VLAN 1 for a default configuration RBridge.

b) Designated VLAN:. the VLAN being used on the Iink for all TRILL
frames except some TRILL Hellos. This is RBn's Desired
Designated VLAN if RBn believes it is the DRB or the Designated
VLAN in the DRB's Hellos if RBn is not the DRB.

c) Announcing VLANs set. This defaults to the enabled VLANs set
on the port but may be configured to be a subset of the enabled
VLANs.

d) Forwarding VLANs set: the set of VLANs for which an RBridge
port is appointed VLAN forwarder on the port. This MJST
contain only enabled VLANs for the port, possibly all enabl ed
VLANSs.

On each of its ports that is not configured to use P2P Hellos, an
RBri dge sends TRILL-Hellos Quter.VLAN tagged with each VLAN in a set
of VLANs. This set depends on the RBridge’'s DRB status and the above
VLAN paraneters. RBridges send TRILL Hellos Quter.VLAN tagged with

t he Designated VLAN, unless that VLAN is not enabled on the port. In
addition, the DRB sends TRILL Hellos Quter.VLAN tagged with each
enabled VLAN in its Announcing VLANs set. All non-DRB RBridges send
TRILL-Hel l os Quter.VLAN tagged with all enabled VLANs that are in the
intersection of their Forwardi ng VLANs set and their Announci ng VLANs
set. Mre synbolically, TRILL-Hello franes, when sent, are sent as
fol | ows:

If sender is DRB
i ntersection ( Enabl ed VLANs,
union ( Designated VLAN, Announcing VLANs ) )

Perl man, et al. St andards Track [ Page 49]



RFC 6325 RBri dge Prot ocol July 2011

I f sender is not DRB
i ntersection ( Enabl ed VLANs,
uni on ( Designated VLAN,
i ntersection ( Forwardi ng VLANs, Announcing VLANs ) ) )

Configuring the Announcing VLANs set to be null mnimzes the nunber
of TRILL-Hellos. |In that case, TRILL-Hellos are only tagged with the
Desi gnated VLAN. Great care should be taken in configuring an
RBridge to not send TRILL Hellos on any VLAN where that RBridge is
appoi nted forwarder as, under some circunstances, failure to send
such Hellos can lead to | oops.

The nunber of TRILL-Hellos is nmaximzed, within this specification,
by configuring the Announcing VLANs set to be the set of all enabled
VLAN | Ds, which is the default. |In that case, the DRB will send
TRILL-Hello frames tagged with all its Enabled VLAN tags; in
addition, any non-DRB RBridge RBn will send TRILL-Hello frames tagged
with the Designated VLAN, if enabled, and tagged with all VLANs for
which RBn is an appointed forwarder. (It is possible to send even
nore TRILL-Hellos. In particular, non-DRB RBridges could send TRILL-
Hell os on enabl ed VLANs for which they are not an appointed forwarder
and which are not the Designated VLAN. This would cause no harm
other than a further conmmuni cati ons and processi ng burden.)

When an RBridge port cones up, until it has heard a TRILL-Hello from
a higher priority RBridge, it considers itself to be DRB on that port
and sends TRILL-Hellos on that basis. Simlarly, even if it has at
some tinme recogni zed sone other RBridge on the link as DRB, if it
receives no TRILL-Hellos on that port froman RBridge w th higher
priority as DRB for a long enough tine, as specified by ISIS, it
will revert to believing itself DRB.

4.4.4. Miltiple Ports on the Sane Link

It is possible for an RBridge RBl1 to have nultiple ports to the same
link. It is inmportant for RBl1 to recognize which of its ports are on
the sane link, so, for instance, if RBl is appointed forwarder for
VLAN A, RB1 knows that only one of its ports acts as appointed
forwarder for VLAN A on that |ink.

RB1 detects this condition based on receiving TRILL-Hel |l o nessages
with the sanme | S-1S pseudonode ID on nultiple ports. RB1 mght have
one set of ports, say, { pl, p2, p3 } on one link, and another set of
ports { p4, p5 } on a second link, and yet other ports, say, p6, p7,
p8, that are each on distinct links. Let us call a set of ports on
the sane Iink a "port group".
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If RBL detects that a set of ports, say, { pl, p2, p3 }, is a port
group on a link, then RB1 MJST ensure that it does not cause | oops
when it encapsul ates and decapsul ates traffic fromto that link. |If
RB1 i s appointed forwarder for VLAN A on that Ethernet |ink, RB1 MJST
encapsul at e/ decapsul ate VLAN A on only one of the ports. However, if
RB1 i s appointed forwarder for nore than one VLAN, RB1 MAY choose to
|l oad split anobng its ports, using one port for sone set of VLANs, and
anot her port for a disjoint set of VLANs.

If RB1 detects VLAN mappi ng occurring (see Section 4.4.5), then RB1
MUST NOT | oad split as appointed forwarder, and instead MJST act as
appoi nted VLAN forwarder on that link on only one of its ports in the
port group.

When forwardi ng TRI LL-encapsul ated nulti-destination frames to/froma
link on which RBl1 has a port group, RB1 MAY choose to |load split
anong its ports, provided that it does not duplicate franes, and
provided that it keeps frames for the sane flow on the sane port. |If
RB1' s nei ghbor on that |ink, RB2, accepts nulti-destination franes on
that tree on that Iink fromRBl, RB2 MJST accept the frane from any
of RB2’'s adjacencies to RB1 on that |ink

If an RBridge has nore than one port connected to a |ink and those
ports have the sanme MAC address, they can be distinguished by the
port ID contained in TRILL-Hell os.

4.4.5. VLAN Mapping within a Link

| EEE [ 802. 1Q 2005] does not provide for bridges changing the Ctag
VLAN I D for a tagged frane they receive, that is, mappi ng VLANs.
Nevert hel ess, sone bridge products provide this capability and, in
any case, bridged LANs can be configured to display this behavior
For exanple, a bridge port can be configured to strip VLAN tags on
out put and send the resulting untagged franmes onto a link leading to
anot her bridge’s port configured to tag these frames with a different
VLAN. Al though each port’'s configuration is |egal under

[ 802. 1Q 2005], in the aggregate they perform nmani pul ati ons not
permitted on a single customer [802.1Q 2005] bridge. Since RBridge
ports have the sanme VLAN capabilities as custoner [802.1Q 2005]
bridges, this can occur even in the absence of bridges. (VLAN
mapping is referred to in IEEE 802.1 as "VLAN ID transl ation".)

RBri dges include the Quter.VLAN ID inside every TRILL-Hell o nessage.
When a TRILL-Hello is received, RBridges conpare this saved copy with
the Quter.VLAN ID informati on associated with the received frame. |If
these differ and the VLAN ID inside the Hello is X and the Quter.VLAN
is Y, it can be assuned that VLAN ID X is being mapped into VLAN ID
Y.
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When non- DRB RB2 detects VLAN nmappi ng, based on receiving a TRILL-
Hell o where the VLAN tag in the body of the Hello differs fromthe
one in the outer header, it sets a flag in all of its TRILL-Hellos
for a period of two of its Holding Tines since the last tine RB2
detected VLAN mapping. When DRB RB1 is informed of VLAN mappi ng,

ei ther because of receiving a TRILL-Hell o that has been VLAN napped,
or because of seeing the "VLAN nmappi ng detected" flag in a neighbor’s
TRILL-Hello on the Iink, RBl re-assigns VLAN forwarders to ensure
there is only a single forwarder on the link for all VLANs.

4.5, Di stribution Trees

RBri dges use distribution trees to forward nulti-destination franes
(see Section 2.4.2). Distribution trees are bidirectional. Al though
a single tree is logically sufficient for the entire canpus, the
conmput ati on of additional distribution trees is warranted for the
followi ng reasons: it enables multipathing of nmulti-destination
frames and enabl es the choice of a tree root closer to or, in the
limt, identical with the ingress RBridge. Such a closer tree root

i mproves the efficiency of the delivery of nulti-destination franes
that are being delivered to a subset of the links in the canpus and
reduces out-of-order delivery when a unicast address transitions

bet ween unknown and known. If applications are in use where

occasi onal out-of-order unicast frames due to such transitions are a
problem the RBridge canpus should be engi neered to nmake sure they
are of extrenely |ow probability, such as by using the ESAD
protocol, configuring addresses to elim nate unknown destination

uni cast frames, or using keep alive franes.

An additional level of flexibility is the ability of an RBridge to
acquire multiple nicknanmes, and therefore have nmultiple trees rooted
at the sane RBridge. Since the tree nunber is used as a tiebreaker
for equal cost paths, the different trees, even if rooted at the sane
RBridge, will likely utilize different equal cost paths.

How an ingress RBridge chooses the distribution tree or trees that it
uses for multi-destination frames is beyond the scope of this
document. However, for the reasons stated above, in the absence of
other factors, a good choice is the tree whose root is |east cost
fromthe ingress RBridge and that is the default for an ingress
RBridge that uses a single tree to distribute nmulti-destination
frames.

RBridges will preconpute all the trees that might be used, and keep
state for Reverse Path Forwarding Check filters (see Section 4.5.2).
Al so, since the tree nunber is used as a tiebreaker, it is inportant
for all RBridges to know
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how many trees to conpute

which trees to conpute

what the tree nunber for each tree is

whi ch trees each ingress RBridge m ght choose (for building
Reverse Path Forwardi ng Check filters)

O oO0O0Oo

Each RBridge advertises in its LSP a "tree root" priority for its

ni ckname or for each of its nicknanmes if it has been configured to
have nore than one. This is a 16-bit unsigned integer that defaults,
for an unconfigured RBridge, to 0x8000. Tree roots are ordered with
hi ghest nunerical priority being highest priority, then with system
I D of the RBridge (nunerically higher = higher priority) as
tiebreaker, and if that is equal, by the nunerically higher nicknane
val ue, as an unsigned integer, having priority.

Each RBridge advertises in its LSP the maxi mum nunmber of distribution
trees that it can compute and the nunber of trees that it wants al
RBridges in the canpus to conpute. The nunber of trees, k, that are
conputed for the canpus is the nunber wanted by the RBridge RBI,

whi ch has the nicknanme with the highest "tree root" priority, but no
nore than the nunber of trees supported by the RBridge in the canmpus
that supports the fewest trees. |f RB1 does not specify the specific
distribution tree roots as described bel ow, then the k highest
priority trees are the trees that will be conputed by all RBridges.
Not e that sone of these k highest priority trees mght be rooted at
the sanme RBridge, if that RBridge has nultiple nicknanes.

If an RBridge specifies the nunber of trees it can conmpute, or the
nunber of trees it wants conputed for the canpus, as 0, it is treated
as specifying themas 1. Thus, k defaults to 1.

In addition, the RBridge RBl1 having the highest root priority

ni ckname might explicitly advertise a set of s trees by providing a
list of s nicknames. |In that case, the first k of those s trees wll
be conputed. If s is less than k, or if any of the s nicknanes
associated with the trees RBL is advertising does not exist within
the LSP database, then the RBridges still conpute k trees, but the
remaining trees they select are the highest priority trees, such that
k trees are conputed

There are two exceptions to the above, which can cause fewer
distribution trees to be conputed, as follows:

0 A nicknanme whose tree root priority is zero is not selected as a
tree root based on priority, although it nmay be sel ected by being
listed by the RBridge holding the highest priority tree root
ni ckname. The one exception to this is that if all nicknames have
priority zero, then the highest priority anong them as deternined
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by the tiebreakers is used as a tree root so that there is al ways
guaranteed to be at | east one distribution tree.

0 As a transient condition, two or nore identical nicknames can
appear in the list of roots for trees to be conputed. 1In such a
case, it is useless to conpute a tree for the nicknane(s) that are
about to be lost by the RBridges holding them So a distribution
tree is only conputed for the instance of the nicknane where the
priority to hold that nicknane value is highest, reducing the
total nunber of trees conputed. (It would also be of little use
to go further down the priority ordered |ist of possible tree root
ni cknames to maintain the nunber of trees as the additional tree
roots found this way would only be valid for a very brief nicknane
transition period.)

The k trees calculated for a canpus are ordered and nunbered from1
to k. In addition to advertising the nunber k, RB1 might explicitly
advertise a set of s trees by providing a list of s nicknanes as
descri bed above.

- If s ==k, then the trees are nunbered in the order that RB1
adverti ses them

- If s == 0, then the trees are nunbered in order of decreasing
priority. For exanple, if RB1l advertises only that k=2, then the
hi ghest priority tree is nunber 1 and the 2nd highest priority tree
i s nunber 2.

- If s <k, then those advertised by RBl1 are nunbered from1 in the
order advertised. Then the renainder are chosen by priority order
from anong the remaining possible trees with the nunbering
continuing. For exanple, if RBl advertises k=4, advertises
{ Tx, Ty } as the nicknanmes of the root of the trees, and the
canmpus-wi de priority ordering of trees in decreasing order is Ty >
Ta > Tc > Tb > Tx, the nunbering will be as follows: Tx is 1 and Ty
is 2 since that is the order they are advertised in by RBL. Then
Ta is 3 and Tc is 4 because they are the highest priority trees
that have not already been nunbered.

4.5, 1. Di stribution Tree Cal cul ati on

RBri dges do not use spanning tree to calculate distribution trees.
Instead, distribution trees are calcul ated based on the link state
information, selecting a particular RBridge nickname as the root.
Each RBridge RBn independently calculates a tree rooted at RBi by
performng the SPF (Shortest Path First) calculation with RBi as the
root without requiring any additional exchange of information
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It is inmportant, when building a distribution tree, that all RBridges
choose the same links for that tree. Therefore, when there are equa
cost paths for a particular tree, all RBridges need to use the same
tiebreakers. 1t is also desirable to allow splitting of traffic on
as many links as possible. For this reason, a sinple tiebreaker such
as "always choose the parent with lower ID'" would not be desirable.
Instead, TRILL uses the tree nunber as a paraneter in the tiebreaking
al gorithm

When building the tree nunber j, renmenber all possible equal cost
parents for node N. After calculating the entire "tree" (actually,
directed graph), for each node N, if N has "p" parents, then order
the parents in ascending order according to the 7-octet IS 1S ID
consi dered as an unsigned integer, and nunber them starting at zero.
For tree j, choose N s parent as choice j nod p

Note that there might be nmultiple equal cost |inks between N and
potential parent P that have no pseudonodes, because they are either
poi nt-to-point |inks or pseudonode-suppressed |links. Such links will
be treated as a single link for the purpose of tree buil ding, because
they all have the sane parent P, whose IS-ISIDis "P.O"

In other words, the set of potential parents for N, for the tree
rooted at R consists of those that give equally mninmal cost paths
fromNto R and that have distinct 1S 1S |IDs, based on what is
reported in LSPs.

4.5, 2. Mul ti-Destinati on Frame Checks

When a nulti-destination TRILL-encapsul ated frame is received by an
RBri dge, there are four checks perforned, each of which nmay cause the
frane to be discarded

1. Tree Adjacency Check: Each RBridge RBn keeps a set of adjacencies
( { port, neighbor } pairs ) for each distribution tree it is
calculating. One of these adjacencies is toward the tree root
RBi, and the others are toward the | eaves. Once the adjacencies
are chosen, it is irrelevant which ones are towards the root RBi
and which are away from RBi. RBridges MJUST drop a nulti -
destination frame that arrives at a port froman RBridge that is
not an adj acency for the tree on which the frane is being
distributed. Let’s suppose that RBn has cal cul ated that
adj acencies a, ¢, and f are in the RBi tree. A nulti-destination
frame for the distribution tree RBi is received only fromone of
the adjacencies a, c, or f (otherwise it is discarded) and
forwarded to the other two adjacencies. Should RBn have multiple
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ports on a link, a multi-destination frane it sends on one of
these ports will be received by the others but will be discarded
as an RBridge is not adjacent to itself.

2. RPF Check: Another technique used by RBridges for avoiding
tenporary multicast |oops during topology changes is the Reverse
Pat h Forwardi ng Check. It involves checking that a nulti-
destination frame, based on the tree and the ingress RBridge,
arrives fromthe expected link. RBridges MJST drop nulti -
destination frames that fail the RPF check

To limt the anobunt of state necessary to performthe RPF check
each RBridge RB2 MUST announce which trees RB2 nmay choose when RB2
ingresses a nulti-destination packet. Wen any RBridge, say, RB3,
is conputing the tree fromnicknane X, RB3 conputes, for each

RBri dge RB2 that might act as ingress for tree X, the link on

whi ch RB3 shoul d receive a packet fromingress RB2 on tree X, and
note for that link that RB2 is a |l egal ingress RBridge for tree X

The information to determ ne which trees RB2 m ght choose is
included in RB2’s LSP. Sinmilarly to how the highest priority

RBri dge RB1 specifies the k trees that will be conmputed by al

RBri dges, RB2 specifies a nunber j, which is the total nunber of
different trees RB2 might specify, and the specific trees RB2

m ght specify are a conbination of specified trees and trees

sel ected from highest priority trees. |f RB2 specifies any trees
that are not in the k trees as specified by RBl, they are ignored.

The j potential ingress trees for RB2 are the ones w th nicknanes
that RB2 has explicitly specified in "specified ingress tree

ni cknanes" (and that are included in the k canpus-w de trees

sel ected by highest priority RBridge RBl), with the renainder (up
to the maxi mumof {j,k}) being the highest priority of the k
canmpus-w de trees.

The default value for j is 1. The value O for j is special and
means that RB2 can pick any of the k trees being conputed for the
canpus.

3. Parallel Links Check: If the tree-building and tiebreaking for a
particular multi-destination frame distribution tree selects a
non- pseudonode | i nk between RB1 and RB2, that "RB1-RB2 |ink" m ght
actually consist of nultiple links. These parallel links would be
visible to RB1 and RB2, but not to the rest of the canpus (because
the Iinks are not represented by pseudonodes). |If this bundle of
parallel links is included in a tree, it is inmportant for RBl1 and
RB2 to decide which link to use, but is irrelevant to other
RBri dges, and therefore, the tiebreaking algorithmneed not be
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visible to any RBridges other than RBL and RB2. |In this case,
RB1- RB2 adj acencies are ordered as follows, with the one "nost
preferred" adjacency being the one on which RB1 and RB2 transmt
to and receive multi-destination frames from each other.

a) Most preferred are those established by P2P Hel |l os.
Ti ebr eaki ng anmong those is based on preferring the one with the
nurmerical ly highest Extended Circuit I D as associated with the
adj acency by the RBridge with the highest SystemID

b) Next considered are those established through TRILL-Hell o
frames, with suppressed pseudonodes. Note that the pseudonode
is suppressed in LSPs, but still appears in the TRILL-Hello,
and therefore is available for this tiebreaking. Anong these
links, the one with the nunerically |argest pseudonode ID is
pref erred.

4, Port Group Check: If an RBridge has multiple ports attached to the
same link, a nmulti-destination frane it is receiving will arrive
on all of them Al but one received copy of such a frane MJUST be
di scarded to avoid duplication. Al such frames that are part of
the sane flow nust be accepted on the sane port to avoid re-
orderi ng.

When a topol ogy change occurs (including apparent changes during
start up), an RBridge MUST adjust its input distribution tree filters
no later than it adjusts its output forwarding.

4.5.3. Pruning the Distribution Tree

Each distribution tree SHOULD be pruned per VLAN, elimnating
branches that have no potential receivers downstream Milti-
destination TRILL Data franes SHOULD only be forwarded on branches
that are not pruned.

Furt her pruning SHOULD be done in two cases: (1) |GW [RFC3376], M.D
[ RFC2710], and MRD [ RFC4286] nessages, where these are to be
delivered only to links with IP nmulticast routers; and (2) other

mul ticast frames derived froman |IP nulticast address that should be
delivered only to links that have registered listeners, plus |inks
that have IP multicast routers, except for IP nmulticast addresses
that nmust be broadcast. Each of these cases is scoped per VLAN.

Let’s assume that RBridge RBn knows that adjacencies (a, c, and f)
are in the nicknamel distribution tree. RBn marks pruning

i nformati on for each of the adjacencies in the nicknanel-tree. For
each adjacency and for each tree, RBn narks:
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o the set of VLANs reachabl e downstream

o for each one of those VLANs, flags indicating whether there are
I Pv4 or 1Pv6 nulticast routers downstream and

o the set of Layer 2 nulticast addresses derived fromIP nulticast
groups for which there are receivers downstream

4.5.4. Tree Distribution Optimzation

RBri dges MJST determ ne the VLAN associated with all native franes
they ingress and properly enforce VLAN rules on the enission of
native franes at egress RBridge ports according to how those ports
are configured and desi gnated as appointed forwarders. RBridges
SHOULD al so prune the distribution tree of nulti-destination frames
according to VLAN. But, since they are not required to do such
pruning, they may receive TRILL data or ESADI franes that should have
been VLAN pruned earlier in the tree distribution. They silently

di scard such frames. A canpus nmay contain sonme Rbridges that prune
distribution trees on VLAN and sone that do not.

The situation is nore conplex for multicast. RBridges SHOULD anal yze
| P-derived native nulticast franes, and | earn and announce listeners
and I P nulticast routers for such frames as discussed in Section 4.7
bel ow. And they SHOULD prune the distribution of |P-derived
nmul ti cast frames based on such | earning and announcements. But, they
are not required to prune based on IP nulticast |istener and router
attachnent state. And, unlike VLANs, where VLAN attachnment state of
ports MJST be nmi ntai ned and honored, RBridges are not required to
maintain | P nulticast listener and router attachnent state.

An RBridge that does not exanine native | GW [ RFC3376], M.D

[ RFC2710], or MRD [ RFC4286] franes that it ingresses MJST advertise
that it has IPv4 and IPv6 IP nulticast routers attached for all the
VLANs for which it is an appointed forwarder. It need not advertise
any | P-derived nmulticast listeners. This will cause all |P-derived
multicast traffic to be sent to this RBridge for those VLANs. |t
then egresses that traffic onto the links for which it is appointed
forwarder where the VLAN of the traffic natches the VLAN for which it
is appointed forwarder on that link. (This may cause the suppression
of certain | GW nenbership report nessages fromend stations, but
that is not significant because any multicast traffic that such
reports would be requesting will be sent to such end stations under

t hese circunstances.)
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A canpus nmay contain a mxture of Rbridges with different |evels of

| P-derived nulticast optinmization. An RBridge nay receive |P-derived
mul ticast frames that should have been pruned earlier in the tree
distribution. It silently discards such franes.

See al so "Considerations for Internet G oup Managenent Protoco
(1aw) and Multicast Listener Discovery (M.D) Snooping Switches"”
[ RFC4541] .

4.5.5. Forwarding Using a Distribution Tree

Wth full optinmization, forwarding a nulti-destination data frane is
done as follows. References to adjacencies below do not include the
adj acency on which a frane was received.

o0 The RBridge RBn receives a nulti-destination TRILL Data frame with
i nner VLAN-x and a TRILL header indicating that the selected tree
i s the nicknanmel tree

o if the source fromwhich the frane was received is not one of the
adj acencies in the nicknanel tree for the specified ingress
RBridge, the frane is dropped (see Section 4.5.1);

o else, if the franme is an I GW or M.D announcenent nessage or an
MRD query nessage, then the encapsul ated frane is forwarded onto
adj acencies in the nicknanel tree that indicate there are
downstream VLAN-x | Pv4 or I Pv6 nmulticast routers as appropriate;

o else, if the frane is for a Layer 2 nulticast address derived from
an | P nulticast group, but its IP address is not the range of IP
nmul ti cast addresses that nust be treated as broadcast, the frane
is forwarded onto adjacencies in the nicknanel tree that indicate
there are downstream VLAN-x | P nulticast routers of the
correspondi ng type (I1Pv4d or 1Pv6), as well as adjacencies that
i ndi cate there are downstream VLAN-x receivers for that group
addr ess;

o else (the inner frane is for a Layer 2 nulticast address not
derived froman |IP nulticast group or an unknown destination or
broadcast or an IP nmulticast address that is required to be
treated as broadcast), the frame is forwarded onto an adjacency if
and only if that adjacency is in the nicknanel tree, and narked as
reachi ng VLAN-x |i nks.

For each link for which RBn is appointed forwarder, RBn additionally

checks to see if it should decapsulate the frane and send it to the
link in native form or process the frame |ocally.
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TRILL ESADI franes will be delivered only to RBridges that are
appoi nted forwarders for their VLAN. Such frames will be nulticast
t hr oughout the canpus, |ike other non-IP-derived nulticast data
franes, on the distribution tree chosen by the RBridge that created
the TRILL ESADI frane, and pruned according to the Inner.VLAN |ID
Thus, all the RBridges that are appointed forwarders for a link in
that VLAN receive them

4.6. Frame Processing Behavior

This section describes RBridge behavior for all varieties of received
frames, including how they are forwarded when appropriate. Section
4.6.1 covers native frames, Section 4.6.2 covers TRILL frames, and
Section 4.6.3 covers Layer 2 control franes. Processing nmay be
organi zed or sequenced in a different way than described here as |ong
as the result is the same. See Section 1.4 for frane type
definitions.

Corrupt franmes, for exanple, franes that are not a nultiple of 8
bits, are too short or long for the Iink protocol/hardware in use, or
have a bad FCS are discarded on receipt by an RBridge port as they
are di scarded on receipt at an | EEE 802.1 bridge port.

Source address information ( { VLAN, CQuter.MacSA, port } ) is |learned
by default fromany frane with a unicast source address (see Section
4, 8).

4.6.1. Receipt of a Native Frane

If the port is configured as disabled or if end-station service is
di sabl ed on the port by configuring it as a trunk port or configuring
it to use P2P Hellos, the franme is discarded.

The ingress Rboridge RBl1 determines the VLAN ID for a native frane
according to the sane rules as | EEE [ 802. 1Q 2005] bridges do (see
Appendi x D and Section 4.9.2). Once the VLAN is deternmined, if RBL
is not the appointed forwarder for that VLAN on the port where the
frame was received or is inhibited, the frame is discarded. |If it is
appoi nted forwarder for that VLAN and is not inhibited (see Section
4.2.4.3), then the native frane is forwarded according to Section
4.6.1.1if it is unicast and according to Section 4.6.1.2 if it is
mul ti cast or broadcast.

4.6.1.1. Native Unicast Case

If the destination MAC address of the native frane is a unicast
address, the follow ng steps are perforned.
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The Layer 2 destination address and VLAN are | ooked up in the ingress
RBri dge’ s database of MAC addresses and VLANs to find the egress

RBri dge RBm or the | ocal egress port or to discover that the
destination is the receiving RBridge or is unknown. One of the
followi ng four cases will apply:

1. If the destination is the receiving RBridge, the frame is locally
processed.

2. If the destination is known to be on the sane Iink fromwhich the
native franme was received but is not the receiving RBridge, the
RBridge silently discards the frame, since the destination should
al ready have received it.

3. If the destination is known to be on a different local link for
which RBmis the appointed forwarder, then RBl1 converts the native
frane to a TRILL Data frame with an Quter.MacDA of the next hop
RBridge towards RBm a TRILL header with M= 0, an ingress
ni cknane for RB1, and the egress nicknane for RBm |If ingress RBL
has nmul tiple nicknanes, it SHOULD use the sane nicknanme in the
i ngress ni cknanme field whenever it encapsul ates a native franme
fromany particul ar source MAC address and VLAN. This sinplifies
end node learning. If RBmis RB1, processing then proceeds as in
Section 4.6.2.4; otherwise, the Quter. MacSA is set to the MAC
address of the RBL port on the path to the next hop RBridge
towards RBm and the frame is queued for transmi ssion out of that
port.

4. |f a unicast destination MAC is unknown in the frame’s VLAN, RB1
handl es the frane as described in Section 4.6.1.2 for a broadcast
franme except that the Inner.MacDA is the original native franme's
uni cast destinati on address.

4.6.1. 2. Nati ve Multicast and Broadcast Franes

If the RBridge has nultiple ports attached to the sane |ink, all but
one received copy of a native nulticast or broadcast frane is

di scarded to avoid duplication. Al such frames that are part of the
same flow must be accepted on the sanme port to avoid re-ordering.

If the frane is a native | GW [RFC3376], M.D [RFC2710], or MRD

[ RFC4286] frame, then RB1 SHOULD anal yze it, |earn any group
menbership or | P nmulticast router presence indicated, and announce
that information for the appropriate VLAN in its LSP (see Section
4. 7).

For all multi-destination native frames, RB1 forwards the frane in
native formto its links where it is appointed forwarder for the
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frane’s VLAN, subject to further pruning and inhibition. In
addition, it converts the native frame to a TRILL Data frane with the
Al -RBridges nulticast address as Quter.MacDA, a TRILL header with
the multi-destination bit M= 1, the ingress nicknanme for RB1, and
the egress nickname for the distribution tree it decides to use. It
then forwards the franme on the pruned distribution tree (see Section
4.5) setting the Quter.MacSA of each copy sent to the MAC address of
the RB1 port on which it is sent.

The default is for RBL to wite into the egress nicknane field the
ni ckname for a distribution tree, fromthe set of distribution trees
RB1 has announced it night use, whose root is |east cost from RBI1.
RB1 MAY choose different distribution trees for different frames if
RB1 has been configured to path-split nmulticast. |In that case, RB1
MUST sel ect a tree by specifying a nickname that is a distribution
tree root (see Section 4.5). Also, RB1 MIST sel ect a ni cknane that
RB1 has announced (in RBl’s own LSP) to be one of those that RBl

m ght use. The strategy RB1 uses to select distribution trees in
mul tipathing nmulti-destination frames is beyond the scope of this
docunent .

4.6.2. Receipt of a TRILL Frame
A TRILL frane either has the TRILL or L2-1S-1S Ethertype or has a
mul ticast Quter.MacDA allocated to TRILL (see Section 7.2). The
following tests are perfornmed sequentially, and the first that
mat ches controls the handling of the frane:

1. If the Quter.MacDA is All-1S-1S-RBridges and the Ethertype is
L2-1S-1S, the franme is handl ed as described in Section 4.6.2.1.

2. |If the Quter. MacDA is a nulticast address allocated to TRILL ot her
than Al -RBridges, the frame is discarded

3. If the Quter.MacDA is a unicast address other than the receiving
Rbri dge port MAC address, the frame is discarded. (Such discarded
franes are nost |ikely addressed to another RBridge on a multi-
access link and that other Rbridge will handle them)

4. If the Ethertype is not TRILL, the frame is discarded.

5. If the Version field in the TRILL header is greater than 0, the
frame is discarded

6. If the hop count is 0, the franme is discarded.

7. If the Quter.MacDA is nmulticast and the Mbit is zero or if the
Quter.MacDA is unicast and Mbit is one, the franme is discarded.
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8. By default, an RBridge MJST NOT forward TRILL-encapsul ated franes
froma neighbor with which it does not have a TRILL IS-IS
adj acency. RBridges MAY be configured per port to accept these
franes for forwarding in cases where it is known that a non-
peering device (such as an end station) is configured to originate
TRI LL-encapsul ated franmes that can be safely forwarded

9. The Inner.MacDA is then tested. |If it is the Al-ESAD -RBridges
mul ti cast address and RBn inpl enents the ESADI protocol
processing proceeds as in Section 4.6.2.2 below. If it is any
ot her address or RBn does not inplenent ESADI, processing proceeds
as in Section 4.6.2.3.

4.6.2.1. TRILL Control Franes

The frame is processed by the TRILL IS-1S instance on RBn and is not
f or war ded

4.6.2.2. TRILL ESADI Franes
If M==0, the frane is silently discarded.

The egress nickname designates the distribution tree. The franme is
forwarded as described in Section 4.6.2.5. |n addition, if the
forwardi ng Roridge is an appointed forwarder for a link in the
specified VLAN and i nplenments the TRILL ESAD protocol and ESAD is
enabl ed at the forwarding Rbridge for that VLAN, the inner frame is
decapsul ated and provided to that |ocal ESADH protocol

4,6.2.3. TRILL Data Franes

The Mflag is then checked. |If it is zero, processing continues as
described in Section 4.6.2.4, if it is one, processing continues as
described in Section 4.6.2.5.

4,6. 2. 4. Known Uni cast TRILL Data Franes

The egress nicknanme in the TRILL header is examined, and if it is
unknown or reserved, the frane is discarded.

If RBnh is a transit RBridge, the hop count is decrenented by one and
the frane is forwarded to the next hop RBridge towards the egress
RBridge. (The provision permitting RBridges to decrease the hop
count by nore than one under some circunstances (see Section 3.6)
applies only to multi-destination frames, not to the known uni cast
franes considered in this subsection.) The Inner.VLAN is not
examned by a transit RBridge when it forwards a known unicast TRILL
Data frane. For the forwarded franme, the Quter.MacSA is the MAC
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address of the transnitting port, the Quter.MacDA i s the unicast
address of the next hop RBridge, and the VLAN is the Designated VLAN
on the Iink onto which the frane is being transmtted.

If RBh is not a transit RBridge, that is, if the egress RBridge
indicated is the RBridge perforning the processing, the Inner. MacSA
and I nner.VLAN ID are, by default, |earned as associated with the

i ngress ni ckname unl ess that nicknane is unknown or reserved or the
I nner. MacSA is not unicast. Then the frame being forwarded is
decapsul ated to native form and the follow ng checks are perforned:

o The Inner.MacDA is checked. |If it is not unicast, the frane is
di scar ded

o |f the Inner.MacDA corresponds to the RBridge doing the
processing, the frame is locally delivered.

o The Inner.VLAN ID is checked. If it is OxO or OxFFF, the frane is
di scar ded

0 The Inner.MacDA and Inner.VLAN ID are | ooked up in RBn's |oca
address cache and the franme is then either sent onto the link
containing the destination, if the RBridge is appointed forwarder
for that Ilink for the frame’s VLAN and is not inhibited (or
discarded if it is inhibited), or processed as in one of the
foll owi ng two paragraphs.

A known unicast TRILL Data frame can arrive at the egress Rbridge
only to find that the conbination of Inner.MacDA and Inner.VLAN is
not actually known by that RBridge. One way this can happen is that
the address informati on nay have tinmed out in the egress RBridge MAC
address cache. In this case, the egress RBridge sends the native
frame out on all links that are in the frame’s VLAN for which the
RBri dge is appointed forwarder and has not been inhibited, except
that it MAY refrain fromsending the frane on |inks where it knows
there cannot be an end station with the destination MAC address, for
exanple, the link port is configured as a trunk (see Section 4.9.1).

If, due to manual configuration or |earning fromLayer 2

regi stration, the destination MAC and VLAN appear in RBn's |oca
address cache for two or nore links for which RBn is an uninhibited
appoi nted forwarder for the frame’s VLAN, RBn sends the native frane
on all such Iinks.

4.6.2.5. Mul ti-Destination TRI LL Data Franes

The egress and ingress nicknanes in the TRILL header are exam ned
and, if either is unknown or reserved, the frane is discarded.

Perl man, et al. St andards Track [ Page 64]



RFC 6325 RBri dge Prot ocol July 2011

The Quter.MacSA is checked and the frane discarded if it is not a
tree adjacency for the tree indicated by the egress RBridge nicknane
on the port where the frane was received. The Reverse Path
Forwar di ng Check is perforned on the ingress and egress ni cknames and
the frame discarded if it fails. |If there are multiple TRILL-Hello
pseudonode suppressed parallel links to the previous hop RBridge, the
frane is discarded if it has been received on the wong one. |f the
RBri dge has nultiple ports connected to the link, the frame is

di scarded unless it was received on the right one. For nore

i nformati on on the checks in this paragraph, see Section 4.5.2.

If the Inner.VLAN ID of the franme is 0x0 or OxFFF, the frane is
di scar ded

If the RBridge is an appointed forwarder for the Inner.VLAN ID of the
frane, the Inner.MacSA and Inner.VLAN ID are, by default, |earned as
associated with the ingress nicknane unless that nickname i s unknown
or reserved or the Inner.VMacSA is not unicast. A copy of the frame
is then decapsul ated, sent in native formon those links in its VLAN
for which the RBridge is appointed forwarder subject to additiona
pruni ng and inhibition as described in Section 4.2.4.3, and/or

| ocal ly processed as appropriate.

The hop count is decreased (possibly by nore than one; see Section
3.6), and the frane is forwarded down the tree specified by the
egress RBridge nicknane pruned as described in Section 4.5.

For the forwarded frane, the Quter.MacSA is set to that of the port
on which the frame is being transmtted, the Quter. MacDA is the
Al'l -RBridges nulticast address, and the VLAN is the Designated VLAN
of the Iink on which the frame is being transmtted.

4.6.3. Receipt of a Layer 2 Control Frane

Low- |l evel control franes received by an RBridge are handled within
the port where they are received as described in Section 4.9.

There are two types of high-level control franes, distinguished by
their destination address, which are handl ed as described in the
sections referenced bel ow.

Name Section Desti nati on Address

3 01- 80- C2- 00- 00-00
.4 01- 80- C2- 00- 00- 21
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4.7. 1Gw, M.D, and MRD Learning

I ngress RBridges SHOULD | earn, based on native | GW [RFC3376], M.D

[ RFC2710], and MRD [ RFC4286] franmes they receive in VLANs for which
they are an uninhi bited appoi nted forwarder, which |IP-derived
mul ti cast nessages should be forwarded onto which Iinks. Such franes
are also, in general, encapsulated as TRILL Data frames and
distributed as described below and in Section 4.5.

An | GW or M.D nenbership report received in native formfroma I|ink
indicates a nulticast group listener for that group on that link. An
| GW or M.D query or an MRD advertisenent received in native form
froma link indicates the presence of an | P nulticast router on that

l'ink.

I P nmulticast group menbership reports have to be sent throughout the
canmpus and delivered to all 1P nmulticast routers, distinguishing |Pv4
and IPv6. Al IP-derived nulticast traffic nust also be sent to al

IP multicast routers for the sanme version of IP

I P nmulticast data SHOULD only be sent on links where there is either
an | P nulticast router for that IP type (IPv4 or 1Pv6) or an IP

mul ticast group listener for that |IP-derived nmulticast MAC address,
unless the IP nmulticast address is in the range required to be
treated as broadcast.

RBri dges do not need to announce thenselves as listeners to the |Pv4
Al'l - Snoopers multicast group (the group used for MRD reports

[ RFCA286] ), because the IPv4 nmulticast address for that group is in
the range where all franes sent to that IP nulticast address nust be
broadcast (see [ RFC4541], Section 2.1.2). However, RBridges that are
performng | Pv6-derived nulticast optimzation MIST announce
thenmsel ves as listeners to the I Pv6 Al -Snoopers nulticast group

See al so "Considerations for Internet G oup Managenent Protoco
(1a@w) and Multicast Listener Discovery (MD) Snooping Switches"”
[ RFC4541] .

4.8. End-Station Address Details
RBri dges have to learn the MAC addresses and VLANs of their locally
attached end stations for |ink/VLAN pairs for which they are the
appoi nted forwarder. Learning this enables themto do the foll ow ng:

o Forward the native formof incom ng known unicast TRILL Data
frames onto the correct |ink.
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4.

8.

0 Decide, for an incomng native unicast frame froma link, where
the RBridge is the appointed forwarder for the frane's VLAN,
whet her the frame is

- known to have been destined for another end station on the sane
link, so the RBridge need do nothing, or

- has to be converted to a TRILL Data franme and forwarded.

RBri dges need to |learn the MAC addresses, VLANs, and renote RBridges
of renotely attached end stations for VLANs for which they and the
renote RBridge are an appointed forwarder, so they can efficiently
direct native franes they receive that are unicast to those addresses
and VLANSs.

1. Learning End-Station Addresses

There are five i ndependent ways an RBridge can | earn end-station
addresses as foll ows:

1. Fromthe observation of VLAN-x franmes received on ports where it
i s appointed VLAN-x forwarder, learning the { source MAC, VLAN,
port } triplet of received franes.

2. The { source MAC, VLAN, ingress RBridge nicknanme } triplet of any
native franes that it decapsul ates

3. By Layer 2 registration protocols learning the { source MAC, VLAN,
port } of end stations registering at a |ocal port.

4. By running the TRILL ESADI protocol for one or nore VLANs and
t hereby receiving renote address information and/or transmitting
| ocal address information

5. By managenent configuration

RBri dges MJST i npl enment capabilities 1 and 2 above. RBridges use
these capabilities unless configured, for one or nore particul ar
VLANs and/or ports, not to learn fromeither received franes or from
decapsul ating native frames to be transmitted or both.

RBri dges MAY i nplenent capabilities 3 and 4 above. |If capability 4
is inplemented, the ESADI protocol is run only when the RBridge is
configured to do so on a per-VLAN basis.

RBri dges SHOULD i npl enent capability 5.
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Entries in the table of |earned MAC and VLAN addresses and associ at ed
i nformati on al so have a one-octet unsigned confidence | eve

associ ated with each entry whose rationale is given below. Such

i nformation | earned fromthe observation of data has a confidence of
0x20 unl ess configured to have a different confidence. This
confidence |l evel can be configured on a per-RBridge basis separately
for information |l earned fromlocal native franes and that |earned
fromrenotely originated encapsul ated franmes. Such information
received via the TRILL ESADI protocol is acconpanied by a confidence
level in the range 0 to 254. Such information configured by
managenent defaults to a confidence | evel of 255 but may be
configured to have anot her val ue.

The table of | earned MAC addresses includes (1) { confidence, VLAN,
MAC address, local port } for addresses learned fromlocal native
franes and | ocal registration protocols, (2) { confidence, VLAN, MAC
address, egress RBridge nicknane } for addresses |earned fromrenote
encapsul ated franmes and ESADI |ink state databases, and (3)
additional information to inplenment tineout of |earned addresses,
statically configured addresses, and the |ike.

When a new address and related information | earned from observing
data franes are to be entered into the |ocal database, there are
three possibilities:

A If this is a new{ address, VLAN} pair, the information is
ent ered acconpani ed by the confidence | evel

B. If there is already an entry for this { address, VLAN} pair with
the sane acconpanying delivery information, the confidence |eve
in the |ocal database is set to the naxi mumof its existing
confidence I evel and the confidence level with which it is being
learned. In addition, if the information is being learned with
the sane or a higher confidence level than its existing confidence
level, timer information is reset.

C. If there is already an entry for this { address, VLAN} pair wth
different information, the |earned information replaces the ol der
information only if it is being |earned with higher or equa
confidence than that in the database entry. |If it replaces ol der
information, tiner information is al so reset.

4.8.2. Learning Confidence Level Rationale
The confidence | evel nechanismallows an RBridge campus nmanager to
cause certain address |earning sources to prevail over others. 1In a

default configuration, wthout the optional ESADI protocol, addresses
are only |l earned from observing local native franes and the
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decapsul ati on of received TRILL Data franes. Both of these sources
default to confidence |evel 0x20 so, since learning at an equal or
hi gh confidence overrides previous |learning, the learning in such a
default case mimcs default 802.1 bridge | earning.

Whi | e RBridge canpus nmanagenent policies are beyond the scope of this
docunent, here are sone exanple types of policies that can be
i mpl enented with the confidence nmechani smand the rationale for each

0 Locally received native franes mi ght be considered nore reliable
than decapsul ated franes received fromrenote parts of the canpus.
To stop MAC addresses | earned from such local franmes from bei ng
usurped by renotely received forged frames, the confidence in
locally | earned addresses could be increased or that in addresses
| earned fromrenotely sourced decapsul ated franes decreased

o MAC address information | earned through a cryptographically
aut henticated Layer 2 registration protocol, such as 802.1X with a
cryptographically based EAP net hod, mi ght be considered nore
reliable than information | earned through the nere observation of
data frames. \When such authenticated | earned address information
is transmtted via the ESADI protocol, the use of authentication
in the TRILL ESADI LSP frames could nake tanpering with it in
transit very difficult. As aresult, it mght be reasonable to
announce such authenticated infornmation via the ESAD protoco
with a high confidence, so it would override any alternative
| earning from data observati on.

Manual Iy configured address information is generally considered
static and so defaults to a confidence of OxFF while no other source
of such infornmation can be configured to a confidence any higher than
OxFE. However, for other cases, such as where the manual
configuration is just a starting point that the Rbridge canpus
manager w shes to be dynamically overridable, the confidence of such
manual |y configured information may be configured to a | ower val ue.

4.8.3. Forgetting End-Station Addresses

Whil e RBridges need to |learn end-station addresses as descri bed
above, it is equally inportant that they be able to forget such
information. Oherw se, franes for end stations that have noved to a
different part of the canpus could be indefinitely black-holed by
RBridges with stale information as to the link to which the end
station is attached.

For end-station address information locally |earned fromfranes

received, the tinme out fromthe last tinme a native frame was received
or decapsulated with the information conforns to the recommendati ons
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4.

of [802.1D]. It is referred to as the "Ageing Tinme" and is
configurable per RBridge with a range of from 10 seconds to 1, 000, 000
seconds and a default value of 300 seconds.

The situation is different for end-station address information
acquired via the TRILL ESADI protocol. It is up to the originating
RBri dge to deci de when to renove such information fromits ESAD LSPs
(or up to ESADI protocol tineouts if the originating RBridge becones
i naccessi bl e).

When an RBridge ceases to be appointed forwarder for VLAN-Xx on a
port, it forgets all end-station address information |earned fromthe
observation of VLAN-x native frames received on that port. It also
increments a per-VLAN counter of the nunber of times it |ost

appoi nted forwarder status on one of its ports for that VLAN

When, for all of its ports, RBridge RBn is no |onger appointed
forwarder for VLAN-X, it forgets all end-station address information
| earned from decapsul ating VLAN-x native franmes. Also, if RBnis
participating in the TRILL ESADI protocol for VLAN-X, it ceases to so
participate after sending a final LSP nulling out the end-station
address information for the VLAN that it had been originating. In
addition, all other RBridges that are VLAN-x forwarder on at |east
one of their ports notice that the link state data for RBn has
changed to show that it no longer has a link on VLAN-X. |n response,
they forget all end-station address infornmation they have | earned
from decapsul ati ng VLAN-x franes that show RBn as the ingress
RBr i dge.

When the appointed forwarder |ost counter for RBridge RBn for VLAN- X
is observed to increase via the TRILL IS-1S Iink state database but
RBn continues to be an appointed forwarder for VLAN-Xx on at |east one
of its ports, every other RBridge that is an appointed forwarder for
VLAN-x nodifies the aging of all the addresses it has | earned by
decapsul ating native frames in VLAN-x fromingress RBridge RBn as
follows: the tine remamining for each entry is adjusted to be no

| arger than a per-RBridge configuration paraneter called (to
correspond to [802.1D0]) "Forward Delay". This paraneter is in the
range of 4 to 30 seconds with a default value of 15 seconds.

8.4. Shared VLAN Learni ng

RBri dges can map VLAN IDs into a snaller nunber of identifiers for
pur poses of address |earning, as [802.1Q 2005] bridges can. Then
when a |l ookup is done in |learned address information, this identifier
is used for matching in place of the VLANID. If the ID of the VLAN
on which the address was learned is not retained, then there are the
foll owi ng consequences:
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o The RBridge no |longer has the infornmation needed to participate in
the TRILL ESADI protocol for the VLANs whose IDis not being
retai ned.

0 |In cases where Section 4.8.3 above requires the discardi ng of
| earned address informati on based on a particular VLAN, when the
VLAN ID is not available for entries under a shared VLAN
identifier, instead the tinme renmaining for each entry under that
shared VLAN identifier is adjusted to be no | onger than the
RBri dge’'s "Forward Del ay".

Al t hough outside the scope of this specification, there are sone
Layer 2 features in which a set of VLANs has shared | earning, where
one of the VLANs is the "primary" and the other VLANs in the group
are "secondaries". An exanple of this is where traffic from
different conmunities is separated using VLAN tags, and yet sone
resource (such as an IP router or DHCP server) is to be shared by al
the communities. A nethod of inplenenting this feature is to give a
VLAN tag, say, Z, to a link containing the shared resource, and have
the other VLANs, say, A C, and D, be part of the group { primary =
Z, secondaries = A C, D}. An RBridge, aware of this grouping,
attached to one of the secondary VLANs in the group also clains to be
attached to the primary VLAN. So an RBridge attached to A would
claimto also be attached to Z. An RBridge attached to the prinmary
would claimto be attached to all the VLANs in the group

Thi s docunent does not specify how VLAN groups m ght be used. Only
RBri dges that participate in a VLAN group will be configured to know
about the VLAN group. However, to detect msconfiguration, an

RBri dge configured to know about a VLAN group SHOULD report the VLAN
group inits LSP

4.9. RBridge Ports

Section 4.9.1 bel ow describes the several RBridge port configuration
bits, Section 4.9.2 gives a logical port structure in terns of franme
processing, and Sections 4.9.3 and 4.9.4 describe the handling of

hi gh-1evel control franes.

4.9.1. RBridge Port Configuration
There are four per-port configuration bits as follows:
o Disable port bit. When this bit is set, all frames received or to
be transmitted are discarded, with the possible exception of some
Layer 2 control frames (see Section 1.4) that may be generated and

transmitted or received and processed within the port. By
default, ports are enabl ed.
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o0 End-station service disable (trunk port) bit. Wen this bit is
set, all native frames received on the port and all native franes
that woul d have been sent on the port are discarded. (See
Appendix B.) (Note that, for this document, "native franmes" does
not include Layer 2 control franmes.) By default, ports are not
restricted to being trunk ports.

If a port with end-station service disabled reports, in a TRILL-
Hello frame it sends out that port, which VLANs it provides end-
station support for, it reports that there are none.

o TRILL traffic disable (access port) bit. |If this bit is set, the
goal is to avoid sending any TRILL franes, except TRILL-Hello
frames, on the port since it is intended only for native end-
station traffic. By default, ports are not restricted to being
access ports. This bit is reported in TRILL-Hello frames. |f RB1
is the DRB and has this bit set inits TRILL-Hello, the DRB stil
appoi nts VLAN forwarders. However, usually no pseudonode is
reported, and none of the inter-RBridge |links associated with that
link are reported in LSPs.

If the DRB RB1 does not have this bit set, but nei ghbor RB2 on the
link does have the bit set, then RB1 does not appoint RB2 as

appoi nted forwarder for any VLAN, and none of the RBridges
(including the pseudonode) report RB2 as a nei ghbor in LSPs.

In sone cases even though the DRB has the "access port" flag set,
the DRB MAY choose to create a pseudonode for the access port. In
this case, the other RBridges report connectivity to the
pseudonode in their LSP, but the DRB sets the "overload" flag in

t he pseudonode LSP

0 Use P2P Hellos bit. |If this bit is set, Hellos sent on this port
are 1S-1S P2P Hellos. By default TRILL-Hellos are used. See
Section 4.2.4.1 for nore informati on on P2P |inks.

The doni nance rel ationship of these four configuration bits is as
foll ows, where configuration bits to the |eft dominate those to the
right. That is to say, when any pair of bits is asserted,

i nconsi stencies in behavior they nandate are resolved in favor of
behavi or mandated by the bit to the left of the other bit in this
list.

Di sable > P2P > Access > Trunk
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4.9.2. RBridge Port Structure

An RBridge port can be nodeled as having a | ower-level structure
simlar to that of an [802.1Q 2005] bridge port as shown in Figure
11. In this figure, the double lines represent the general flow of
the franes and information while single |ines represent infornation
flow only. The dashed lines in connection with VRP (GVRP/ WRP) are
to show that VRP support is optional. An actual RBridge port

i npl enentation nmay be structured in any way that provides the correct
behavi or.
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Figure 11: Detailed RBridge Port Mdde

Low-l evel control franes are handled in the |ower-level port/link
control logic in the same way as in an [802.1Q 2005] bridge port.
This can optionally include a variety of 802.1 or link specific
protocol s such as PAUSE (Annex 31B of [802.3]), link layer discovery
[ 802. 1AB], link aggregation [802.1AX], MAC security [802.1AE], or
port-based access control [802.1X]. Wiile handled at a | ow | evel
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these frames may affect higher-1level processing. For exanple, a
Layer 2 registration protocol nmay affect the confidence in |earned
addresses. The upper interface to this |lower-Ilevel port contro

| ogi c corresponds to the Internal Sublayer Service (I1SS) in

[ 802.1Q 2005].

H gh-1evel control franes (BPDUs and, if supported, VRP franmes) are
not VLAN tagged. Although they extend through the ISS interface,
they are not subject to port VLAN processing. Behavior on receipt of
a VLAN tagged BPDU or VLAN tagged VRP frame is unspecified. If a VRP
is not inmplenented, then all VRP franes are discarded. Handling of
BPDUs is described in Section 4.9.3. Handling of VRP franes is
described in Section 4.9.4.

Franmes ot her than Layer 2 control frames, that is, all TRILL and
native franes, are subject to port VLAN and priority processing that
is the same as for an [802.1Q 2005] bridge. The upper interface to
the port VLAN and priority processing corresponds to the Extended

I nternal Sublayer Service (EISS) in [802.1Q 2005].

In this nodel, RBridge port processing belowthe EISS |layer is
identical to an [802.1Q 2005] bridge except for (1) the handling of
hi gh-1 evel control frames and (2) that the discard of frames that
have exceeded the Maxi mum Transit Delay is not nandatory but MAY be
done.

As described in nore detail el sewhere in this docunent, inconing
native franes are only accepted if the RBridge is an uninhibited
appoi nted forwarder for the frame’s VLAN, after which they are
normal Iy encapsul ated and forwarded; outgoing native franmes are
usual | y obtained by decapsul ation and are only output if the RBridge
i s an uni nhibited appointed forwarder for the franme’'s VLAN

TRI LL- Hel | os, MIU probes, and MIU- acks are handl ed per port and, like
all TRILL 1S-1S franes, are never forwarded. They can affect the
appoi nted forwarder and inhibition logic as well as the RBridge' s
LSP.

Except TRILL-Hel |l os, MIU- probes, and MIU-acks, all TRILL control as
well as TRILL data and ESADI franmes are passed up to higher-I|eve

RBri dge processing on receipt and passed down for transm ssion on
creation or forwarding. Note that these franes are never bl ocked due
to the appointed forwarder and inhibition logic, which affects only
native frames, but there are additional filters on some of them such
as the Reverse Path Forwardi ng Check.
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4.9.3. BPDU Handling

If RBridge canpus topol ogy were static, RBridges would sinply be end
stations froma bridging perspective, ternmnating but not otherw se
interacting with spanning tree. However, there are reasons for
RBridges to listen to and sonetinmes to transmt BPDUs as descri bed
bel ow. Even when RBridges listen to and transnmit BPDUs, this is a

|l ocal RBridge port activity. The ports of a particular RBridge never
interact so as to nake the RBridge as a whole a spanning tree node.

4.9.3.1. Receipt of BPDUs

Rbri dges MJUST listen to spanning tree configurati on BPDUs received on
a port and keep track of the root bridge, if any, on that link. If
MSTP is running on the link, this is the CIST root. This infornmation
is reported per VLAN by the RBridge in its LSP and may be used as
described in Section 4.2.4.3. In addition, the receipt of spanning
tree configuration BPDUs is used as an indication that a link is a
bridged LAN, which can affect the RBridge transnission of BPDUs.

An RBridge MJUST NOT encapsul ate or forward any BPDU franme it
receives.

RBri dges di scard any topol ogy change BPDUs they receive, but note
Section 4.9.3.3.

4.9.3.2. Root Bridge Changes

A change in the root bridge seen in the spanning tree BPDUs received
at an RBridge port may indicate a change in bridged LAN topol ogy,
including the possibility of the nerger of two bridged LANs or the
i ke, without any physical indication at the port. During topol ogy
transients, bridges may go into pre-forwarding states that bl ock
TRILL-Hell o frames. For these reasons, when an RBridge sees a root
bri dge change on a port for which it is appointed forwarder for one
or nore VLANs, it is inhibited for a period of tinme between zero and
30 seconds. (An inhibited appointed forwarder discards all native
frames received fromor that it would otherw se have sent to the
link.) This tine period is configurable per port and defaults to 30
seconds.

For exanple, consider two bridged LANs carrying nultiple VLANs, each
with various RBridge appointed forwarders. Should they becone
merged, due to a cable being plugged in or the Iike, those RBridges
attached to the original bridged LANwith the lower priority root

will see a root bridge change while those attached to the other
original bridged LANwill not. Thus, all appointed forwarders in the
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lower priority set will be inhibited for a tinme period while things
are sorted out by BPDUs within the nerged bridged LAN and TRILL-Hello
frames between the RBridges invol ved.

4.9.3.3. Transm ssion of BPDUs

When an RBridge ceases to be appointed forwarder for one or nore
VLANs out a particular port, it SHOULD, as long as it continues to
recei ve spanning tree BPDUs on that port, send topol ogy change BPDUs
until it sees the topol ogy change acknow edged in a spanning tree
confi gurati on BPDU.

RBri dges MAY support a capability for sending spanning tree BPDUs for
the purpose of attenpting to force a bridged LAN to partition as
di scussed i n Appendi x A 3.3.

4.9.4. Dynam c VLAN Regi stration

Dynami c VLAN registration provides a neans for bridges (and | ess
commnly end stations) to request that VLANs be enabl ed or disabled
on ports leading to the requestor. This is done by VLAN registration
protocol (VRP) frames: GVRP or MVRP. RBridges MAY inpl emrent GVRP
and/ or MVRP as descri bed bel ow.

VRP franmes are never encapsulated as TRILL frames between RBridges or
forwarded in native formby an RBridge. |f an RBridge does not
implement a VRP, it discards any VRP franmes received and sends none.

RBri dge ports may have dynam cally enabled VLANs. |f an RBridge
supports a VRP, the actual enabl enent of dynami c VLANs is determ ned
by GVRP/ WRP franes received at the port as it would be for an
[802.1Q 2005] / [802.1ak] bridge.

An RBridge that supports a VRP sends GVRP/ WRP franes as an

[ 802.1Q 2005] / [802.1ak] bridge would send on each port that is not
configured as an RBridge trunk port or P2P port. For this purpose,
it sends VRP franmes to request traffic in the VLANs for which it is
appoi nted forwarder and in the Designated VLAN, unless the Designated
VLAN i s disabled on the port, and to not request traffic in any other
VLAN.

5. RBridge Paraneters

This section lists paraneters for RBridges. It is expected that the
TRILL MB will include many of the items listed in this section plus
addi ti onal Rbridge status and data including traffic and error
counts.
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The default value and range are given for paranmeters added by TRILL.
Wiere a paraneter is defined as a 16-bit unsigned integer and an
explicit maximumis not given, that maximumis 2**16-1. For
paraneters inported from|[802.1Q 2005], [802.1D], or IS-1S [I1S0L0589]
[ RFC1195], see those standards for default and range if not given

her e.

5.1. Per RBridge
The followi ng paranmeters occur per RBridge:

0 Nunber of nicknanes, which defaults to 1 and nay be configured in
the range of 1 to 256.

0 The desired nunber of distribution trees to be cal cul ated by every
RBridge in the canpus and a desired nunber of distribution trees
for the advertising RBridge to use, both of which are unsigned
16-bit integers that default to 1 (see Section 4.5).

0 The maxi mum nunber of distribution trees the RBridge can conpute.
This is a 16-bit unsigned integer that is inplenmentation and
envi ronnent dependent and not subject to managenent configuration

o Two lists of nicknanes, one designating the distribution trees to
be conputed and one designating distribution trees to be used as
di scussed in Section 4.5. By default, these lists are enpty.

0 The paraneters Ageing Tiner and Forward Delay with the default and
range specified in [802.1Q 2005].

o Two unsigned octets that are, respectively, the confidence in
{ MAC, VLAN, local port } triples learned fromlocally received
native franes and the confidence in { MAC, VLAN, renote RBridge }
triples learned fromdecapsul ating frames. These each default to
0x20 and may each be configured to values from 0x00 to OxFE

0 The desired mninum acceptable inter-RBridge |ink MU for the
campus, that is, originatingLSPBufferSize. This is a 16-bit
unsi gned i nteger nunber of octets that defaults to 1470 bytes,
which is the minimumvalid value. Any |ower val ue being
advertised by an RBridge is ignored.

0 The nunber of failed MIU probes before the RBridge concl udes that

a particular MU is not supported, which defaults to 3 and nay be
configured between 1 and 255.
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Static end-station address information and confidence in such end
station information statically configured can also be configured with
a default confidence of OxFF and range of 0x00 to OxFF. By default,
there is no such static address information. The quantity of such

i nformati on that can be configured is inplenmentati on dependent.

5.2. Per N cknanme Per RBridge

The following is configuration information per nicknane at each
RBr i dge:

o Priority to hold the nicknane, which defaults to 0x40 if no
speci fic val ue has been configured or OxC0 if it is configured
(see Section 3.7.3).

0 Nicknane priority to be selected as a distribution tree root, a
16-bit unsigned integer that defaults to 0x8000.

0 Nicknane val ue, an unsigned 16-bit quantity that defaults to the
configured value if configured, else to the last value held if the
RBri dge conming up after a reboot and that value is renmenbered,
el se to a random val ue; however, in all cases the reserved val ues
0x0000 and OxFFCO t hrough OxFFFF are excluded (see Section 3.7.3).

5.3. Per Port Per RBridge
An RBridge has the followi ng per-port configuration paraneters:

0 The sane paraneters as an [802.1Q 2005] port in ternms of C VLAN
IDs. In addition, there is an Announcing VLANs set that defaults
to the enabled VLANs on the port (see Section 4.4.3) and ranges
fromthe null set to the set of all |egal VLAN IDs.

0 The sane paraneters as an [802.1Q 2005] port in ternms of frame
priority code point mapping (see [802.1Q 2005]).

0o The inhibition tinme for the port when it observed a change in the
root bridge of an attached bridged LAN. This is in units of
seconds, defaults to 30, and can be configured to any value from?O
to 30.

0 The Desired Designated VLAN that the RBridge will advertise inits
TRILL Hellos if it is the DRB for the link via that port. This
defaults to the | owest VLAN ID enabled on the port and nmay be
configured to any valid VLAN ID that is enabled on the port (0x001
t hr ough OXFFE)
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(o]

5. 4.

6.

Four per-port configuration bits: disable port (default 0 ==
enabl ed), disable end-station service (trunk, default ==

enabl ed), access port (default 0 == not restricted to being an
access port), and use P2P Hellos (default 0 == use TRILL Hellos).
(See Section 4.9.1.)

One bit per port such that, if the bit is set, it disables

| earning { MAC address, VLAN, port } triples fromlocally received
native frames on the port. Default value is 0 == |earning

enabl ed.

The priority of the RBridge to be DRB and its Holding Tinme via
that port with defaults and range as specified in IS 1S [|S0L0589]
[ RFC1195] .

A bit that, when set, enables the receipt of TRILL-encapsul ated
franmes froman Quter. MacSA with which the RBridges does not have
an | S-1S adjacency. Default value is 0 == disabl ed.

Configuration for the optional send-BPDUs solution to the wiring
cl oset topol ogy problem as described in Appendix A 3.3. Default
Bri dge Address is the SystemID of the RBridge with the | owest
SystemID. If RBL and RB2 are part of a wiring closet topol ogy,
both need to be configured to know about this, and know the ID
that should be used in the spanning tree protocol on the specified
port.

Per VLAN Per RBridge
RBri dge has the foll owi ng per-VLAN configuration paraneters:

Per - VLAN ESADI protocol participation flag, 7-bit priority, and
Hol ding Time. Default participation flag is 0 == not
participating. Default and range of priority and Holding Tinme as
specified in I1S-1S [ISOL0589] [RFC1195].

One bit per VLAN that, if set, disables |learning { MAC address,
VLAN, renmote RBridge } triples fromfranmes decapsulated in the
VLAN. Defaults to 0 == | earni ng enabl ed.

Security Considerations

Layer 2 bridging is not inherently secure. It is, for exanple,
subj ect to spoofing of source addresses and bridgi ng contro
messages. A goal for TRILL is that RBridges do not add new i ssues
beyond those existing in current bridging technol ogy.
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Count ermeasures are avail able such as to configure the TRILL IS-IS
and ESADI protocols to use IS IS security [RFC5304] [RFC5310] and
i gnore unaut henticated TRILL control and ESADH franmes received.
RBridges using IS-1S security will need configuration

| EEE 802.1 port adm ssion and link security nechani sns, such as
[802.1X] and [802.1AE], can al so be used. These are best thought of
as being inmplenented bel ow TRILL (see Section 4.9.2) and are outside
the scope of TRILL (just as they are generally out of scope for

bri dgi ng standards [802.1D] and 802.1Q; however, TRILL can make use
of secure registration through the confidence | evel communicated in
the optional TRILL ESADI protocol (see Section 4.8).

TRILL encapsul ates native franes inside the RBridge canpus while they
are in transit between ingress RBridge and egress RBridge(s) as
described in Sections 2.3 and 4.1. Thus, TRILL ignorant devices with
firewal | features that cannot be detected by RBridges as end stations
will generally not be able to inspect the content of such franes for
security checking purposes. This nmay render themineffective. Layer
3 routers and hosts appear to RBridges to be end stations, and native
franes will be decapsul ated before being sent to such devices. Thus
they will not see the TRILL Ethertype. Firewall devices that do not
appear to an RBridge to be an end station, for exanple, bridges with
co-located firewalls, should be nodified to understand TRILL
encapsul ati on.

RBri dges do not prevent nodes frominpersonating other nodes, for
i nstance, by issuing bogus ARP/ND replies. However, RBridges do not
interfere with any schenes that woul d secure nei ghbor discovery.

6.1. VLAN Security Considerations

TRILL supports VLANs. These provide |ogical separation of traffic,
but care should be taken in using VLANs for security purposes. To
have reasonabl e assurance of such separation, all the RBridges and
links (including bridged LANs) in a canpus nust be secured and
configured so as to prohibit end stations fromusing dynan c VLAN
registration frames or otherw se gaining access to any VLAN carrying
traffic for which they are not authorized to read and/or inject.

Furthernmore, if VLANs were used to keep sone information off |inks
where it might be observed in a bridged LAN, this will no | onger
work, in general, when bridges are replaced with RBridges; with
encapsul ation and a different outer VLAN tag, the data will trave
the |l east cost transit path regardless of VLAN. Appropriate counter
nmeasures are to use end-to-end encryption or an appropriate TRILL
security option should one be specified.
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6.2. BPDU Hell o Deni al -of -Servi ce Consi derations

The TRILL protocol requires that an appointed forwarder at an RBridge
port be tenporarily inhibited if it sees a TRILL-Hello from anot her
RBridge claimng to be the appointed forwarder for the sane VLAN or
sees a root bridge change out that port. Thus, it would seemthat
forged BPDUs showi ng repeated root bridge changes and forged TRILL-
Hello frames with the Appointed Forwarder flag set could represent a
significant denial-of-service attack. However, the situation is not
as bad as it seens.

The best defense against forged TRILL-Hello franes or other IS IS
messages is the use of 1S 1S security [ RFC5304] [RFC5310]. Rogue end
stations would not nornmally have access to the required | S-1S keying
mat eri al needed to forge authenticatible nessages.

Aut hentication simlar to IS-1S security is usually unavail able for
BPDUs. However, it is also the case that in typical nodern wred
LANs, all the links are point-to-point. |f you have an all-RBridged
poi nt -t o-point canpus, then the worst that an end-station can do by
forging BPDUs or TRILL-Hello frames is to deny itself service. This
could be either through falsely inhibiting the forwarding of native
franes by the RBridge to which it is connected or by falsely
activating the optional decapsul ati on check (see Section 4.2.4.3).

However, when an RBridge canmpus contains bridged LANs, those bridged
LANs appear to any connected RBridges to be nulti-access links. The
forging of BPDUs by an end-station attached to such a bridged LAN
could affect service to other end-stations attached to the sane
bridged LAN. Note that bridges never forward BPDUs but process them
al t hough this processing nay result in the issuance of further BPDUs.
Thus, for an end-station to forge BPDUs to cause continui ng changes
in the root bridge as seen by an RBridge through intervening bridges
woul d typically require it to cause root bridge thrashing throughout
the bridged LAN that woul d be disruptive even in the absence of

RBri dges.

Some bridges can be configured to not send BPDUs and/or to ignhore
BPDUs on particular ports, and RBridges can be configured not to

i nhi bit appointed forwarding on a port due to root bridge changes;
however, such configuration should be used with caution as it can be
unsaf e.

7. Assignnent Considerations

This section discuses | ANA and | EEE 802 assi gnment consi derati ons.
See [ RFC5226].
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7.1. | ANA Consi derations

A new | ANA registry has been created for TRILL Paraneters with two
subregi stries as bel ow.

The initial contents of the TRILL N cknanes subregistry are as
fol | ows:

0x0000 Reserved to indicate no nicknanme specified

0x0001- OxFFBF Dynamically all ocated by the RBridges wthin each
RBri dge canpus

OxFFCO- OXFFFE Avail able for allocation by RFC Required (single
val ue) or | ETF Review (single or nmultiple val ues)

OxXFFFF Permanently reserved

The initial contents of the TRILL Miulticast Address subregistry are
as follows:

01- 80- C2- 00-00-40 Assigned as All-RBridges

01-80- C2-00-00-41 Assigned as All-1S 1S RBridges

01- 80- C2- 00-00-42 Assigned as All-ESADI - RBri dges

01- 80-C2-00-00-43 to 01-80-C2-00-00-4F Available for allocation
by | ETF Revi ew

7.2. | EEE Registration Authority Considerations

The Ethertype 0x22F3 is assigned by the | EEE Regi stration Authority
to the TRILL Protocol

The Ethertype 0x22F4 is assigned by the | EEE Registration Authority
for L2-1S1S.

The bl ock of 16 multicast MAC addresses from <01-80- C2-00-00-40> to
<01- 80- C2-00-00-4F> is assigned by the | EEE Registration Authority
for 1ETF TRILL protocol use
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Appendi x A. I ncrenmental Depl oynment Considerations

Some aspects of partial RBridge depl oynent are described bel ow for
link cost determ nation (Appendix A 1) and possible congestion due to
appoi nted forwarder bottl enecks (Appendix A . 2). A particular exanple
of a problemrelated to the TRILL use of a single appointed forwarder
per link per VLAN (the "wiring closet topology") is explored in
detail in Appendix A 3.

A 1. Li nk Cost Determ nation

Wth an RBridged canpus having no bridges or repeaters on the links
bet ween RBridges, the RBridges can accurately determ ne the nunber of
physi cal hops involved in a path and the |ine speed of each hop
assuming this is reported by their port logic. Wth intervening
devices, this is no | onger possible. For exanple, as shown in Figure
12, the two bridges Bl and B2 can conpletely hide a slow link so that
both Rbridges RB1 and RB2 incorrectly believe the link is faster

+-- o - + +----+ +----+ +-- o - +
| | Fast | | Slow | | Fast |

| RBL +-------- + Bl +-------- + B2 +-------- + RB2 |
| | Link | | Link | | Link | |
L + +----+ +----+ L +

Figure 12: Link Cost of a Bridged Link

Even in the case of a single intervening bridge, two RBridges may
know t hey are connected but each sees the link as a different speed
fromhowit is seen by the other

However, this problemis not unique to RBridges. Bridges can
encounter sinilar situations due to lIinks hidden by repeaters, and
routers can encounter similar situations due to links hidden by
bri dges, repeaters, or Rbridges.

A. 2. Appointed Forwarders and Bridged LANs

Wth partial RBridge deploynment, the RBridges may partition a bridged
LAN into a relatively small nunber of relatively |arge remant

bri dged LANs, or possibly not partition it at all so a single bridged
LAN remains. Such configuration can result in the follow ng problem

The requirenent that native frames enter and |l eave a link via the
link’s appointed forwarder for the VLAN of the frame can cause
congestion or suboptimal routing. (Sinmilar problenms can occur within
a bridged LAN due to the spanning tree algorithm) The extent to

whi ch such a problemw |l occur is highly dependent on the network
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topol ogy. For exanple, if a bridged LAN had a star-1like structure
with core bridges that connected only to other bridges and periphera
bri dges that connected to end stations and are connected to core

bri dges, the replacenent of all of the core bridges by RBridges

wi t hout replacing the peripheral bridges would generally inprove
performance wi thout inducing appointed forwarder congestion

Solutions to this problem are discussed bel ow and a particul ar
exanpl e explored in Appendix A 3.

Inserting RBridges so that all the bridged portions of the LAN stay
connected to each other and have nultiple RBridge connections is
generally the | east efficient arrangenent.

There are four techniques that may help if the probl em above occurs
and that can, to sonme extent, be used in conbination

1. Replace nore | EEE 802.1 custoner bridges with RBridges so as to
mnimze the size of the remant bridged LANs between RBridges.
This requires no configuration of the RBridges unless the bridges
they replace required configuration

2. Re-arrange network topology to mninize the problem |If the
bridges and RBridges involved are configured, this may require
changes in their configuration.

3. Configure the RBridges and bridges so that end stations on a
remmant bridged LAN are separated into different VLANs that have

different appointed forwarders. |If the end stations were already
assigned to different VLANs, this is straightforward (see Section
4.2.4.2). |If the end stations were on the sane VLAN and have to

be split into different VLANs, this technique may lead to
connectivity problens between end stations.

4. Configure the RBridges such that their ports that are connected to
the bridged LAN send spanning tree configuration BPDUs (see
Section A . 3.3) in such a way as to force the partition of the
bridged LAN. (Note: A spanning tree is never forned through an
RBri dge but always terminates at RBridge ports.) To use this
techni que, the RBridges nust support this optional feature, and
woul d need to be configured to use it, but the bridges involved
woul d rarely have to be configured. This technique nakes the
bri dged LAN unavailable for TRILL through traffic because the
bri dged LAN partitions.

Conversely to item 3 above, there nmay be bridged LANs that use VLANS,

or use nore VLANs than woul d otherw se be necessary, to support the
Mul ti pl e Spanning Tree Protocol or otherw se reduce the congestion
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that can be caused by a single spanning tree. Replacing the |EEE
802.1 bridges in such LANs with RBridges may enable a reduction in or
elimnation of VLANs and configuration conplexity.

A.3. Wring Coset Topol ogy

If 802.1 bridges are present and RBridges are not properly
configured, the bridge spanning tree or the DRB may make

i nappropriate decisions. Belowis a specific exanple of the nore
general problemthat can occur when a bridged LAN is connected to
mul ti pl e RBridges.

In cases where there are two (or nore) groups of end nodes, each
attached to a bridge (say, Bl and B2), and each bridge is attached to
an RBridge (say, RBl and RB2, respectively), with an additional link
connecting Bl and B2 (see Figure 13), it may be desirable to have the
B1-B2 link only as a backup in case one of RBl1 or RB2 or one of the
links B1-RBl1 or B2-RB2 fails.

R e +
| | | |
| Dat a +----- + +----- + |
| Center -| RB1L |----] RB2 |- |
| L + L + |
| | | |
R e +

| |

| |
e TR +
| | | |
| +----+ +----+ |
| Wring | BL |----- | B2 | |
| d oset oot oot |
| Bridged |
| LAN |
R +

Figure 13: Wring d oset Topol ogy

For exanple, Bl and B2 may be in a wiring closet and it nmay be easy
to provide a short, high-bandw dth, |ow cost |ink between themwhile
RB1 and RB2 are at a distant data center such that the RB1-Bl and
RB2-B2 |inks are slower and nore expensive.

Def aul t behavior night be that one of RB1L or RB2 (say, RBl) would
becone DRB for the bridged LAN including Bl and B2 and appoint itself
forwarder for the VLANs on that bridged LAN. As a result, RBl1 would
forward all traffic to/fromthe link, so end nodes attached to B2
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woul d be connected to the canpus via the path B2-Bl1-RB1, rather than
the desired B2-RB2. This wastes the bandwi dth of the B2-RB2 path and
cuts avail abl e bandwi dth between the end stations and the data center
in half. The desired behavior would be to make use of both the

RB1- B1 and RB2-B2 |i nks.

Three solutions to this problem are described bel ow
A.3.1. The RBridge Sol ution

O course, if Bl and B2 are replaced with RBridges, the right thing
wi | | happen without configuration (other than VLAN support), but this
may not be immediately practical if bridges are being increnentally
repl aced by RBridges.

A . 3.2. The VLAN Sol ution

If the end stations attached to Bl and B2 are al ready divided anong a
nunber of VLANs, RB1 and RB2 coul d be configured so that whichever
becones DRB for this link will appoint itself forwarder for some of
these VLANs and appoint the other RBridge for the remaining VLANs.
Shoul d either of the RBridges fail or becone disconnected, the other
will have only itself to appoint as forwarder for all the VLANs.

If the end stations are all on a single VLAN, then it would be
necessary to assign them between at |east two VLANs to use this
solution. This may lead to connectivity problens that nmight require
further neasures to rectify.

A. 3.3. The Spanning Tree Sol ution

Anot her solution is to configure the relevant ports on RBL and RB2 to
be part of a "wiring closet group”, with a configured per-RBridge
port "Bridge Address" Bx (which may be RB1 or RB2's SystemID). Both
RB1 and RB2 enit spanning tree BPDUs on their configured ports as

hi ghest priority root Bx. This causes the spanning tree to logically
partition the bridged LAN as desired by blocking the B1-B2 |ink at
one end or the other (unless one of the bridges is configured to al so
have highest priority and has a lower |ID, which we consider to be a
m sconfiguration). Wth the B1-B2 link bl ocked, RB1 and RB2 cannot
see each other’s TRILL-Hellos via that |link and each acts as

Desi gnated RBri dge and appointed forwarder for its respective
partition. O course, with this partition, no TRILL through traffic
can flow through the RB1-Bl-B2-RB2 path.

In the spanning tree configuration BPDU, the Root is "Bx" wth

hi ghest priority, cost to Root is O, Designated Bridge IDis "RB1"
when RB1 transnits and "RB2" when RB2 transnits, and port IDis a
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val ue chosen i ndependently by each of RBl1 and RB2 to distinguish each
of its own ports. The topology change flag is zero, and the topol ogy
change acknow edgenent flag is set if and only if a topol ogy change
BPDU has been received on the port since the | ast configurati on BPDU
was transmitted on the port. (If RB1L and RB2 were actually bridges
on the sane shared nediumw th no bridges between them the result
woul d be that the one with the larger ID sees "better" BPDUs (because
of the tiebreaker on the third field: the ID of the transmitting
bridge), and would turn off its port.)

Shoul d either RB1 or the RB1-Bl link or RB2 or the RB2-B2 |link fail
the spanning tree algorithmw ||l stop seeing one of the RBx roots and
wi Il unblock the B1-B2 link naintaining connectivity of all the end
stations with the data center

If the link RB1-B1-B2-RB2 is on the cut set of the canpus and RB2 and
RB1 have been configured to believe they are part of a wiring closet
group, the canpus becones partitioned as the link is bl ocked.

A 3.4. Conparison of Solutions

Repl acing all 802.1 custoner bridges with RBridges is usually the
best solution with the | east ampbunt of configuration required,
possi bl y none.

The VLAN solution works well with a relatively small anount of
configuration if the end stations are already divided anong a nunber
of VLANs. |If they are not, it becones nore conpl ex and problematic.

The spanning tree solution does quite well in this particular case.
But it depends on both RB1 and RB2 having inplenented the optiona
feature of being able to configure a port to enit spanning tree BPDUs
as described in Appendix A 3.3 above. It also nmakes the bridged LAN
whose partition is being forced unavailable for through traffic.
Finally, while in this specific exanple it neatly breaks the |ink
between the two bridges Bl and B2, if there were a nore conpl ex
bridged LAN, instead of exactly two bridges, there is no guarantee

that it would partition into roughly equal pieces. |n such a case,
you mght end up with a highly unbal anced | oad on the RB1-B1 Iink and
the RB2-B2 |ink although this is still better than using only one of

these |inks exclusively.
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Appendi x B. Trunk and Access Port Configuration

Many nodern bridged LANs are organized into a core and access nodel
The core bridges have only point-to-point links to other bridges
whil e the access bridges connect to end stations, core bridges, and
possi bly other access bridges. It seens |likely that some RBridge
canpuses will be organized in a simlar fashion

An RBridge port can be configured as a trunk port, that is, alink to
anot her RBridge or RBridges, by configuring it to disable end-station
support. There is no reason for such a port to have nore than one
VLAN enabled and in its Announcing Set on the port. O course, the
RBridge (or RBridges) to which it is connected nust have the sane
VLAN enabl ed. There is no reason for this VLAN to be other than the
default VLAN 1 unless the link is actually over carrier Ethernet or
other facilities that only provide some other specific VLAN or the
Iike. Such configuration mnimzes wasted TRILL-Hell os and

el i mi nates usel ess decapsul ati on and transni ssion of multi-
destination traffic in native formonto the Iink (see Sections 4.2.4
and 4.9.1).

An RBridge access port would be expected to lead to a link with end
stations and possibly one or nore bridges. Such a link m ght also
have nore than one RBridge connected to it to provide nore reliable
service to the end stations. It would be a goal to nmininize or
elimnate transit traffic on such a link as it is intended for end-
station native traffic. This can be acconplished by turning on the
access port configuration bit for the RBridge port or ports connected
to the link as further detailed in Section 4.9.1.

When desi gning RBridge configuration user interfaces, consideration
shoul d be given to making it convenient to configure ports as trunk
and access ports.

Appendi x C. Ml ti pat hing

Rbri dges support nul tipathing of both known uni cast and nulti -
destination traffic. Inplenmentation of nultipathing is optional

Mul ti-destination traffic can be multipathed by using different
distribution tree roots for different frames. For exanple, assune
that in Figure 14 end stations attached to RBy are the source of
various nulticast streans each of which has multiple listeners
attached to various of RB1 through RB9. Assuning equal bandw dth
links, a distribution tree rooted at RBy will predom nantly use the
vertical links anong RB1 through RB9 while one rooted at RBz will
predom nantly use the horizontal. |If RBy chooses its nickname as the
distribution tree root for half of this traffic and an RBz ni cknane
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as the root for the other half, it nay be able to substantially
i ncrease the aggregate bandwi dth by making use of both the vertica
and horizontal |inks anong RB1 through RB9.

Since the distribution trees an RBridge nust cal culate are the same
for all RBridges and transit RBridges MJST respect the tree root
specified by the ingress RBridge, a canpus will operate correctly
with a mix of RBridges sone of which use different roots for
different nmulti-destination frames they ingress and sonme of which use
a single root for all such franes.

+-- -+
| RBy| --------------- +
+---+ |
I\ |
/ | \ |
/ | \ |
+-- -+ +-- -+ +-- -+ |
| RB1| ---| RB2| - - - | RB3| |
+-- -+ +-- -+ +- - - +\ |
| | | \ |
+---+ +---+ +---+ \+---+
| RB4| ---| RB5|---| RB6| ----- | RBz|
+-- -+ +-- -+ +-- -+ [ +---+
| | | /

+-- -+ +-- -+ +---+/
| RB7| ---| RB8| ---| RB9|
+---+ +---+ +---+

Figure 14: Multi-Destination Miltipath

Known uni cast Equal Cost Miltipathing (ECMP) can occur at an RBridge
if, instead of using a tiebreaker criterion when buil ding SPF paths,
information is retai ned about ports through which equal cost paths
are available. Different unicast frames can then be sent through
those different ports and will be forwarded by equal cost paths. For
exanple, in Figure 15, which shows only RBridges and omts any
bridges present, there are three equal cost paths between RBl1 and RB2
and two equal cost paths between RB2 and RB5. Thus, for traffic
transiting this part of the canmpus fromleft to right, RB1 may be
able to performthree way ECVMP and RB2 nmay be able to performtwo-way
ECVP

A transit RBridge receiving a known unicast frame forwards it towards

the egress RBridge and is not concerned with whether it believes
itself to be on any particular path fromthe ingress RBridge or a
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previous transit RBridge. Thus, a canpus will operate correctly with
a mx of RBridges sone of which inplement ECMP and sone of which do
not .

There are actually three possibilities for the parallel paths between
RB1 and RB2 as foll ows:

1. If two or three of these paths have pseudonodes, then all three
will be distinctly visible in the canpus-wide |link state and ECWP
as described above is applicable.

2. |If the paths use P2P Hellos or otherw se do not have pseudonodes,
these three paths woul d appear as a single adjacency in the link
state. In this case, nultipathing across them would be an
entirely local matter for RB1 and RB2. It can be freely done for
known uni cast franmes but not for nulti-destination frames as
described in Section 4.5. 2.

3. If and only if the three paths between RB1 and RB2 are single hop
equal bandwi dth links with no intervening bridges, then it would
be permissible to conbine theminto one logical |ink through the
[802. 1AX] "link aggregation" feature. Rbridges MAY inplenment |ink
aggregation since that feature operates below TRILL (see Section

4.9.2).
+---+ double Iine = 10 Ghps
----- ===| RB3| - - - single line = 1 Gops
/ \ /11 +---+ 0\
+-- -+ +-- -+ +-- -+
===| RBl|----- | RB2| | RB5| ===
e e e
\ / \ +---+ /]
..... ----| RB4| ===
+-- -+

Fi gure 15: Known Uni cast Miltipath

When multipathing is used, frames that follow different paths will be
subject to different delays and may be re-ordered. Wile sone
traffic may be order/delay insensitive, typically nost traffic
consists of flows of frames where re-ordering within a flowis
damagi ng. How to determne flows or what granularity flows should
have is beyond the scope of this docunent. (This issue is discussed

in [802. 1AX].)
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Appendi x D. Determination of VLAN and Priority

A high-level, informative sumary of how VLAN ID and priority are
determ ned for incomng native franmes, omtting sone details, is
given in the bulleted itens below For nore detailed information
see [802.1Q 2005].

0 Wien an untagged native frane arrives, an unconfigured RBridge
associ ates the default priority zero and the VLANID 1 with it.
It actually sets the VLAN for the untagged frame to be the "port
VLAN | D' associated with that port. The port VLAN ID defaults to
VLAN ID 1 but nay be configured to be any other VLAN ID. An
Rbri dge nay al so be configured on a per-port basis to discard such
franes or to associate a different priority code point with them
Determ nation of the VLAN ID associated with an i ncom ng untagged
non-control franme may al so be made dependent on the Ethertype or
NSAP (referred to in 802.1 as the Protocol) of the arriving frane,
t he source MAC address, or other local rules

0o Wien a priority tagged native frame arrives, an unconfi gured
RBri dge associates with it both the port VLAN ID, which defaults
to 1, and the priority code point provided in the priority tag in
the frame. An Rbridge nmay be configured on a per-port basis to
di scard such franmes or to associate themwith a different VLAN ID
as described in the point imediately above. It nmay also be
configured to map the priority code point provided in the franme by
speci fying, for each of the eight possible values that night be in
the frame, what actual priority code point will be associated with
the frame by the RBridge.

0 Wien a Ctagged (fornerly called Qtagged) native frane arrives,
an unconfigured RBridge associates with it the VLAN ID and
priority in the Ctag. An RBridge nay be configured on a per-port
per-VLAN basis to discard such franmes. It may al so be configured
on a per-port basis to map the priority value as specified above
for priority tagged franes.

In 802.1, the process of associating a priority code point with a
frame, including mapping a priority provided in the frame to another
priority, is referred to as priority "regeneration".

Appendi x E. Support of | EEE 802.1Q 2005 Anendnents

This informational appendi x briefly comments on RBridge support for
conpl eted and i n-process anmendnents to | EEE [802. 1Q 2005]. There is
no assurance that existing RBridge protocol specifications or
existing bridges will support not yet specified future [802.1Q 2005]
anmendnents just as there is no assurance that existing bridge

Perl man, et al. St andards Track [ Page 95]



RFC 6325 RBri dge Prot ocol July 2011

protocol specifications or existing RBridges will support not yet
specified future TRILL anendnents.

The information below is frozen as of 25 October 2009. For the
| atest status, see the | EEE 802.1 working group
(http://grouper.ieee.orgl/ groups/802/1/).

E.1. Conpleted Arendnents

802. 1ad- 2005 Provider Bridges - Sonetines called "Qin-Q', because
VLAN tags used to be called "Qtags", 802.1lad specifies
Provi der Bridges that tunnel custoner bridge traffic within
service VLAN tags (S-tags). |If the customer LAN is an RBridge
canpus, that traffic will be bridged by Provider Bridges.
Customer bridge features involving Provider Bridge awareness,
such as the ability to configure a custoner bridge port to add
an S-tag to a frane before sending it to a Provider Bridge, are
bel ow the EISS | ayer and can be supported in RBridge ports
wi t hout nodification to the TRILL protocol

802. 1lag- 2007 Connectivity Fault Managenent (CFM - This 802.1 feature
is at least in part dependent on the synmetric path and other
characteristics of spanning tree. The coments provided to the
| ETF TRILL working group by the I EEE 802.1 working group stated
that "TRILL weakens the applicability of CFM.

802. 1ak- 2007 Multiple Registration Protocol - Supported to the extent
described in Section 4.9.4.

802. 1ah- 2008 Provi der Backbone Bridges - Sonetines called "MACG i n-
MAC', 802. l1lah provides for Provider Backbone Bridges that
tunnel customer bridge traffic within different outer MAC
addresses and using a tag (the "lI-tag") to preserve the
original MAC addresses and signal other information. If the
customer LAN is an RBridge canpus, that traffic will be bridged
by Provi der Backbone Bridges. Custoner bridge features
i nvol ving Provi der Backbone Bri dge awareness, such as the
ability to configure a customer bridge port to add an I-tag to
a frame before sending it to a Provider Backbone Bridge, are
bel ow the EI SS | ayer and can be supported in RBridge ports
wi t hout nodification to the TRILL protocol

802. 1Qaw 2009 Managenent of Data-Driven and Dat a- Dependent

Connectivity Fault - Anendnent building on 802.1ag. See
comrents on 802. 1ag- 2007 above.
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802. 1Qay- 2009 Provi der Backbone Bridge Traffic Engi neering -
Anmendnent buil ding on 802.1ah to configure traffic engineered
routing. See conments on 802. 1ah- 2008 above.

E. 2. I n- Process Anendnent s

The followi ng are anendnents to | EEE [ 802. 1Q 2005] that are in
process. As such, the brief conments bel ow are based on drafts and
may be incorrect for later versions or any final amendnent.

802. 1aj Two-port MAC Relay [802.1aj] - This amendnment specifies a MAC
relay that will be transparent to RBridges. RBridges are
conpatible with | EEE 802. 1aj devices as currently specified, in
the sanme sense that | EEE 802. 1Q 2005 bri dges are conpatible
with such devices

802. 1aq Shortest Path Bridging - This anmendnent provides for inproved
routing in bridged LANs.

802. 1Qat Stream Reservation Protocol - Mdification to 802.1Qto
support the 802.1 Tining and Synchronization. This protoco
reserves resources for streans at supporting bridges.

802. 1Qau Congestion Notification - It currently appears that
nodi fications to RBridge behavi or above the EISS | evel woul d be
needed to support this amendnent. Such nodifications are
beyond the scope of this docunent.

802. 1Qav Forwardi ng and Queui ng Enhancenents for Tine-Sensitive
Streans - Modification to 802.1Q to support the 802.1 Timng
and Synchroni zation protocol. This amendnent specifies nethods
to support the resource reservations nade through the 802. 1Gat
protocol (see above).

802. 1Qaz Enhanced Transm ssion Selection - It appears that this
amendnent will be below the EISS | ayer and can be supported in
RBri dge ports w thout nodification to the TRILL protocol

802. 1Qvb Priority-based Flow Control - Commonly called "per-priority
pause", it appears that this anmendnment will be bel ow the ElI SS
| ayer and can be supported in RBridge ports wthout
nodi fication to the TRILL protocol

802. 1bc Renpte Custoner Service Interfaces. This is an extension to
802. 1Q provider bridging. See 802.1ad-2005 above.
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802. 1Qe Multipl e Backbone Service Instance ldentifier (I-SID)
Regi stration Protocol (MRP). This is an extension to 802.1Q
provi der backbone bridging. See 802.1ah-2008 above.

802. 1f Provi der Backbone Bridge Traffic Engi neering (PBB-TE)
Infrastructure Segnent Protection. This anendnment extends
802. 1Q to support certain types of failover between provider
backbone bridges. See 802.1ah-2008 above.
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