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(and, at tinmes, still are) incorrectly perceived to exist as well as
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1. Introduction

Since the Internet Protocol was first published as [I ENO28] in 1978,
| P has provided a network-Ilayer connectivity service to upper-|ayer
protocol s and applications. The basic IP service nodel was
docunented in the original IENs (and subsequently in the RFCs that
obsol ete then). However, since the mantra has been "Everything Over
I P", the I P service nodel has evol ved significantly over the past 30
years to enabl e new behaviors that the original definition did not
envision. For exanple, by 1989 there was al ready sonme confusion and
so [RFC1122] clarified many things and extended the nodel. |In 2004,
[ RFC3819] advi sed |ink-layer protocol designers on a nunber of issues
that affect upper layers and is the closest inintent to this
docunent. Today's |IP service nodel is not well docunmented in a
single place, but is either inplicit or discussed pieceneal in nmany
different RFCs. As a result, today’s IP service nodel is actually
not well known, or at least is often m sunderstood.

In the early days of IP, changing or extending the basic IP service
nmodel was easier since it was not as w dely depl oyed and there were
fewer inplenmentations. Today, the ossification of the Internet makes
evolving the I P nodel even nore difficult. Thus, it is inportant to
understand the evolution of the IP nodel for two reasons:

1. To clarify what properties can and cannot be depended upon by
upper-1layer protocols and applications. There are nany
m sconceptions on which applications may be based and which are
probl emati c.

2. To docunent |essons for future evolution to take into account.
It is inmportant that the service nodel remain consistent, rather

than evolving in two opposing directions. It is sonetinmes the
case in | ETF Wrking Groups today that directions are considered
or even taken that would change the I P service nodel. Doing this
wi t hout understanding the inplications on applications can be
danger ous.
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This RFC attenpts to docunent various aspects of the |IP service nodel
and how it has evolved over tine. |In particular, it attenpts to
docunment the properties of the IP layer, as seen by upper-Iayer
protocol s and applications, especially properties that were (and at
times still are) incorrectly perceived to exist. It also highlights
properties that woul d cause problens if changed.

2. The | P Service Mdel

In this docunment, we use the term"IP service nodel" to refer to the
nodel exposed by IP to higher-layer protocols and applications. This

is depicted in Figure 1 by the horizontal I|ine.
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I P Service Mdel
Figure 1

The foundation of the IP service nodel today is docunented in Section
2.2 of [RFCO791]. Cenerally speaking, |IP provides a connectionless
delivery service for variable size packets, which does not guarantee
ordering, delivery, or lack of duplication, but is merely best effort
(al though sonme packets nmay get better service than others). Senders
can send to a destination address w thout signaling a priori, and
receivers just listen on an already provisioned address, w thout
signaling a priori.
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Architectural principles of the IP nodel are further discussed in
[ RFC1958] and in Sections 5 and 6 of [ NEWARCH|

2. 1. Li nks and Subnets

Section 2.1 of [RFC4903] discusses the terms "link" and "subnet" wth
respect to the I P nodel.

A "link" in the IP service nodel refers to the topol ogi cal area

wi thin which a packet with an IPv4 Tinme to Live (TTL) or |Pv6 Hop
Limt of 1 can be delivered. That is, where no I P-layer forwarding
(which entails a TTL/Hop Limt decrenent) occurs between two nodes.

A "subnet" in the I P service nodel refers to the topol ogical area
wi thin which addresses fromthe sane subnet prefix are assigned to
i nterfaces.

3. Common Application M sconceptions

Below is a list of properties that are often assumed by applications
and upper-1layer protocols, but which have becone | ess true over tine.

3.1. M sconceptions about Routing
3.1.1. daim Reachability is symetric

Many applications assunme that if a host A can contact a host B, then
the reverse is also true. Exanples of this behavior include request-
response patterns, which require reverse reachability only after
forward reachability, as well as callbacks (e.g., as used by the File
Transfer Protocol (FTP) [RFC0959]).

Oiginally, it was the case that reachability was symmetric (although
the path taken may not be), both within a link and across the
Internet. Wth the advent of technol ogi es such as Network Address
Transl ators (NATs) and firewalls (as in the follow ng exanpl e
figure), this can no | onger be assuned. Today, host-to-host
connectivity is challenging if not inpossible in general. It is
relatively easy to initiate communi cation fromhosts (A-E in the
exanpl e diagran) to servers (S), but not vice versa, nor between
hosts A-E. For a longer discussion on peer-to-peer connectivity, see
Appendi x A of [RFC5694].
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Fi gure 2
However, it is still the case that if a request can be sent, then a

reply to that request can generally be received, but an unsolicited
request in the other direction nmay not be received. [RFC2993]
di scusses this in nore detail.

There are also links (e.g., satellite) that were defined as
unidirectional |inks and hence an address on such a link results in
asymmetric reachability. [RFC3077] explicitly addresses this problem
for multihoned hosts by tunneling packets over another interface in
order to restore symetric reachability.

Finally, even with conmon wireless networks such as 802.11, this
assunption may not be true, as discussed in Section 5.5 of
[ W RELESS] .

3.1.2. daim Reachability is transitive

Many applications assune that if a host A can contact host B, and B
can contact C, then host A can contact C. Exanples of this behavior
i ncl ude applications and protocols that use referrals.

Oiginally, it was the case that reachability was transitive, both
within a link and across the Internet. Wth the advent of
technol ogi es such as NATs and firewal |l s and various routing policies,
this can no | onger be assumed across the Internet, but it is often
still true within a link. As a result, upper-Ilayer protocols and
applications nmay be relying on transitivity within a link. However,
sonme radi o technol ogi es, such as 802.11 ad hoc node, violate this
assunption within a |ink.
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3.1.3. daim Error nessages can be received in response to data
packet s

Some upper -1l ayer protocols and applications assune that | CVMP error
messages will be received in response to packets sent that cannot be
delivered. Exanples of this include the use of Path MIU Di scovery
[ RFC1191] [RFC1981] relying on nessages indicating packets were too
big, and traceroute and the use of expanding ring search [ RFCl1812]
relying on nessages indicating packets reached their TTL/Hop Limt.

Oiginally, this assunption largely held, but many | CMP senders then
chose to rate-limt responses in order to nitigate denial-of-service
attacks, and nmany firewalls now bl ock | CMP nessages entirely. For a
| onger discussion, see Section 2.1 of [RFC2923].

This led to an alternate mechanismfor Path MIU Di scovery that does
not rely on this assunption being true [ RFC4821] and gui dance to
firewall adm nistrators ([ RFC4890] and Section 3.1.1 of [RFC2979]).

3.1.4. Cdaim Milticast is supported within a Iink

[ RFC1112] introduced multicast to the IP service nodel. 1In this
evol ution, senders still just send to a destination address w thout
signaling a priori, but in contrast to the original |P nodel,
receivers nust signal to the network before they can receive traffic
to a nulticast address.

Today, many applications and protocols use mnmulticast addresses,

i ncluding protocols for address configuration, service discovery,
etc. (See [ MCAST4] and [ MCAST6] for those that use well-known
addr esses.)

Most of these only assune that nulticast works within a |link and may
or may not function across a wider area. Wile network-Iayer
mul ti cast works over nmpbst |link types, there are Non-Broadcast Milti-
Access (NBMA) |inks over which nulticast does not work (e.g., X 25,
ATM frane relay, 6to4, Intra-Site Automati c Tunnel Addressing

Prot ocol (1SATAP), Teredo) and this can interfere with sone protocols
and applications. Sinmilarly, there are links such as 802.11 ad hoc
nmode where mul ticast packets may not get delivered to all receivers
on the Iink. [RFC4861] states:

Note that all link types (including NBMA) are expected to provide
mul ticast service for applications that need it (e.g., using
mul ticast servers).

and its predecessor [RFC2461] contained simlar wording.
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However, not all link types today neet this expectation
3.1.5. daim |Pv4 broadcast is supported

| Pv4 broadcast support was originally defined on a link, across a
network, and for subnet-directed broadcast, and it is used by nany
applications and protocols. For security reasons, however, [RFC2644]
deprecated the forwardi ng of broadcast packets. Thus, since 1999,

broadcast can only be relied on within a link. Still, there exist
NBMA | i nks over which broadcast does not work, and there exist sone
"sem - broadcast™ links (e.g., 802.11 ad hoc node) where broadcast

packets may not get delivered to all nodes on the link. Another case
where broadcast fails to work is when a /32 or /31 is assigned to a
point-to-point interface (e.g., [RFC3021]), |eaving no broadcast
address avai |l abl e.

To a large extent, the addition of |ink-scoped nulticast to the IP
servi ce nodel obsoleted the need for broadcast. It is also worth
noting that the broadcast APl nodel used by nost platforns allows
receivers to just listen on an already provisioned address, w thout
signaling a priori, but in contrast to the unicast APl nodel, senders
must signal to the local IP stack (SO BROADCAST) before they can send
traffic to a broadcast address. However, fromthe network’s
perspective, the host still sends w thout signaling a priori

3.1.6. daim Milticast/broadcast is |ess expensive than replicated
uni cast

Some applications and upper-layer protocols that use nulticast or
broadcast do so not because they do not know the addresses of
receivers, but sinply to avoid sending nultiple copies of the sane
packet over the sanme |ink.

In wired networks, sending a single nulticast packet on a link is
generally | ess expensive than sending nultiple unicast packets. This
may not be true for wirel ess networks, where inplenentations can only
send nulticast at the basic rate, regardl ess of the negotiated rates
of potential receivers. As a result, replicated unicast nmay achi eve
nmuch hi gher throughput across such links than multicast/broadcast
traffic.

3.1.7. daim The end-to-end |atency of the first packet to a
destination is typica

Many applications and protocols choose a destination address by
sendi ng a nmessage to each of a nunber of candi dates, picking the
first one to respond, and then using that destination for subsequent
conmmuni cation. |If the end-to-end latency of the first packet to each
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destination is atypical, this can result in a highly non-optinal
destination being chosen, with nmuch | onger paths (and hence higher
load on the Internet) and | ower throughput.

Today, there are a nunber of reasons this is not true. First, when
sending to a new destination there nay be sone startup | atency
resulting fromthe link-layer or network-layer nmechanismin use, such
as the Address Resol ution Protocol (ARP), for instance. |In addition,
the first packet may follow a different path from subsequent packets.
For exanple, protocols such as Mbile | Pv6 [ RFC3775], Protoco

I ndependent Multicast - Sparse Mbde (PIMSM [RFC4601], and the
Mul ti cast Source Discovery Protocol (MSDP) [RFC3618] send packets on
one path, and then allow imediately switching to a shorter path,
resulting in a large latency difference. There are various proposals
currently being evaluated by the | ETF Routi ng Research Group that
result in simlar path swtching

3.1.8. daim Reordering is rare

As discussed in [ REORDER], [RFC2991], and Section 15 of [RFC3819],
there are a nunber of effects of reordering. For exanple, reordering
i ncreases buffering requirenents (and jitter) in many applications
and in devices that do packet reassenbly. In particular, TCP

[ RFCO793] is adversely affected by reordering since it enters fast-
retransmt when three packets are received before a | ate packet,

whi ch drastically lowers throughput. Finally, sonme NATs and
firewalls assune that the initial fragment arrives first, resulting
in packet loss when this is not the case.

Today, there are a nunber of things that cause reordering. For
exanpl e, sonme routers do per-packet, round-robin | oad bal anci ng,

whi ch, dependi ng on the topology, can result in a great deal of
reordering. As another exanple, when a packet is fragnented at the
sender, some hosts send the last fragment first. Finally, as

di scussed in Section 3.1.7, protocols that do path switching after
the first packet result in deterninistic reordering within the first
burst of packets.

3.1.9. daim Loss is rare and probabilistic, not determnistic

In the original IP nodel, senders just send, wthout signaling the
network a priori. This works to a degree. |In practice, the last hop
(and in rare cases, other hops) of the path needs to resolve next hop
information (e.g., the link-layer address of the destination) on
demand, which results in queuing traffic, and if the queue fills up
sonme traffic gets dropped. This neans that bursty sources can be
problematic (and i ndeed a single | arge packet that gets fragmented
becones such a burst). The problemis rarely observed in practice
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today, either because the resolution within the | ast hop happens very
qui ckly, or because bursty applications are rarer. However, any
protocol that significantly increases such del ays or adds new

resol utions would be a change to the classic |IP nodel and may
adversely inpact upper-layer protocols and applications that result
in bursts of packets.

In addition, nechanisns that sinply drop the first packet, rather
than queuing it, also break this assunption. Similar to the result
of reordering, they can result in a highly non-optinal destination
bei ng chosen by applications that use the first one to respond. Two
exanpl es of nechani sns that appear to do this are network interface
cards that support a "Wake-on-LAN' capability where any packet that
mat ches a specified pattern will wake up a nachine in a power-
conservi ng node, but only after dropping the matching packet, and
MSDP, where encapsul ati ng data packets is optional, but doing so
enabl es bursty sources to be accommopdated while a nmulticast tree is
built back to the source’s donain.

3.1.10. daim An end-to-end path exists at a single point in time

In classic I P, applications assunme that either an end-to-end path

exists to a destination or that the packet will be dropped. In
addition, IP today tends to assune that the packet delay is
relatively short (since the "Tinme"-to-Live is just a hop count). In

IPs earlier history, the TTL field was expected to al so be
decrenmented each second (not just each hop).

In general, this assunption is still true today. However, the |IRTF
Del ay Tol erant Networking Research Group is investigating ways for
applications to use IP in networks where this assunption is not true,
such as store-and-forward networks (e.g., packets carried by vehicles
or aninals).

3.1.11. D scussi on

The reasons why the assunptions |isted above are increasingly |ess
true can be divided into two categories: effects caused by attributes
of link-layer technol ogies and effects caused by network-Iayer

t echnol ogi es.

RFC 3819 [ RFC3819] advises link-l1ayer protocol designers to mninze
these effects. GCenerally, the link-layer causes are not
intentionally trying to break IP, but rather adding IP over the
technol ogy introduces the problem Hence, where the |ink-Iayer
protocol itself does not do so, when specifying how IP is defined
over such a link protocol, designers should conpensate to the maxi num
extent possible. As exanples, [RFC3077] and [ RFC2491] conpensate for
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the | ack of symmetric reachability and the I ack of Iink-Iayer

mul ticast, respectively. That is, when |IP is defined over a |link
type, the protocol designers should attenpt to restore the
assunptions listed in this docunment. For exanple, since an

i npl ement ati on can di stingui sh between 802.11 ad hoc node versus
infrastructure node, it nmay be possible to define a nechani sm bel ow
I P to conpensate for the lack of transitivity over such |inks.

At the network layer, as a general principle, we believe that
reachability is good. For security reasons ([RFC4948]), however, it
is desirable to restrict reachability by unauthorized parties; indeed
| Psec, an integral part of the IP nobdel, provides one neans to do so.
Where there are issues with asymmetry, non-transitivity, and so
forth, which are not direct results of restricting reachability to
only authorized parties (for some definition of authorized), the |IETF
shoul d attenpt to avoid or solve such issues. Sinilar to the
principle outlined in Section 3.9 of [RFC1958], the general theme
when defining a protocol is to be liberal in what effects you accept,
and conservative in what effects you cause

However, in being liberal in what effects you accept, it is also

i mportant to renenber that diagnostics are inportant, and being too
i beral can mask problens. Thus, a tussle exists between the desire
to provide a better experience to one’s own users or applications and
thus be nore successful ([RFC5218]), versus the desire to put
pressure on getting problens fixed. One solutionis to provide a
separate "pedantic node" that can be enabled to see the problens

rat her than mask them

3.2. M sconceptions about Addressing
3.2.1. daim Addresses are stable over long periods of tine

Oiginally, addresses were manually configured on fixed nachi nes, and
hence addresses were very stable. Wth the advent of technol ogies
such as DHCP, roaning, and wirel ess, addresses can no | onger be
assuned to be stable for long periods of tine. However, the APls
provided to applications today typically still assume stable
addresses (e.g., address lifetinmes are not exposed to applications
that get addresses). This can cause problens when addresses becone
stal e.

For exanpl e, nany applications resolve nanes to addresses and then

cache themwi thout any notion of lifetine. |In fact, the classic name
resolution APls do not even provide applications with the lifetime of
entries.
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Proxy Mobile | Pv6 [ RFC5213] tries to restore this assunption to sonme
extent by preserving the same address while roami ng around a | oca
area. The issue of roam ng between different networks has been known
since at |east 1980 when [l EN135] proposed a nobility solution that
attenpted to restore this assunption by adding an additional address
that can be used by applications, which is stable while roaning
anywhere with Internet connectivity. Mre recent protocols such as
Mobile | Pv6 (M P6) [RFC3775] and the Host ldentity Protocol (HIP)

[ RFC4423] follow in this sane vein.

3.2.2. Caim An address is four bytes |ong

Many applications and protocols were designed to only support
addresses that are four bytes long. Although this was sufficient for
| Pv4, the advent of IPv6 nmade this assunption invalid and with the
exhaustion of |Pv4 address space this assunption will becone
increasingly less true. There have been sone attenpts to try to
mtigate this problemwith limted degrees of success in constrained
cases. For exanple, "Bunp-In-the-Stack" [RFC2767] and "Bunp-in-the-
APl " [ RFC3338] attenpt to provide four-byte "IPv4" addresses for |Pv6
destinations, but have many limitations including (anong a nunber of
others) all the problens of NATs.

3.2.3. daim A host has only one address on one interface

Al t hough many applications assume this (e.g., by calling a nane

resol ution function such as get host bynane and then just using the
first address returned), it was never really true to begin with, even
if it was the common case. Even [RFC0791] states

provi sion nust be nade for a host to have several physica
interfaces to the network with each having several |ogica
I nternet addresses.

However, this assunption is increasingly |less true today, with the
advent of nmultiple interfaces (e.g., wired and wireless), dual-IPv4/

| Pv6 nodes, multiple | Pv6 addresses on the sane interface (e.g.
link-local and global), etc. Sinmilarly, many protocol specifications
such as DHCP only describe operations for a single interface, whereas
obt ai ni ng host-wi de configuration frommultiple interfaces presents a
mer gi ng problem for nodes in practice. Too often, this problemis
sinmply ignored by Wrking Goups, and applications and users suffer
as a result from poor nerging al gorithns.

One use of protocols such as MP6 and HP is to nmake this assunption
somewhat nore true by adding an additional "address" that can be the
one used by such applications, and the protocol will deal with the
complexity of nultiple physical interfaces and addresses.

Thaler & | AB I nf or mat i onal [ Page 12]



RFC 6250 Evol uti on of the |IP Mbodel May 2011

3.2.4. daim A non-mnulticast/broadcast address identifies a single
host over a long period of tine

Many applications and upper-layer protocols maintain a comrunication
session with a destination over sone period of tinme. |If that address
is reassigned to another host, or if that address is assigned to
mul ti ple hosts and the host at which packets arrive changes, such
applications can have probl ens.

In addition, nmany security mechani sms and configurations assune that
one can block traffic by IP address, inplying that a single attacker
can be identified by IP address. |If that |IP address can al so
identify many legitimate hosts, applying such a block can result in
deni al of service

[ RFC1546] introduced the notion of anycast to the |IP service nodel
It states:

Because anycasting is statel ess and does not guarantee delivery of
mul ti pl e anycast datagrans to the sane system an application
cannot be sure that it is communicating with the sanme peer in two
successive UDP transnissions or in two successive TCP connections
to the same anycast address.

The obvi ous solutions to these issues are to require applications
which wish to naintain state to learn the unicast address of their
peer on the first exchange of UDP datagranms or during the first
TCP connection and use the unicast address in future
conversati ons.

The issues with anycast are further discussed in [ RFC4786] and
[ ANYCAST] .

Anot her nechani sm by which nultiple hosts use the sane address is as
a result of scoped addresses, as defined for both | Pv4 [ RFC1918]

[ RFC3927] and | Pv6 [ RFC4007]. Because such addresses can be reused
within nmultiple networks, hosts in different networks can use the
sane address. As a result, a host that is nultihoned to two such
net wor ks cannot use the destination address to uniquely identify a
peer. For exanple, a host can no |longer use a 5-tuple to uniquely
identify a TCP connection. This is why |Pv6 added the concept of a
"zone index".

Yet another exanple is that, in sonme high-availability solutions, one
host takes over the | P address of another failed host.

See [ RFC2101], [RFC2775], and [ SHARED- ADDRESSI NG for additional
di scussi on on address uni queness.
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3.2.5. daim An address can be used as an indication of physica
| ocation

Some applications attenpt to use an address to infer sonme information
about the physical |ocation of the host with that address. For
exanpl e, geo-location services are often used to provide targeted
content or ads.

Various forns of tunneling have nade this assunption |ess true, and
this will becone increasingly less true as the use of | Pv4d NATs for
| arge networks continues to increase. See Section 7 of

[ SHARED- ADDRESSI NG for a | onger discussion.

3.2.6. daim An address used by an application is the same as the
address used for routing

Some applications assune that the address the application uses is the
sanme as that used by routing. For exanple, sone applications use raw
sockets to read/wite packet headers, including the source and
destination addresses in the | P header. As another exanple, sone
applications nmake assunptions about locality (e.g., whether the
destination is on the same subnet) by conparing addresses.

Protocols such as Mbile IPv6 and H P specifically break this
assunption (in an attenpt to restore other assunptions as discussed
above). Recently, the I RTF Routing Research G oup has been

eval uati ng a nunber of possible nmechani snms, sone of which would al so
break this assunption, while others preserve this assunption near the
edges of the network and only break it in the core of the Internet.

Breaking this assunption is sonetines referred to as an "identifier/
| ocator" split. However, as originally defined in 1978 ([|EN019],
[1 ENO23]), an address was originally defined as only a | ocator
whereas nanes were defined to be the identifiers. However, the TCP
protocol then used addresses as identifiers.

Finally, in a liberal sense, any tunneling nmechanismm ght be said to
break this assunption, although, in practice, applications that nake
this assunption will continue to work, since the address of the
inside of the tunnel is still used for routing as expected.

3.2.7. Caim A subnet is snmaller than a |ink

In the classic IP nodel, a "subnet" is smaller than, or equal to, a
"link". Destinations with addresses in the sane on-1ink subnet
prefix can be reached with TTL (or Hop Count) = 1. Link-scoped
mul ti cast packets, and all-ones broadcast packets will be delivered
(in a best-effort fashion) to all listening nodes on the link
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Subnet broadcast packets will be delivered (in a best effort fashion)
to all listening nodes in the subnet. There have been sone efforts
in the past (e.g., [RFC0925], [RFC3069]) to allow multi-Iink subnets
and change the above service nodel, but the adverse inpact on
applications that have such assunptions recommend agai nst changi ng
this assunption.

[ RFC4903] discusses this topic in nore detail and surveys a nunber of
protocol s and applications that depend on this assunption
Specifically, some applications assune that, if a destination address
is in the sane on-link subnet prefix as the local machine, then

t heref ore packets can be sent with TTL=1, or that packets can be
received with TTL=255, or |ink-scoped nulticast or broadcast can be
used to reach the destination

3.2.8. daim Selecting a | ocal address selects the interface

Sonme applications assune that binding to a given | ocal address
constrains traffic reception to the interface with that address, and
that traffic fromthat address will go out on that address’s
interface. However, Section 3.3.4.2 of [RFCL1122] defines two nodels:
the Strong End System (or strong host) nodel where this is true, and
the Weak End System (or weak host) nodel where this is not true. In
fact, any router is inherently a weak host inplenentation, since
packets can be forwarded between interfaces.

3.2.9. Caim An address is part of an on-link subnet prefix

To sonme extent, this was never true, in that there were cases in |Pv4
where the "mask" was 255.255. 255. 255, such as on a point-to-point
link where the two endpoints had addresses out of unrel ated address
spaces, and no on-1link subnet prefix existed on the link. However,
this didn't stop nmany platforns and applications from assuning that
every address had a "mask" (or prefix) that was on-link. The
assunption of whether a subnet is on-link (in which case one can send
directly to the destination after using ARP/ND) or off-link (in which
case one just sends to a router) has evolved over the years, and it
can no |l onger be assumed that an address has an on-link prefix. In
1998, [RFC2461] introduced the distinction as part of the core |IPv6
protocol suite. This topic is discussed further in [ON OFF-LINK],
and [ RFC4903] al so touches on this topic with respect to the service
nodel seen by applications.

3.2.10. D scussion

Section 4.1 of RFC 1958 [ RFC1958] states: "In general, user
applications should use nanmes rather than addresses”
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We enphasi ze the above point, which is too often ignored. Many
commonly used APlIs unnecessarily expose addresses to applications
that already use nanes. Sinilarly, some protocols are defined to
carry addresses, rather than carrying nanes (instead of or in
addition to addresses). Protocols and applications that are already
dependent on a nam ng system shoul d be designed in such a way that
they avoid or ninimze any dependence on the notion of addresses.

One challenge is that many hosts today do not have names that can be
resol ved. For exanple, a host may not have a fully qualified domain
nane (FQDN) or a Dormain Nanme System (DNS) server that will host its
name.

Applications that, for whatever reason, cannot use nanes should be
| P-versi on agnosti c.

3.3. M sconceptions about Upper-Layer Extensibility

3.3.1. daim Newtransport-layer protocols can work across the
I nt er net

I P was originally designed to support the addition of new transport -
| ayer protocols, and [ PROTOCOLS] |ists many such protocol s.

However, as discussed in [WAl ST- HOURGLASS], NATs and firewal | s today
break this assunption and often only allow UDP and TCP (or even just
HTTP)

Hence, while new protocols may work from sonme places, they will not
necessarily work from everywhere, such as from behi nd such NATs and
firewalls.

Since even UDP and TCP may not work from everywhere, it nmay be
necessary for applications to support "HITP fail over" nbdes. The use
of HTTP as a "transport of |ast resort” has becone comon (e.g.

[ BOSH anmpbng others) even in situations where it is sub-optimal, such
as in real-time communications or where bidirectional conmunication
is required. Also, the I|ETF HyBi Wrking Goup is nowin the process
of designing a standards-based solution for |ayering other protocols
on top of HITP. As a result of having to support HTTP fail over,
applications may have to be engi neered to sustain higher |atency.
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3.3.2. daim If one streambetween a pair of addresses can get
t hrough, then so can anot her

Some applications and protocols use nmultiple upper-layer streamnms of
data between the sane pair of addresses and initiated by the sane
party. Passive-node FTP [ RFC0959], and RTP [ RFC3550], are two
exanpl es of such protocols, which use separate streans for data
versus control channels.

Today, there are many reasons why this may not be true. Firewalls,
for exanple, may selectively allow bl ock specific protocol nunbers
and/ or val ues in upper-layer protocol fields (such as port nunbers).
Simlarly, mddl eboxes such as NATs that create per-stream state nay
cause other streanms to fail once they run out of space to store
addi ti onal stream state.

3.3.3. D scussi on

Section 5.1 of [ NEWARCH] di scusses the prinmary requirenents of the
original Internet architecture, including Service CGenerality. It
st at es:

This goal was to support the w dest possible range of

applications, by supporting a variety of types of service at the
transport level. Services night be distinguished by speed,

| atency, or reliability, for exanple. Service types night include
virtual circuit service, which provides reliable, full-duplex byte
streanms, and al so datagram servi ce, which delivers individua
packets with no guarantees of reliability or ordering. The

requi renent for datagram service was notivated by early ARPAnet
experinments with packet speech (using | MP Type 3 nessages).

The reasons that the assunptions in this section are beconing |ess
true are due to network-layer (or higher-layer) techniques being
introduced that interfere with the original requirenent. GCenerally,
these are done either in the nanme of security or as a side effect of
sol ving sone other problem such as address shortage. Wrk is needed
to investigate ways to restore the original behavior while stil
nmeeting today’'s security requirenents.

3.4. M sconceptions about Security

3.4.1. Cdaim Packets are unnodified in transit
Some applications and upper-Ilayer protocols assune that a packet is
unnodified in transit, except for a few well-defined fields (e.g.

TTL). Exanples of this behavior include protocols that define their
own integrity-protection nechani smsuch as a checksum
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This assunption is broken by NATs as discussed in [ RFC2993] and ot her
m ddl eboxes that nodify the contents of packets. There are nany
tunneling technol ogies (e.g., [RFC4380]) that attenpt to restore this
assunption to sone extent.

The | Psec architecture [ RFC4301] added security to the |IP nodel,
providing a way to address this problemw thout changing
applications, although transport-node IPsec is not currently wi dely
used over the Internet.

3.4.2. Cdaim Packets are private

The assunption that data is private has never really been true.
However, many ol d applications and protocols (e.g., FTP) transmt
passwords or other sensitive data in the clear

| Psec provides a way to address this problemw thout changing
applications, although it is not yet wi dely deployed, and doing
encryption/decryption for all packets can be conputationally
expensi ve.

3.4.3. daim Source addresses are not forged

Most applications and protocols use the source address of sone

i ncom ng packet when generating a response, and hence assune that it
has not been forged (and as a result can often be vulnerable to
various types of attacks such as reflection attacks).

Various nechanisns that restore this assunption include, for exanple,
| Psec and Cryptographically Generated Addresses (CGAs) [ RRFC3972].

3.4.4. Discussion

A good di scussion of threat nodels and common tools can be found in
[ RFC3552]. Protocol designers and applications devel opers are
encouraged to be famliar with that docunent.

4. Security Considerations

Thi s docunent di scusses assunptions about the |IP service nodel nade
by many applications and upper-Ilayer protocols. Wenever these
assunptions are broken, if the application or upper-layer protoco
has sone security-rel ated behavior that is based on the assunption,
then security can be affected.
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For exanple, if an application assunes that binding to the | P address
of a "trusted" interface means that it will never receive traffic
froman "untrusted" interface, and that assunption is broken (as

di scussed in Section 3.2.8), then an attacker could get access to
private information.

As a result, great care should be taken when expanding the extent to
whi ch an assunption is false. On the other hand, application and
upper -1l ayer protocol devel opers should carefully consider the inpact
of basing their security on any of the assunptions enunerated in this
docunent .

It is also worth noting that nany of the changes that have occurred
over tinme (e.g., firewalls, dropping directed broadcasts, etc.) that
are discussed in this docunent were done in the interest of inproving
security at the expense of breaking sone applications.

5. Concl usi on

Because a huge nunber of applications already exist that use TCP/IP
for business-critical operations, any changes to the service node
need to be done with extrenme care. Extensions that nerely add

addi tional optional functionality w thout inpacting any existing
applications are nuch safer than extensions that change one or nore
of the core assunptions discussed above. Any changes to the above
assunptions should only be done in accordance with some nechanismto
mninze or mtigate the risks of breaking mission-critica
applications. Historically, changes have been done w thout regard to
such consi derations and, as a result, the situation for applications
today is already problematic. The key to maintaining an

i nteroperable Internet is docunenting and mai ntaining invariants that
hi gher | ayers can depend on, and being very judicious with changes.

In general, |ower-|ayer protocols should docunent the contract they
provide to higher layers; that is, what assunptions the upper |ayer
can rely on (sonmetines this is done in the formof an applicability
statenent). Conversely, higher-layer protocols should docunent the
assunptions they rely on fromthe | ower |ayer (sonetines this is done
in the formof requirenments).

We nust al so recogni ze that a successful architecture often evol ves
as success brings growh and as technol ogy noves forward. As a
result, the various assunptions nade should be periodically revi ewed
when updati ng protocol s.
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