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Devi ce Reset Characterization
Abst ract

An operational forwarding device may need to be restarted
(automatically or manually) for a variety of reasons, an event called
a "reset" in this docunent. Since there nmay be an interruption in
the forwarding operation during a reset, it is useful to know how

Il ong a device takes to resunme the forwarding operation

Thi s docunent specifies a methodol ogy for characterizing reset (and
reset time) during benchmarking of forwarding devices and provides
clarity and consistency in reset test procedures beyond what is
specified in RFC 2544, Therefore, it updates RFC 2544. This
document al so defines the benchmarking term"reset tinme" and, only in
this, updates RFC 1242.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6201
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Copyright Notice

Copyright (c) 2011 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1. Introduction

An operational forwarding device (or one of its conponents) may need
to be restarted for a variety of reasons, an event called a "reset"
in this docunent. Since there may be an interruption in the
forwardi ng operation during a reset, it is useful to know how long a
device takes to resune the forwarding operation. In other words, the
duration of the recovery tine following the reset (see Section 1.2,
"Reset Tine") is what is in question

However, the answer to this question is no |longer sinple and
straightforward as the nodern forwardi ng devi ces enpl oy nany hardware
advancenents (distributed forwarding, etc.) and software advancenents
(graceful restart, etc.) that influence the recovery tine after the
reset.

1.1. Scope

Thi s docunent specifies a methodol ogy for characterizing reset (and
reset time) during benchmarking of forwarding devices and provides
clarity and consistency in reset procedures beyond what is specified
in [RFC2544]. Software upgrades involve additional benchnmarking
compl exities and are outside the scope of this docunent.

These procedures may be used by other benchmar ki ng docunents such as
[ RFC2544], [RFC5180], [RFC5695], etc., and it is expected that other
prot ocol - speci fi c benchmarki ng docunments will reference this docunent
for reset recovery tine characterization. Specific Routing
Informati on Base (RIB) and Forwarding |Information Base (FIB) scaling
consi derations are outside the scope of this docunment and can be
quite conplex to characterize. However, other docunents can
characterize specific dynam c protocols’ scaling and interactions as
wel |l as | everage and augnent the reset tests defined in this
docunent .

Thi s docunent updates Section 26.6 of [RFC2544] and defines the
benchmarking term"reset tine", updating [ RFC1242].

Thi s docunent focuses only on the reset criterion of benchnarking and

presunes that it would be beneficial to [RFC5180], [RFC5695], and
ot her | ETF Benchmar ki ng Met hodol ogy Worki ng Group (BMAG) efforts.
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1.2. Reset Tine
Definition
Reset tinme is the total tinme that a device is detern ned to be out
of operation and includes the tine to performthe reset and the
tinme to recover fromit.

Di scussi on

During a period of tine after a reset or power up, network devices
may not accept and forward franes. The duration of this period of

forwardi ng unavailability can be useful in evaluating devices. 1In
addition, sone network devices require sonme formof reset when
specific setup variables are nodified. |If the reset period were

long, it mght discourage network managers from nodi fying these
vari abl es on production networks.

The events characterized in this docunent are entire reset events.
That is, the recovery period neasured includes the tine to perform
the reset and the time to recover fromit. Some reset events wll
be atomic (such as pressing a reset button) while others (such as
power cycling) may conprise nultiple actions with a recogni zed
interval between them |In both cases, the duration considered is
fromthe start of the event until full recovery of forwarding
after the conpletion of the reset events.

Measurenent Units
Tinme, in mlliseconds, providing sufficient resolution to
di stingui sh between different trials and different
i mpl enentations. See Section 1.4.

| ssues

There are various types of resets: hardware resets, software
resets, and power interruptions. See Section 4.

See Al so

This definition updates [RFC1242].
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1.3. Reset Tine Measurenent Mt hods

The reset time is the time during which traffic forwarding is
tenporarily interrupted following a reset event. Strictly speaking,
this is the time over which one or nore frames are lost. This
definitionis simlar to that of "Loss of Connectivity Period"
defined in [I GPConv], Section 4.

There are two accepted nethods to neasure the reset tine:

1. Frane-Loss Method - This method requires test tool capability to
nonitor the nunmber of lost frames. |In this nethod, the offered
streamrate (frames per second) nmust be known. The reset tine is
cal cul ated per the equation bel ow

Frames_| ost (packets)
Reset _time = ---------mmommmmm oo
O fered rate (packets per second)

2. Tinmestanp Method - This nethod requires test tool capability to
ti mestanp each frame. |In this nmethod, the test tool tinestanps
each transmitted frame and nonitors the received frame’s
timestanp. During the test, the test tool records the tinmestanp
(Timestanp A) of the frane that was | ast received prior to the
reset interruption and the timestanp of the first frane after the
interruption stopped (Tinmestanp B). The difference between
Timestanp B and Tinmestanp Ais the reset tine.

The tester/operator MAY use either nmethod for reset tinme measurenent
dependi ng on the test tool capability. However, the Frane-Loss

met hod SHOULD be used if the test tool is capable of (a) counting the
nunber of lost franmes per streamand (b) transmitting test frane
despite the physical link status, whereas the Tinestanp nethod SHOULD
be used if the test tool is capable of (a) tinmestanping each frane,
(b) nmonitoring received frane's tinmestanp, and (c) transmitting
frames only if the physical link status is UP. That is, specific
test tool capabilities may dictate which nethod to use. |f the test
tool supports both nethods based on its capabilities, the
tester/operator SHOULD use the one that provides nore accuracy.
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1.4. Reporting Fornat

Al'l reset results are reported in a sinple statenent including the
franme loss (if measured) and reset tines.

For each test case, it is RECOWENDED that the follow ng paranmeters
be reported in these units:

Par aret er Units or Exanples

Thr oughput Franmes per second and bits per
second

Loss (average) Frames

Reset Tine (average) M1 Iliseconds

Nunber of trials I nt eger count

Pr ot ocol | Pv4, 1Pv6, MPLS, etc.

Frame Size Cctets

Port Media Et hernet, G gabit Ethernet (CGbE),
Packet over SONET (PCS), etc.

Port Speed 10 Gops, 1 Gops, 100 Mops, etc.

I nterface Encap. Et hernet, Ethernet VLAN
PPP, Hi gh-Level Data Link Contro
(HDLC), etc.

For m xed protocol environnents, frames SHOULD be distributed between
all the different protocols. The distribution MAY approximate the
network conditions of deploynent. |In all cases, the details of the
m xed protocol distribution MJUST be included in the reporting.

Additionally, the DUT (Device Under Test) or SUT (System Under Test)
and test bed provisioning, port and |ine-card arrangenent,
configuration, and depl oyed net hodol ogi es that may influence the
overall reset time MJST be listed. (Refer to the additional factors
listed in Section 3).

The reporting of results MJST regard repeatability considerations

fromSection 4 of [RFC2544]. It is RECOVWENDED to performmultiple
trials and report average results.
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2. Key Wirds to Reflect Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119]. RFC 2119 defines the use of these key words to hel p nake
the intent of Standards-Track docunents as clear as possible. Wile
this docunent uses these keywords, this docunment is not a Standards-
Track docunent.

3. Test Requirenents

Tests SHOULD first be perforned such that the forwarding state

re-establishnment is independent froman external source (i.e., using

static address resolution, routing and forwarding configuration, and
not dynam c protocols). However, tests MAY subsequently be perforned

usi ng dynanmi c protocols that the forwardi ng state depends on (e.g.

dynamic Interior Gateway Protocols (1 GP), Address Resol ution Protocol

(ARP), PPP Control Protocols, etc.). The considerations in this

section apply.

In order to provide consistence and fairness while benchmarking a set

of different DUTs, the Network tester/operator MIJST (a) use identica

control and data plane information during testing and (b) docunent
and report any factors that may influence the overall tine after
reset/conver gence

Some of these factors include the follow ng:

1. Type of reset - hardware (line-card crash, etc.) versus software
(protocol reset, process crash, etc.) or even conpl ete power
failures

2. Manual versus autonmatic reset

3. Schedul ed versus non-schedul ed reset

4. Local versus renote reset

5. Scale - Nunber of line cards present versus in use

6. Scale - Nunber of physical and |ogical interfaces

7. Scale - Nunber of routing protocol instances

8. Scale - Nunber of routing table entries

9. Scale - Nunber of route processors avail abl e
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10. Perfornmance - Redundancy strategy deployed for route processors
and |ine cards

11. Performance - Interface encapsul ation as well as achievable
t hr oughput [ RFC2544]

12. Any other internal or external factor that may influence reset
time after a hardware or software reset

The reset time is one of the key characterization results reported
after each test run. VWhile the reset tine during a reset test event

may be zero, there nmay still be effects on traffic, such as transient
del ay variation or increased |latency. However, that is not covered
and is deened outside the scope of this docunment. In this case, only

"no loss" is reported.
4. Reset Tests

This section contains descriptions of the tests that are related to
the characterization of the time needed for DUTs (Devices Under Test)
or SUTs (Systens Under Test) to recover froma reset. There are
three types of resets considered in this docunent:

1. Hardware resets
2. Software resets
3. Power interruption

Different types of resets potentially have a different inpact on the
forwardi ng behavi or of the device. As an exanple, a software reset
(of a routing process) night not result in forwarding interruption
whereas a hardware reset (of a line card) nost likely will.

Section 4.1 describes various hardware resets, whereas Section 4.2
descri bes various software resets. Additionally, Section 4.3
descri bes power interruption tests. These sections define and
characterize these resets.

Additionally, since device-specific inplementations rmay vary for

hardware and software type resets, it is desirable to classify each
test case as "REQUI RED' or "OPTI ONAL".
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4,1. Hardware Reset Tests

A hardware reset test is a test designed to characterize the tine it
takes a DUT to recover froma hardware reset.

A hardware reset generally involves the re-initialization of one or
nore physical conponents in the DUT, but not the entire DUT.

A hardware reset is executed by the operator, for exanple, by

physi cal renoval of a hardware conponent, by pressing a reset button
for the conponent, or by being triggered fromthe comuand |ine
interface (CLI).

Reset procedures that do not require the physical renoval and
insertion of a hardware conponent are RECOMMENDED. These include
using the command line interface (CLI) or a physical switch or
button. [If such procedures cannot be perforned (e.g., because of a
| ack of platformsupport or because the corresponding test case calls
for them), human operation tine SHOULD be m ninized across different
platforns and test cases as nuch as possible, and variation in hunan
operator time SHOULD al so be mininized across different vendors
products as nuch as practical by having the sane person performthe
operation and by practicing the operation. Additionally, the tine
bet ween renoval and insertion SHOULD be recorded and report ed.

For routers that do not contain separate Routing Processor and Line
Card nodul es, the hardware reset tests are not performed since they
are not relevant; instead, the power interruption tests MJIST be
perfornmed (see Section 4.3) in these cases.

4.1.1. Routing Processor (RP) / Routing Engi ne Reset

The Routing Processor (RP) is the DUT nodule that is primarily
concerned with Control Plane functions.

4.1.1.1. RP Reset for a Single-RP Device (REQU RED)
bj ective

To characterize the tine needed for a DUT to recover froma Route
Processor hardware reset in a single RP environnent.

Procedure
First, ensure that the RPis in a pernanent state to which it wll

return after the reset by performng sone or all of the follow ng
operational tasks: save the current DUT configuration, specify
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boot paraneters, ensure the appropriate software files are
avai l abl e, or perform additional operating system or hardware-
rel ated tasks.

Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are perforned. The
traffic should use the mninumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the maxi mum forwarding throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, performthe Route Processor (RP) hardware reset at this
point. This entails, for exanple, physically renoving the RP to
later re-insert it or triggering a hardware reset by other neans
(e.g., comand |line interface, physical switch, etc.).

Finally, conplete the characterization by recording the franme | oss
or tinmestanps (as reported by the test tool) and calcul ating the
reset time (as defined in Section 1.3).

Reporting Fornat

4.1. 1.

oj

The reporting format is defined in Section 1.4.
2. RP Switchover for a Miultiple-RP Device (OPTIONAL)
ective

To characterize the time needed for the "secondary"” Route
Processor (sonetines referred to as the "backup" RP) of a DUT to
becone active after a "prinmary" (or "active") Route Processor
hardware reset. This process is often referred to as "RP

Swi tchover". The characterization in this test should be done for
the default DUT behavior and, if it exists, for the DUT' s non-
default configuration that m nimzes frane | oss.

Procedur e

Asati ,

This test characterizes RP Switchover. Many inplenentations allow
for optimzed switchover capabilities that mnimze the downtine
during the actual switchover. This test consists of two sub-cases
froma switchover characteristic’s standpoint: first, a default
behavior (with no sw tchover-specific configurations) and,
potentially second, a non-default behavior with sw tchover
configuration to minimze frame | oss. Therefore, the procedures
hereby described are executed twi ce and reported separately.
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4,

Asati ,

1

First, ensure that the RPs are in a permanent state such that the
secondary RP will be activated to the sane state as the active RP
by performing some or all of the follow ng operational tasks: save
the current DUT configuration, specify boot paraneters, ensure the
appropriate software files are available, or perform additiona
operating system or hardware-rel ated tasks.

Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are performed. The
traffic should use the mninumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the nmaxi mum forwardi ng throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, performthe primary Route Processor (RP) hardware reset at
this point. This entails, for exanple, physically renoving the RP
or triggering a hardware reset by other neans (e.g., command |ine
interface, physical switch, etc.). It is up to the operator to
deci de whether or not the primary RP needs to be re-inserted after
a grace period.

Finally, conplete the characterization by recording the frame |oss
or timestanps (as reported by the test tool) and cal culating the
reset tinme (as defined in Section 1.3).

Reporting Fornat

2.

The reset results are potentially reported twice, one for the
default sw tchover behavior (i.e., the DUT wi thout any sw tchover-
speci fic enhanced configuration) and the other for the switchover-
specific behavior if it exists (i.e., the DUT configured for
optim zed switchover capabilities that nminimze the downtinme
during the actual sw tchover).

The reporting format is defined in Section 1.4 and al so incl udes
any specific redundancy schene in place.

Line Card (LC) Renoval and |nsertion (REQU RED)

The Line Card (LC) is the DUT conponent that is responsible for

packet forwarding.

bj ective

To characterize the tinme needed for a DUT to recover froma |ine-
card renoval and insertion event.
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Procedur e

For this test, the line card that is being hardware-reset MJST be
on the forwarding path, and all destinations MIST be directly
connect ed.

First, conplete sone or all of the follow ng operational tasks:
save the current DUT configuration, specify boot paraneters,
ensure the appropriate software files are available, or perform
addi ti onal operating systemor hardware-rel ated tasks.

Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are perforned. The
traffic should use the mininumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the maxi mum forwardi ng throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, performthe Line Card (LC) hardware reset at this point.
This entails, for exanple, physically renoving the LCto later re-
insert it or triggering a hardware reset by other neans (e.g.
CLl, physical switch, etc.).
Finally, conplete the characterization by recording the frane | oss
or tinmestanps (as reported by the test tool) and calculating the
reset tinme (as defined in Section 1.3).
Reporting For mat

The reporting format is defined in Section 1.4.

4.2. Software Reset Tests

A software reset test characterizes the tine needed for a DUT to
recover froma software reset.

In contrast to a hardware reset, a software reset involves only the

re-initialization of the execution, data structures, and partia

state within the software running on the DUT nodul e(s).

A software reset is initiated, for exanple, fromthe DUT" s CLI
4.2.1. (Operating System (0S) Reset (REQUI RED)

bj ective

To characterize the tine needed for a DUT to recover from an
operating system (0S) software reset.
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Procedur e

First, conplete sone or all of the follow ng operational tasks:
save the current DUT configuration, specify software boot
paraneters, ensure the appropriate software files are avail abl e,
or performadditional operating systemtasks.

Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are performed. The
traffic should use the mninumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the nmaxi mum forwardi ng throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, trigger an operating systemre-initialization in the DUT by
operational neans such as use of the DUT's CLI or other nmanagenent
i nterface.

Finally, conplete the characterization by recording the frane |oss
or timestanps (as reported by the test tool) and calculating the
reset time (as defined in Section 1.3).

Reporting For mat

4.2. 2.

oj

The reporting format is defined in Section 1.4.
Process Reset (OPTI ONAL)
ective

To characterize the tinme needed for a DUT to recover froma
sof tware process reset.

Such a tine period may depend upon the nunber and types of
processes running in the DUT and which ones are tested. Different
i npl enent ati ons of forwardi ng devices include various comon
processes. A process reset should be perforned only in the
processes nost relevant to the tester and nost inpactful to

f or war di ng.

Pr ocedur e

Asati ,

First, conplete sone or all of the follow ng operational tasks:
save the current DUT configuration, specify software parameters or
environnent al variables, or perform additional operating system

t asks.
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Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are performed. The
traffic should use the mininumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the maxi mum forwardi ng throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, trigger a process reset for each process running in the DUT
and considered for testing froma managenent interface (e.g., by
means of the CLI, etc.).

Finally, conplete the characterization by recording the frane | oss
or tinmestanps (as reported by the test tool) and calculating the
reset tinme (as defined in Section 1.3).

Reporting For mat

4. 3.

The reporting format is defined in Section 1.4 and is used for
each process running in the DUT and tested. G ven the

i mpl ementation nature of this test, details of the actual process
tested should be included along with the statenent.

Power Interruption Test

"Power interruption" refers to the conplete | oss of power on the DUT.

It

can be viewed as a special case of a hardware reset, triggered by

the I oss of the power supply to the DUT or its conponents, and is
characterized by the re-initialization of all hardware and software

in
4.3.1.

oj

t he DUT.
Power Interruption (REQU RED)
ective
To characterize the tinme needed for a DUT to recover froma
conplete loss of electric power or conplete power interruption

This test sinulates a conplete power failure or outage and shoul d
be indicative of the DUT/SUT' s behavi or during such event.

Pr ocedur e

Asati ,

First, ensure that the entire DUT is at a pernmanent state to which
it wll return after the power interruption by perfornming sone or
all of the follow ng operational tasks: save the current DUT
configuration, specify boot paraneters, ensure the appropriate
software files are avail able, or perform additional operating
system or hardware-rel ated tasks.
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Second, ensure that the DUT is able to forward the traffic for at

| east 15 seconds before any test activities are performed. The
traffic should use the mininumfrane size possible on the nedia
used in the testing, and the rate should be sufficient for the DUT
to attain the maxi mum forwardi ng throughput. This enables a finer
granularity in the reset tine neasurenent.

Third, interrupt the power (AC or DC) that feeds the correspondi ng
DUT' s power supplies at this point. This entails, for exanple,
physically renmoving the power supplies in the DUT to later re-
insert themor sinply disconnecting or switching off their power
feeds (AC or DC, as applicable). The actual power interruption
shoul d | ast at |east 15 seconds.

Finally, conplete the characterization by recording the frame |oss
or timestanps (as reported by the test tool) and cal culating the
reset time (as defined in Section 1.3).

For easier conparison with other testing, 15 seconds are renoved
fromthe reported reset tine.

Reporting For mat
The reporting format is defined in Section 1.4.
5. Security Considerations

Benchmarking activities, as described in this docunent, are limted
to technol ogy characterization using controlled stimuli in a

| aboratory environnent, with dedi cated address space and the
constraints specified in the sections above.

The benchmarki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or msroute traffic to the test
managenent networ k.

Furt hernmore, benchmarking is performed on a "bl ack-box" basis,
relying solely on nmeasurenments observable externally to the DUT/ SUT

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.

There are no specific security considerations within the scope of
thi s docunent.
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