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1. Introduction

Thi s docunent specifies extensions to the Teredo protocol, as
specified in [RFC4380]. These extensions provide additiona
capabilities to Teredo, including support for nore types of Network
Address Transl ations (NATs) and support for nore efficient
conmuni cati on.

2. Term nol ogy

Because this docunent extends [RFC4380], it uses the follow ng
termi nol ogy, for consistency with [ RFC4380].

Address-Restricted NAT: A restricted NAT that accepts packets from an
external host’s IP address X and port Y if the internal host has sent
a packet that is destined to | P address X regardl ess of the
destination port. In the term nology of [RFC4787], this is a NAT
wi t h Endpoi nt -1 ndependent Mappi ng and Addr ess- Dependent Filtering.

Address-Symetric NAT: A synmetric NAT that has nultiple external IP
addresses and that assigns different | P addresses and ports when
communi cating with different external hosts.

Cone NAT: A NAT that maps all requests fromthe sanme internal IP
address and port to the sane external |P address and port.
Furthernore, any external host can send a packet to the internal host
by sending a packet to the mapped external address and port. In the
term nol ogy of [RFC4A787], this is a NAT with Endpoi nt-1 ndependent
Mappi ng and Endpoi nt -1 ndependent Filtering.
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Direct Bubble: A Teredo bubble that is sent directly to the | Pv4 node
whose Teredo address is contained in the Destination field of the

| Pv6 header, as specified in Section 2.8 of [RFC4380]. The |Pv4
Destination Address and UDP Destination Port fields contain a mapped
addr ess/ port.

Echo Test: A nechanismto predict the nmapped address/port a
sequential port-symetric NAT is using for a client behind it.

Hai rpi nning: A feature that is available in some NATs where two or
nmore hosts are positioned behind a NAT and each of those hosts is
assigned a specific external (public) address and port by the NAT.
Hai r pi nni ng support in a NAT allows these hosts to send a packet to
the external address and port that is assigned to one of the other
hosts, and the NAT autonatically routes the packet back to the
correct host. The termhairpinning is derived fromthe behavior of
t he packet, which arrives on, and is sent out to, the same NAT

i nterface.

I ndi rect Bubble: A Teredo bubble that is sent indirectly (via the
destination’s Teredo server) to another Teredo client, as specified
in Section 5.2.4 of [RFC4380].

Local Address/Port: The |IPv4 address and UDP port from which a Teredo
client sends Teredo packets. The local port is referred to as the
Teredo service port in [RFC4380]. The local address of a node nmay or
may not be globally routable because the node can be | ocated behind
one or nore NATSs.

Mapped Address/Port: A global |1Pv4 address and a UDP port that
results fromthe translation of a node’s own | ocal address/port by
one or nore NATs. The node | earns these values through the Teredo
protocol as specified in [ RFC4380]. For symetric NATs, the mapped
address/port can be different for every peer with which a node tries
to comuni cat e.

Net wor k Address Transl ation (NAT): The process of converting between
| P addresses used within an intranet or other private network and
Internet | P addresses.

Nonce: A time-variant random val ue used in the connection setup phase
to prevent nessage replay and other types of attacks.

Peer: A Teredo client with which another Teredo client needs to
conmuni cat e.
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Port-Preserving NAT: A NAT that translates a |ocal address/port to a
mapped address/port such that the mapped port has the sanme val ue as
the I ocal port, as long as that sane napped address/port has not

al ready been used for a different |ocal address/port.

Port-Restricted NAT: A restricted NAT that accepts packets from an
external host’'s | P address X and port Y only if the internal host has
sent a packet destined to I P address X and port Y. In the
term nol ogy of [RFC4A787], this is a NAT with Endpoint-1 ndependent
Mappi ng and Address and Port-Dependent Filtering.

Port-Symetric NAT: A symmetric NAT that has only a single externa
| P address and hence only assigns different ports when comruni cating
with different external hosts.

Private Address: An |IPv4 address that is not globally routable but is
part of the private address space specified in Section 3 of
[ RFC1918] .

Publ i c Address: An external global address used by a NAT.

Restricted NAT: A NAT where all requests fromthe sane internal IP
address and port are mapped to the same external |P address and port.
Unl i ke the cone NAT, an external host can send packets to an interna
host (by sending a packet to the external napped address and port)
only if the internal host has first sent a packet to the externa
host. There are two kinds of restricted NATs: address-restricted
NATs and port-restricted NATs.

Sequential Port-Symmetric NAT: A port-symretric NAT that all ocates
external ports sequentially for every {internal |IP address and port,
destination |IP address and port} tuple. The delta used in the
sequential assignnent is typically 1 or 2 for npbst such NATs.

Symmretric NAT: A NAT where all requests fromthe sane internal IP
address and port and to the sane destination |P address and port are
mapped to the sane external |IP address and port. Requests fromthe
same internal | P address and port to a different destination IP
address and port nay be mapped to a different external |P address and
port. Furthernore, a symmetric NAT accepts packets received froman
external host’'s I P address X and port Y only if sonme internal host
has sent packets to |IP address X and port Y. In the term nol ogy of

[ RFCA787], this is a NAT with a nmappi ng behavi or of either Address-
Dependent Mappi ng or Address- and Port-Dependent Mppi ng, and a
filtering behavior of either Address-Dependent Filtering or Address-
and Port-Dependent Filtering.
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Teredo Bubble: A Teredo control nessage (specified in Section 2.8 of
[ RFC4380]) that is used to create a napping in a NAT. There are two
types of Teredo bubbl es: direct bubbles and indirect bubbles.

Teredo Cient: A node that has access to the IPv4 Internet and wants
to gain access to the IPv6 Internet using the Teredo protocol

Teredo | Pv6 Address: An | Pv6 address of a Teredo client, as specified
in Section 2.14 of [RFC4380].

Teredo Secondary Server Address: A secondary |Pv4 address of a Teredo
server with which a Teredo client is configured, as specified in
Section 5.2 of [RFC4380].

Teredo Server: A node that has a globally routable address on the
I Pv4 Internet, and is used as a hel per to provide |IPv6 connectivity
to Teredo clients.

Teredo Server Address: A (primary) |Pv4 address of a Teredo server
with which a Teredo client is configured, as specified in Section 5.2
of [ RFC4380].
UPnP- enabl ed NAT: A NAT that has the UPnP device control protoco
enabl ed, as specified in [UPNPWANIP]. (Note that today, by default,
nost UPnP-capabl e NATs have the UPnP device control protoco
di sabl ed.)
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. Overview
The Teredo protocol (as specified in [ RFC4380]) enabl es nodes | ocated
behi nd one or nore I Pv4 NATs to obtain IPv6 connectivity by tunneling
packets over UDP
Wien a node behind a NAT needs to comunicate with a peer (i.e.
anot her node) that is behind a NAT, there are four sets of |Pv4
address/port pairs of interest:
0 The node’s own | Pv4 address/port.
0 The external |Pv4 address/port to which the node’s NAT transl ates.
0 The peer’s own | Pv4 address/port.

0 The external |Pv4 address/port to which the peer’s NAT transl ates.
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When the node sends a packet to a peer, the node needs to send it
fromthe node’s own | Pv4 address/port, destined to the peer’s
external |Pv4 address/port. By the tine it arrives at the peer

(i.e., after passing through both NATs), the peer will see the same
packet as com ng fromthe node’s external |Pv4 address/port, destined
to the peer’s own | Pv4 address/port.

In this docunent, the termlocal address/port refers to a Teredo
client’s own | Pv4 address/port, and mapped address/port refers to the
external |Pv4 address/port to which its NAT translates the |oca
address/port. That is, the mapped address/port is what the | Pv4
Internet sees the Teredo client as.

A Teredo client running on a node comuni cates with a Teredo server
to discover its mapped address/port. The mapped address/port, along
with the Teredo server address, is used to generate an | Pv6 address
known as a Teredo |IPv6 address. This allows any peer that gets the
node’'s | Pv6 address to easily determ ne the external |Pv4 address/
port to which to send | Pv6 packets encapsul ated in | Pv4 UDP nessages.

Thi s docunent specifies extensions to the Teredo protocol. These
Teredo extensions are independent of each other and can be

i npl emented in isolation, except that the UPnP-Synmetric NAT
Extensi on and the Port-Preserving Symmetric NAT Extension both
require the Symmetric NAT Support Extension to be inplenented. An
i mpl ement ation of this specification can support any conbination of
the Teredo extensions, subject to the above-nentioned restriction

The following matrix outlines the connectivity inprovenents of sone
of the extensions outlined in this docunent.
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No = No connectivity.
Figure 1: Matrix of Connectivity Inprovenents for Teredo Extensions

Note that as with [ RFC4380], if the qualification process is not
successful, Teredo will not be configured with an | Pv6 address, and
connectivity will function as if Teredo were not present. Simlarly,
for any conbi nation of NAT types that are not supported by Teredo and
t he extensions defined herein, the connectivity tests between a
client and a peer will fail within a finite period of tine, allow ng
the client to handle this case as with any other type of unreachabl e
destination address (e.g., by trying another address of the
destination such as a native | Pv4 address).

3.1. Symmetric NAT Support Extension

The qualification procedure (as specified in Section 5.2.1 of

[ RFC4380]) is a process that allows a Teredo client to determ ne the
type of NAT that it is behind, in addition to its napped address/port
as seen by its Teredo server. However, Section 5.2.1 of [RFC4380]
suggests that if the client learns it is behind a symretric NAT, the
Teredo client should go into an "offline state" where it is not able
to use Teredo. The primary reason for doing so is that it is not
easy for Teredo clients to connect to each other if either or both of
them are positioned behind a symmetric NAT. Because of the way a
symretri c NAT works, a peer sees a different mapped address/port in
the 1 Pv4/UDP headers of packets coming froma Teredo client than the
node’ s Teredo server sees (and hence appears in the node’ s Teredo

| Pv6 address). Consequently, a synmetric NAT does not allow incom ng
packets froma peer that are addressed to the napped address/port
enbedded in the node’'s Teredo | Pv6 address. Thus, the inconing
packets are dropped and conmuni cation with Teredo clients behind
symretric NATs is not established.

Wth the Synmretric NAT Support Extension, Teredo clients begin to use
Teredo even after they detect that they are positioned behind a
symretri c NAT.

Consi der the topology shown in Figure 2. Teredo Cient B uses Teredo
Server 2 to learn that its mapped address/port is 192.0.2.10: 8192,
and constructs a Teredo | Pv6 address, as specified in Section 4 of

[ RFC4380]. Hence, ¢633:6476 is the hexadeci nal val ue of the address
of Teredo Server 2 (198.51.100.118), the napped port is exclusive-
ORed with Oxffff to formdfff, and the Mapped Address is exclusive-
ORed with Oxffffffff to form3fff:fdfb5.
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Teredo Client A uses Teredo Server 1 to learn that its mapped
address/port is 192.0.2.1:4096 and, with this extension, constructs a
Teredo | Pv6 address (as specified in Section 4 of [RFC4380]) even
though it learns that it is behind a symmetric NAT. Hence, cb00:7178
is the hexadeci nal val ue of the address of Teredo Server 1
(203.0.113.120), the mapped port is exclusive-OR ed with Oxffff to
formefff, and the Mapped Address is exclusive-OR ed with Oxffffffff
to form3fff:fdfe

The Synmetric NAT Support Extension enables a Teredo client
positioned behind a symetric NAT to conmuni cate with Teredo peers
posi tioned behind a cone or address-restricted NATs as foll ows,
dependi ng on what side initiates the communication

/ \
< | Pv6 I nternet >
\ /
e | -
| |
Fommemeaa + Fommemeaa +
| Teredo | | Teredo
| Server 1 | | Server 2
Fomm e - + Fomm e - +
203. 0. 113. 120] 198. 51. 100. 118
e | -
/ \
< | Pv4 | nternet >
\ /
192. 0. 2. 1] 192.0.2.10
UDP port 4096| UDP port 8192
I + Fommemeaa +
| Synmetri c| | & her type
| NAT | | of NAT |
Fomm e e o + Fomm e - +
+--------! -------- + +--------! -------- +
| Teredo client A | | Teredo client B
B + B +
2001: 0: cb00: 7178: 0: ef ff: 3fff:fdfe 2001: 0: c633: 6476: 0: df ff: 3fff:fdf5
Teredo Address Teredo Address

Figure 2: Symmetric NAT Exanpl e
In the first case, assune that a Teredo Client B (B) positioned

behi nd a cone or address-restricted NATs initiates conmuni cation with
Teredo Cient A (A positioned behind a symmetric NAT. B sends an
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i ndirect bubble via A's server (Teredo Server 1) to A, and A responds
with a direct bubble. This direct bubble reaches B, because it is
positioned behind a cone or address-restricted NAT. However, the
mapped address/port in the | Pv4/ UDP headers of the direct bubble are
different fromthe mapped address/port enbedded in A's Teredo |IPv6
address. B therefore renenbers the mapped address/port of the direct
bubbl e and uses them for future comunication with A and thus
communi cation is established.

In the second case, assune that A, positioned behind a symetric NAT,
initiates conmunication with B, positioned behind a cone or address-
restricted NAT. A sends an indirect bubble to B via B's server
(Teredo Server 2), and B responds with a direct bubble. This direct
bubbl e is dropped by A's symmetric NAT because the direct bubble is
addressed to the napped address/port enbedded in A's Teredo | Pv6
address. However, communication can be established by having B
respond with an indirect bubble via A's server (Teredo Server 1).
Now the scenario is simlar to the first case and conmunication will
be establ i shed.

3.2. UPnP-Enabl ed Symmetric NAT Extension

The UPnP-enabl ed Synmetric NAT Extension is dependent on the
Synmmetric NAT Support Extension. Only if Teredo clients have been
enabled to acquire a Teredo | Pv6 address in spite of being behind a
symmetric NAT will this extension help in traversing UPnP-enabl ed
Symretric NATs.

The Synmetric NAT Support Extension enables comuni cati on between
Teredo clients behind symetric NATs with Teredo clients behind cone
NATs or address-restricted NATs. However, clients behind symmetric
NATs can still not conmunicate with clients behind port-restricted
NATs or symetric NATs.

Referring again to Figure 2 (see Section 3.1), assume that Teredo
Cient Ais positioned behind a symmetric NAT and initiates

communi cation with Cient B, which is positioned behind a port-
restricted NAT. Cient A sends a direct bubble and an indirect
bubble to Cient Bvia dient B s server (Teredo Server 2). As per
the characteristics of the symretric NAT, the | Pv4 source of the

di rect bubble contains a different mapped address and/or port than
the one enbedded in the Teredo server. This direct bubble is dropped
because Client B s NAT does not have state to let it pass through
and Client B does not |earn the mapped address/port used in the |Pv4/
UDP headers. In response to the indirect bubble fromdient A
Cient B sends a direct bubble destined to the mapped address/port
enbedded in Client A's Teredo | Pv6 address. This direct bubble is
dropped because Cient A's NAT does not have state to accept packets
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destined to that napped address/port. The direct bubbl e does,
however, cause Client B's NAT to set up outgoing state for the mapped
address/ port enbedded in Client A's Teredo | Pv6 address.

As described in Section 3.1, dient B also sends an indirect bubble
that elicits a direct bubble fromCient A Unlike the case in
Section 3.1, however, the direct bubble fromdient A is dropped as
Cient B's NAT does not have state for the napped address/port that
Cient A's NAT uses. Note that Cient B s NAT is port-restricted and
hence requires both the mapped address and port to be the same as in
its outgoing state, whereas in Section 3.1, Client A's NAT was a cone
or address-restricted NAT which only required the mapped address (but
not port) to be the sanme. Thus, comunication between Cient A and
Cient Bfails. If Cient B were behind a symmetric NAT, the problem
is further conplicated by Cient B's NAT using a different outgoing
mapped address/port than the one enbedded in Cient B s Teredo | Pv6
addr ess.

If a Teredo client is separated fromthe global Internet by a single
UPnP- enabl ed symetric or port-restricted NAT, it can conmunicate
with other Teredo clients that are positioned behind a single UPnP-
enabl ed symretric or port-restricted NAT as foll ows.

Teredo clients, before conmunicating with the Teredo server during
the qualification procedure, use UPnP to reserve a translation froma
| ocal address/port to a nmapped-address/port. Therefore, during the
qualification procedure, the Teredo server reflects back the reserved
mapped address/port, which then is included in the Teredo | Pv6
address. The mapping created by UPnP allows the NAT to forward
packets destined for the mapped address/port to the | ocal address/
port, independent of the source of the packets. It typically does
not, however, cause packets sourced fromthe | ocal address/port to be
translated to have the mapped address/port as the external source and
hence continues to function as a symmetric NAT in this respect.

Thus, a Teredo client, positioned behind a UPnP-enabl ed symmetric
NAT, can receive a direct bubble sent by any Teredo peer. The Teredo
client conpares the peer’s napped address/port as seen in the | Pv4/
UDP headers with the napped address/port in the peer’'s Teredo | Pv6
address. If the two mappings are different, the packet was sent by
anot her Teredo client positioned behind a symetric NAT. The
Symmetric NAT Support Extension suggested that the Teredo client use
the peer’s napped address/port seen in the | Pv4/UDP headers for
future comunication. However, because synmetric NAT-to-symretric
NAT communi cati on woul d not have been possibl e anyway, the Teredo
client sends back a direct bubble to the mapped port/address enbedded
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in the peer’'s Teredo |IPv6 address. |If the peer is also situated
behi nd a UPnP-enabl ed NAT, the direct bubble will nmake it through and
conmuni cation will be established.

Even though communication is established between the two Teredo | Pv6
addresses, the mappings will be asymetric in the two directions of
data transfer. Specifically, inconmng packets will be destined to
the reserved mapped address/port that is enbedded in the Teredo |IPv6
address. Qutgoing packets will instead appear to cone froma

di fferent mapped address/port due to the synmmetric NAT behavi or.

3.3. Port-Preserving Symmetric NAT Extension

The Port-Preserving Synmetric NAT Extension is dependent on the
Symretric NAT Support Extension (Section 3.1). Only if Teredo
clients have been enabled to acquire a Teredo | Pv6 address in spite
of being behind a symmetric NAT will this extension help in
traversing port-preserving symretric NATs.

The Synmetric NAT Support Extension enabl es conmuni cation between
Teredo clients behind symretric NATs with Teredo clients behind cone
NATs or address-restricted NATs. However, clients behind symretric
NATs can still not conmunicate with clients behind port-restricted or
synmmetric NATs, as described in Section 3.2. Note that the Port-
Preserving Symetric NAT Extension described here is independent of

t he UPnP-enabl ed Synmetric NAT Extension, described in Section 3.2.

If a Teredo client is positioned behind a port-preserving synmretric
NAT, the client can comunicate with other Teredo clients positioned
behind a port-restricted NAT or a port-preserving symetric NAT as
fol | ows.

Teredo clients conmpare the mapped port |earned during the
qualification procedure with their local port to deternine if they
are positioned behind a port-preserving NAT. |If both the mapped port
and the local port have the sane value, the Teredo client is

posi tioned behind a port-preserving NAT. At the end of the
qualification procedure, the Teredo client also knows if it is
positioned behind a symetric NAT, as described in Section 3.1.

Teredo clients positioned behind port-preserving symetric NATs can
al so listen on randomy chosen local ports. |If the randomy chosen

| ocal port has not been used by the symetric NAT as a nmapped port in
a prior port-mapping, the NAT uses the same port nunber as the napped
port. Thus, the challenge is to get the first direct bubble sent out
fromthe random port to be destined to a valid destination address
and port. \When the mapped address/port is enbedded in the
destination’s Teredo | Pv6 address, this is easy.
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The conmuni cation setup is nore conplicated when the destination
Teredo client is also positioned behind a port-preserving symetric
NAT. In such a case, both Teredo clients need to send their first
direct bubbles to the correct destination mapped address/port. Thus,
t he protocol nmessages, which comunicate one Teredo client’s random
port nunber to the other Teredo client, nust be exchanged indirectly
(via Teredo servers). Wen one Teredo client has access to the other
Teredo client’s random port nunber, it can send a direct bubble
destined to the mapped address enbedded in the destination s Teredo

| Pv6 address, and the mapped port can be the sane as the
destination’s random port nunber. [If both NATs are port-preserving,
port-preserved nappings are created on both NATs and the second

di rect bubbl e succeeds in reaching the destination

3.4. Sequential Port-Symetric NAT Extension

The Sequential Port-Symmetric NAT Extension is dependent on the
Synmmetri c NAT Support Extension (Section 3.1). This extension hel ps
in traversing a sequential port-synmretric NAT only if Teredo clients
are enabled to acquire a Teredo | Pv6 address even when behind a
symretri c NAT.

When the Sequential Port-Synmetric NAT Extension is used, if a Teredo
client is positioned behind a sequential port-symretric NAT, the
client can communicate with other Teredo clients that are positioned
behind a port-restricted NAT as fol |l ows.

During qualification, if the client discovers it is behind a
symretric NAT that is not port-preserving, the client assumes by
default that it is behind a sequential port-synmetric NAT. This
assunption is proactive for the follow ng reasons

0o There is no perfect nethod of discovering whether the client is
behi nd a sequential port-symetric NAT

0 These kinds of NATs are notorious for changing their behavior. At
tinmes, they could be sequential port-symetric and at other tines
not .

0 There is no other solution for symretric NAT traversal so this is
a |last resort.

Teredo clients positioned behind sequential port-synmetric NATs can
also listen on a randomy chosen | ocal port when conmunicating with a
peer. To predict the external port being used for a given peer, the
client sends three packets:
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0 Packet 1 is a router solicitation (as specified in Section 5.2.1
of [RFC4380]) sent to the Teredo server address.

o Packet 2 is a direct bubble sent to the peer.

0 Packet 3 is a router solicitation sent to the secondary Teredo
server address.

As part of the normal Teredo protocol, the Teredo server responds to
packets 1 and 3. Based on the information in the responses, the
client now knows that Packet 1 was seen as comi ng from one externa
port, and Packet 3 was seen as coming from another external port.
Assum ng the NAT is a sequential port-synmetric NAT, the externa

port for Packet 2 is estimated (or predicted) to be m dway between
the external ports for Packets 1 and 3. Note that because other
applications might also have been using the NAT between packets 1 and
3, the actual port mght not be exactly the m dpoint.

The Teredo client then conmmuni cates the predicted port to its peer

whi ch sends a direct bubble to the comruni cated port. |If the
conmuni cated port is indeed the external port for Packet 2, the
direct bubble will reach the Teredo client.

3.5. Hairpinning Extension

Hai r pi nni ng support in a NAT routes packets that are sent froma
private (local) address destined to a public (napped) address of the
NAT, back to another private (local) destination address behind the
same NAT. [|f hairpinning support is not available in a NAT, two
Teredo clients behind the same NAT are not able to conmunicate with
each other, as specified in Section 8.3 of [RFC4380].

The Hai r pi nni ng Ext ension enables two clients behind the same NAT to

talk to each ot her when the NAT does not support hairpinning. This
process is illustrated in the follow ng diagram
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/ \
< | Pv6 I nternet >
\ /
____________________ |_______________________
|
B +
| Teredo
| Server |
S +
203. 0. 113. 120
____________________ |_______________________
/ \
< | Pv4 | nternet >
\ /
198. 51. 100. 118
NAT +------- +
wi thout | NAT |
hai r pi nni ng | E |
support +------- +
Fom e e e e e o L -------------------- +
192.168. 1. 0| 192.168.1.1
UDP port 4095| UDP port 4096
[ TS + [ T +
| NAT | | NAT
| F | | G |
Fomm e e o + Fom e e - +
+--------! -------- + +--------! -------- +
| Teredo client A | | Teredo client B
o e e oo + o e e oo +

2001: 0: cb00: 7178: 0: f 000: 39cc: 9b89
Ter edo Address

2001: 0: cb00: 7178: 0: ef ff: 39cc: 9b89
Ter edo Address

Fi gure 3: Hairpinning Exanpl e
The Teredo Client A (A) includes, as part of its indirect bubble sent
to Teredo Client B (B), its local address/port. B, upon receivVving
the indirect bubble, tries to establish comrunication by sending
direct bubbles to the nmapped address/port of A and also to the loca
address/port of B

If a Teredo client is part of a nulti-NAT hierarchy and the NAT to

which the Teredo client is connected supports the UPnP protocol (as
specified in [UPNPWANI P] ), the Teredo client can use UPnP to
determ ne the mapped address/port assigned to it by the NAT. This
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i nformati on can be included along with the |ocal address/port when
sending the indirect bubble. The destination Teredo client now tries
to establish a connection by sending direct bubbles to the mapped
address/port in the Teredo | Pv6 address, to the |ocal address/port

i ncluded in the bubble, and also to the mapped address/port included
in the bubble.

Not e that UPnP support is only required if the Teredo clients are
behind different NATs in a nulti-NAT hierarchy. Wthout UPnP

support, the Hairpinning Extension still allows two hosts behind the
same non- hairpi nning NAT to conmuni cate using their Teredo |IPv6
addr esses.

3.6. Server Load Reduction Extension

I f communi cation between a Teredo client and a Teredo peer was
successfully established but at a later stage was silent for a while,
for efficiency, it is best to refresh the mapping state in the NATs
that are positioned between them To refresh the comuni cation
between itself and a Teredo peer, a Teredo client needs to solicit a
di rect bubble response fromthe Teredo peer. An indirect bubble is
sent to solicit a direct bubble response froma Teredo peer, as
specified in Section 5.2.4 of [RFC4380]. However, these indirect
bubbl es i ncrease the | oad on the Teredo server

The Server Load Reduction Extension allows Teredo clients to send
di rect bubbles nost of the time instead of sending indirect bubbles
all of the time in the follow ng way:

1. When a Teredo client tries to refresh its communication with a
Teredo peer, it uses a direct bubble instead of an indirect
bubbl e. However, because direct bubbles do not nornmally solicit
a response, the direct bubble format is extended to be able to
solicit a response

2. Wen a Teredo client receives a direct bubble that is soliciting
a response, the Teredo client responds with a direct bubble.

3. If attenpts to re-establish conmunication with the help of direct
bubbles fail, the Teredo client starts over the process of
est abl i shing conmmuni cation with the Teredo peer, as specified in
Section 5.2.4 of [RFC4380].
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4. Message Syntax

Al'l Teredo nessages are transported over the User Datagram Protocol
(UDP), as specified in Section 3 of [RFC4380].

In addition, Section 5.2.3 of [RFC4380] states:

An | Pv6 packet is deened valid if it conforns to [ RFC2460]: the
protocol identifier should indicate an |IPv6 packet and the payl oad
I ength should be consistent with the length of the UDP datagramin
whi ch the packet is encapsulated. |In addition, the client should
check that the I Pv6 destination address correspond [sic] to its
own Teredo address.

Thi s docunent updates the word "consistent” above as follows. The

| Pv6 payload length is "consistent” with the I ength of the UDP
datagramif the | Pv6 packet length (i.e., the Payl oad Length value in
the 1 Pv6 header plus the I Pv6 header size) is less than or equal to
the UDP payload length (i.e., the Length value in the UDP header

m nus the UDP header size). This allows the use of trailers after
the | Pv6 packet, which are defined in the foll owi ng sections.

4.1. Trailers

Teredo packets can carry a vari abl e nunber of type-Ilength-value (TLV)
encoded trailers, of the following format (intended to be simlar to
the use of I Pv6 options defined in [ RFC2460] section 4.2):

1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S

| Type | Length | Val ue (vari abl e)
R R R R e e s o S e R S S S S S S e e e e e

Type (1 byte): 8-bit identifier of the type of trailer

Length (1 byte): 8-bit unsigned integer. Length of the Value field
of this trailer, in octets.

Val ue (variable): Trailer-Type-specific data.
The trailer Type identifiers are internally encoded such that their

hi ghest-order two bits specify the action that is to be taken if the
host does not recognize the trailer Type:
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00, 10, 11 - skip over this trailer and continue processing the
packet .

01 - discard the packet.
4.2. Nonce Trailer

The Nonce Trailer is used by the Symretric NAT Support Extension (and
therefore the UPnP-enabl ed Symetric NAT Extension and Port-
Preserving Synmmetric NAT Extension al so) and the Hairpinning
Extensi on. The Nonce Trailer can be present in both indirect and
direct bubbles. The nonce in the Nonce Trail er hel ps authenticate a
Teredo client positioned behind a Symmetric NAT.

1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type | Length | Nonce |
B e i S T e i T e S R S e e e s i i T S

| : |

T S S it S S SR S

Type (1 byte): The Trailer Option type. This field MIST be set to
0x01.

Length (1 byte): The length in bytes of the rest of the option. This
field MUST be set to 0x04.

Nonce (4 bytes): The nonce val ue.
4.3. Alternate Address Trailer

The Alternate Address Trailer is used by the Hairpinning Extension
The Alternate Address Trailer MJST NOT be present in any packets
other than indirect bubbles sent by a Teredo client. The Alternate
Address Trail er provides another Teredo client positioned behind the
same NAT with nore address options that it can use to connect.

1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type | Length | Reserved |
B e i S T e i T e S R S e e e s i i T S

Al ternate Address/Port List (variable)

| |
| |
| |
B S i S S S S S T2 s S S S o S S S S
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Type (1 byte): The Trailer Option type. This field MIST be set to
0x03.

Length (1 byte): The length in bytes of the rest of the option. The
value of this field MIST be in the range 8 to 26 (i.e., 2 bytes for
the Reserved field, and 6 bytes for each entry in the Alternate
Address/Port List). This allows for a mninum of one address/ port
mappi ng and a maxi nrum of four address/port mappings to be adverti sed.
It SHOULD be at nost 14 as a maxi num of two address/port mappi ngs can
be determ ned by Teredo: one | ocal address/port and one obtai ned
using UPnP. Because the length of the alternate address/port is 6
bytes, the valid range of values is only 8, 14, 20, and 26.

Reserved (2 bytes): This field MIST be set to 0x0000 and ignored on
receipt.

Alternate Address/Port List (variable): An array of additiona
address/ port pairs that can be used by other Teredo clients to
communi cate with the sender. Each alternate address/port entry MJST
be formatted as foll ows:

1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| | Pv4 Address |
e o T i i o o O S e S ol o S S S s it SR R SR S
| Por t |
B i i S S S Tk i o

| Pv4 Address (4 bytes): An IPv4 address in network byte order. This
field MUST contain a valid unicast address.

Port (2 bytes): A port nunber in network byte order. This field MJUST
NOT be zero.

4.4, Neighbor Discovery Option Trailer

The Nei ghbor Di scovery Option Trailer is used by the Server Load
Reducti on Extension because it allows direct bubbles to encode an

| Pv6 Nei ghbor Solicitation (Section 4.3 of [RFC4861]), in addition to
an | Pv6 Nei ghbor Advertisement (Section 4.4 of [RFC4861]). This
al | ows packets to be sent without having to relay themthrough a
Teredo server. The Nei ghbor Discovery Option Trailer allows the
receiver to differentiate between a direct bubble that is soliciting
a response versus a regular direct bubble. This allows Teredo
clients to use direct bubbles to refresh inactive connections instead
of using indirect bubbles.
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1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Type | Length | DiscoveryType | Reserved |
B T e o i S I i i S S N iy St S I S S

| : |

R I

Type (1 byte): The Trailer Option type. This field MIST be set to
0x04.

Length (1 byte): The length in bytes of the rest of the option. This
field MUST be set to 0x04.

Di scoveryType (1 byte): This field MIST be set to one of the
foll owi ng val ues:

Ter edoDi scoverySolicitation (0x00): The receiver is requested to
respond with a direct bubble of DiscoveryType
Ter edoDi scover yAdverti senent.

Ter edoDi scoveryAdverti senent (0x01): The direct bubble is in
response to a direct bubble or an indirect bubbles containing
Di scoveryType TeredoDi scoverySolicitation.

Reserved (3 bytes): This field MIST be set to 0x000000 on
transm ssion and i gnored on receipt.

4.5, Random Port Trail er

The Random Port Trailer is used by the Port-Preserving Symmetric NAT
Extension in both indirect and direct bubbles.

1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Type | Length | Random Port |
B Lt r s i i i o o T s ks S R S

Type (1 byte): The Trailer Option type. This field MIST be set to
0x05.

Length (1 byte): The length in bytes of the rest of the option. This
field MUST be set to 0x02.

Random Port (2 bytes): The external port that the sender predicts

that its NAT has assigned it for conmunication with the destination.
This field MIUST be specified in network byte order.
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5. Protocol Details
5.1. Common Processing
The behavior in this section applies to nultiple extensions.

Packets equivalent to those sent for a peer the first tine a
connection is being established MAY be generated at other

i mpl erent ation-specific times. (For exanple, an inplenmentation night
choose to do so when its Neighbor Cache Entry for the peer is in the
PROBE state.)

5.1.1. Refresh Interva
Section 5.2 of [RFC4380] states:

The client nust regularly performthe maintenance procedure in
order to guarantee that the Teredo service port remains usable.
The need to use this procedure or not depends on the del ay since
the last interaction with the Teredo server. The refresh
procedure takes as a paraneter the "Teredo refresh interval"

This paraneter is initially set to 30 seconds; it can be updated
as a result of the optional "interval determ nation procedure”
The randomi zed refresh interval is set to a value randomy chosen
bet ween 75% and 100% of the refresh interval

Thi s requirement can be problematic when the client is behind a NAT
that expires state in less than 30 seconds. The optional interva
determ nati on procedure (Section 5.2.7 of [RFC4380]) al so does not
provide for intervals under 30 seconds. Hence, this docunent refines
t he behavior by saying the initial parameter SHOULD be confi gurable
and the default MJUST be 30 seconds. An inplenmentation MAY set the
randomni zed refresh interval to a value randomy chosen within an

i npl enent ati on-specific range. Such a range MJUST fall within 50%to
150% of the refresh interval

Section 5.2.5 of [RFC4380] states that:

At regular intervals, the client MIST check the "date and tinme of
the last interaction with the Teredo server" to ensure that at

| east one packet has been received in the | ast Randoni zed Ter edo
Refresh Interval. |[If this is not the case, the client SHOULD send
a router solicitation nessage to the server, as specified in
Section 5.2.1;
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Thi s docunment refines the behavior as follows. A Teredo client MAY
choose to send additional router solicitation nessages to the server
at other inplenentation-specific tines. (For exanple, an

i mpl enment ati on mi ght choose to do so when its Nei ghbor Cache Entry
for the router is in the PROBE state.)

5.1.2. Trailer Processing

A Teredo client MJST process the sequence of trailers in the sane
order as they appear in the packet. |If the Teredo client does not
recogni ze the trailer Type while processing the trailers in the
Teredo packet, the client MJST discard the packet if the highest-
order bits of the trailer Type contain 01, or else the Teredo client
MJUST skip past the trailer. A Teredo client MJST stop processing the
trailers as soon as a nalfornmed trailer appears in the sequence of
trailers in the packet. A trailer is defined as malforned if it has
any of the follow ng properties:

o The length in bytes of the renmai nder of the UDP datagramis |ess
than 2 (the size of the Type and Length fields of a trailer).

o The length in bytes of the remainder of the UDP datagramis |ess
than 2 + the value of the Length field of the trailer

5.2. Symmetric NAT Support Extension

Section 5.2.1 of [RFC4380] advises that no Teredo | Pv6 address be
configured if the Teredo client is positioned behind a symretric NAT.
For Teredo clients positioned behind symetric NATs, the mapped
address/ port used by its NAT when conmunicating with a Teredo peer is
different fromthe mapped address/port enbedded in the Teredo
client’s Teredo | Pv6 address. The Symmetric NAT Support Extension
provides a solution to this problem

In addition, Section 5.2.9 of [RFC4380] specifies a direct |Pv6
connectivity test to deternine that the mapped address/port in the
Teredo | Pv6 address of a peer is not spoofed. It does this through
the use of a nonce in |ICWPv6 Echo Request and Response nessages
(which are defined in Section 4 of [RFC4443]). However, the direct
| Pv6 connectivity test is limted only to comruni cati on between
Teredo | Pv6 addresses and non-Teredo | Pv6 addresses. 1In the

foll owi ng extension, we introduce the use of a nonce in direct and
i ndi rect bubbl es and provide a nmechanismto verify that the nmapped
address/ port are not spoof ed.

This extension is optional; an inplenmentati on SHOULD support it.
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5.2.1. Abstract Data Model

This section describes a conceptual nodel of possible data

organi zation that an inplenmentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anation of how the protocol behaves. This docunent does not
mandat e that inpl enentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

In addition to the state specified in Section 5.2 of [RFC4380], the
followi ng are also required

Peer Entry: The following additional state is required on a per-peer
basi s:

o Nonce Sent: The value of the nonce sent in the |last indirect
bubbl e sent to the Teredo peer

o0 Nonce Received: The value of the nonce received in the | ast
i ndi rect bubble received fromthe Teredo peer

5.2.2. Tiners
No tiners are necessary other than those in [ RFC4380].
5.2.3. Initialization

No initialization is necessary other than that specified in
[ RFC4380] .

5.2.4. Message Processing

Except as specified in the follow ng sections, the rules for message
processing are as specified in [ RFC4380].

5.2.4.1. Sending an |Indirect Bubble

The rules for when indirect bubbles are sent to a Teredo peer are
specified in Section 5.2.6 of [RFC4380]. When a Teredo client sends
an indirect bubble, it MJST generate a random 4-byte val ue and
include it in the Nonce field of a Nonce Trailer (Section 4.2)
appended to the indirect bubble, and also store it in the Nonce Sent
field of its Peer Entry for that Teredo peer
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5.2.4.2. Sending a Direct Bubble

The rules for when direct bubbles are sent to a Teredo peer are
specified in Section 5.2.6 of [RFC4380]. When a Teredo client sends
a direct bubble to a peer after receiving an indirect bubble with a
Nonce Trailer, it MJUST include in the direct bubble a Nonce Trailer
with the same nonce val ue.

If the Teredo client is about to send a direct bubble before it has
recei ved an indirect bubble fromthe Teredo peer, the Teredo client
MUST NOT include a Nonce Trail er

5.2.4.3. Receiving an Indirect Bubble

The rules for processing an indirect bubble are specified in Section
5.2.3 of [RFC4380]. |In addition, when a Teredo client receives an

i ndi rect bubble containing a Nonce Trailer, the Teredo client MJST
store the nonce in the Nonce Received field of its Peer Entry for
that Teredo peer. |If an indirect bubble is received without a Nonce
Trailer, and the Nonce Received field in the Peer Entry is non-zero,
the Nonce Received field SHOULD be set to zero

5.2.4.4. Receiving a Direct Bubble

I f the mapped address/port of the direct bubble nmatches the napped
address/ port enbedded in the source Teredo | Pv6 address, the direct
bubbl e MJST be accepted, as specified in Section 5.2.3 of [RFC4380].

In addition, if the mapped address/port does not match the enbedded
address/ port but the direct bubble contains a Nonce Trailer with a
nonce that natches the Nonce Sent field of the Teredo peer, the

di rect bubble MJUST be accepted.

If neither of the above conditions is true, the direct bubble MJST be
dr opped.

If the direct bubble is accepted, the Teredo client MJST record the
mapped address/port fromwhich the direct bubble is received in the
mapped address/port fields of the Teredo peer, as specified in
Section 5.2 of [RFC4380].

5.3. UPnP-Enabl ed Symmetric NAT Extension

The UPnP-enabl ed Symretric NAT Extension is optional; an

i mpl erent ati on SHOULD support it. This extension has the Synmetric
NAT Support Extension (Section 5.2) as a dependency. Any node that
i npl ements this extension MIUST al so i nplenent the Symmetric NAT
Support Extension.
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5.3.

5.3.

1. Abstract Data Mbdel

This section describes a conceptual nodel of possible data

organi zation that an inplenmentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anation of how the protocol behaves. This docunent does not
mandat e that inpl enentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

Thi s extension extends the abstract data nodel in Section 5.2.1 by
adding the follow ng additional fields.

UPnP- Enabl ed NAT flag: This is a Boolean value, set to TRUE if the
NAT positioned in front of the Teredo client is UPnP enabled. The
default value of this flag is FALSE

UPnP- Mapped Address/Port: The mapped address/port assigned via UPnP
to the Teredo client by the UPnP-enabl ed NAT behi nd whi ch the Teredo
client is positioned. Note that this field has a valid value only if
the NAT to which the Teredo client is connected is UPnP enabl ed.
Al'so, note that if the Teredo client is positioned behind a single
NAT only (as opposed to a series of nested NATs), this value is the
same as the mapped address/port enbedded in its Teredo | Pv6 address.

Symretric NAT flag: This is a Boolean value, set to TRUE if the
Teredo client is positioned behind a symretric NAT

Peer Entry: The following state needs to be added on a per-peer
basi s:

0o Symmetric Peer flag: This is a Boolean value and is TRUE if the
Teredo peer is positioned behind a synmetric NAT.

A Teredo client SHOULD al so nmaintain the following state that is
persi sted across reboots:

0 Persisted UPnP-Mapped Port: The nmapped port assigned via UPnP to
the Teredo client by the UPnP-enabl ed NAT behind which the Teredo
client is positioned. Note that this value is the same as the
UPnP- Mapped Port val ue when both are non-zero. The default val ue
is all zero bytes.

2. Tiners

No timers are necessary other than those in [ RFC4380].
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5.3.3. Initialization

Prior to beginning the qualification procedure, the Teredo client
MUST first performthe uninitialization procedure specified in
Section 5.3.5.1 if the Persisted UPnP- Mapped Port is supported and
non- zero.

The Teredo client MJUST then invoke the AddPort Mapping function, as
specified in Section 2.4.16 of [UPNPWANIP], with the follow ng
par anet ers:

0 NewRenoteHost: "" (enpty string)

0 Newkxternal Port: Local Port value

0o NewProtocol: UDP

o0 Newinternal Port: Local Port val ue

o0 Newinternaldient: Local Address val ue
0 Newknabl ed: TRUE

0 NewPort Mappi ngDescri ption: "TEREDO'

0 NewlLeaseDuration: O

The successful conpletion of the AddPort Mapping function indicates
that the NAT has created a port mapping fromthe external port of the
NAT to the internal port of the Teredo client node. The paraneters
are specified so that any external host should be able to send
packets to the Teredo client by sending packets to the mapped
address/port. |f the AddPort Mapping function fails, the Teredo
client MJUST continue without using this extension. Oherwise, it
MUST proceed as foll ows.

The Teredo client MJST set the UPnP-Mapped Port (and Persisted UPnP-
Mapped Port, if supported) to the Local Port value specified in
AddPor t Mappi ng. The Teredo client MJST then call the

CGet Ext er nal | PAddress function specified in Section 2.4.18 of
[UPNPWANI P]. I f the GetExternall PAddress function fails, the Teredo
client SHOULD performthe uninitialization procedure specified in
Section 5.3.5.1 and continue without using this extension. |f the
Get Ext er nal | PAddr ess function succeeds, the Teredo client MJST
proceed as foll ows.
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The Teredo client MJST set the UPnP-Mapped Address to the address
returned fromthe Get External | PAddress function, and set the UPnP-
Enabl ed NAT flag to TRUE

During the qualification procedure (as specified in Section 5.2.1 of
[ RFC4380]) when the Teredo client receives a response fromthe
secondary Teredo server, the Teredo client MJST conpare the nmapped
address/ port learned fromthe secondary Teredo server with the mapped
address/ port associated with the Teredo server. |f either the mapped
address or the mapped port value is different, the Symetric NAT fl ag
MUST be set to TRUE

After the qualification procedure, the mapped address/port | earned
fromthe Teredo server MJST be conpared to the UPnP-Mapped Address/
Port. |If both are the same, the Teredo client is positioned behind a
singl e NAT and t he UPnP-Mapped Address/Port MJST be zeroed out.

5.3.4. Message Processing

Except as specified in the follow ng sections, the rules for nmessage
processing are as specified in Section 5.2.3 of [RFC4380].

5.3.4.1. Receiving a Direct Bubble

Except as indicated below, the rules for handling a direct bubble are
as specified in Section 5.2.4.4.

A Teredo client positioned behind a UPnP-enabl ed NAT (port-restricted
NAT as well as symmetric NAT) will receive all packets sent to the
mapped address/port enbedded in its Teredo | Pv6 address. Thus, when
a Teredo client receives a direct bubble, it MJST conpare the nmapped
address/ port from which the packet was received with the mapped
address/ port enbedded in the Teredo | Pv6 address in the source
address field of the IPv6 header. |If the two are not the same, it
indicates that the Teredo peer is positioned behind a symetric NAT
and it MJUST set the Symetric Peer flag in its Peer Entry.

5.3.4.2. Sending a Direct Bubble
The rules for sending a direct bubble are specified in Section 5.2.6
of [RFC4380] and Section 5.2.4.2 of this docunent. These rules are
further refined as foll ows.

If the Teredo client sending the direct bubble neets all of the
following criteria:

o The Symmetric NAT flag is set to TRUE
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0 The UPnP-Enabled NAT flag is set to TRUE.
0 The UPnP- Mapped Address/Port are set to zero.
o0 The peer’s Symmetric Peer flag is set to TRUE

then the Teredo client MJST send the direct bubble to the napped
address/ port enbedded in the peer’'s Teredo | Pv6 address.

This is because Symetric-to-Symetric and Port-Restricted-to-
Symmetri ¢ NAT communi cation between the Teredo client and the peer
woul d have failed anyway. However, by taking a chance that the peer
m ght al so be positioned behind a UPnP-enabl ed NAT just like the
Teredo client itself, the Teredo client can try sending the direct
bubbl e to the mapped address/port in the peer’s Teredo | Pv6 address.
If the packet does go through, comunication is established.
5.3.4.3. Sending a Data Packet

The rules for sending a data packet are specified in Section 5.2.4 of
[ RFC4380]. These rules are further refined as foll ows.

If the Teredo client sending the data packet neets all of the
following criteria:

0 The Symretric NAT flag is set to TRUE

0 The UPnP-Enabl ed NAT flag is set to TRUE.

0 The UPnP- Mapped Address/Port are set to zero.
0 The peer’s Symmetric Peer flag is set to TRUE

then the Teredo client MJST send the data packet to the mapped
address/ port enbedded in the peer’s Teredo | Pv6 address.

5.3.5. Shut down

Wien Teredo client functionality is being shut down, uninitialization
MUST be performed as specified in Section 5.3.5. 1.

5.3.5.1. Uninitialization
First deternine the mapped port as follows. |If Persisted UPnP- Mapped

Port is supported, use it as the mapped port. O herw se, use the
UPnP- Mapped Port.
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5. 4.

5.4

If the mapped port is non-zero, the Teredo client MJST call the
Del et ePort Mappi ng function, as specified in Section 2.4.17 of
[ UPNPVWANI P], with the followi ng paraneters:

0 NewRenoteHost: "" (enpty string)

0 Newkxternal Port: the mapped port

0 NewProtocol : UDP

Port - Preserving Symretric NAT Extension

The Port-Preserving Synmetric NAT Extension is optional; an

i mpl ement ati on SHOULD support it. This extension has the Synmetric
NAT Support Extension (as specified in Section 5.2) as a dependency.
Any node that inplenents this extension MJIST al so i npl ement the
Symmetri ¢ NAT Support Extension

.1. Abstract Data Mbdel

This section describes a conceptual nodel of possible data

organi zation that an inplenmentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anation of how the protocol behaves. This docunent does not
mandat e that inpl enentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

The Port-Preserving Symetric NAT Extension extends the abstract data
nmodel in Section 5.2.1 by adding the follow ng additional fields.

Port-Preserving NAT flag: This is a Boolean value, set to TRUE if the
Teredo client is positioned behind a port-preserving NAT.

Symretric NAT flag: This is a Boolean value, set to TRUE if the
Teredo client is positioned behind a symetric NAT

Peer Entry: The following fields need to be added on a per-peer
basi s:

o0 Random Port: This field contains the value of the external port
that the Teredo client predicts that its NAT has assigned it for
conmmuni cation with the peer. Set to zero by default.

0 Peer Random Port: This field contains the value of the random port
that the peer is using for comrunication with this Teredo client.
Set to zero by default.

Thal er St andards Track [ Page 30]



RFC 6081 Teredo Extensions January 2011

5.4,

5.4

o0 Direct Receive on Primary Port: This is a Bool ean val ue, set to
TRUE if a packet is received fromthe Teredo peer on the prinmary
local port. Set to FALSE by default.

0o Direct Receive on Random Port: This is a Bool ean val ue, set to
TRUE if a packet is received fromthe Teredo peer on the Random
Port. Set to FALSE by default.

0 Connection Refresh Count: This field contains the nunber of direct
bubbl es that have been sent to the peer since the last tinme data
was sent to the peer.

0 Last Data Packet Sent Tinestanp: This field contains the tinestanp
of the | ast data packet sent to the peer. This tinmestanp is
different fromthe field that stores the data and tinme of |ast
transm ssion to the peer (as specified in Section 5.2 of
[ RFC4380]) because the RFC-defined field is al so updated every
time a direct bubble is sent.

2. Tiners

O her than those in [ RFC4380], the Port-Preserving Symetric NAT
Extension requires the follow ng additional tinmner.

Peer Refresh Tinmer: A timer to refresh peer connections through the
random port, on which no data has been sent for a while.

.2.1. Peer Refresh Timer Expiry

When the Peer Refresh Tiner expires, the Teredo client MJST go
through its list of peers and for each peer to which the Teredo
client is conmunicating through the random port, the Teredo client
MUST check the Last Data Packet Sent Tinestanp to determine if data
has been sent to the peer in the |last 30 seconds, and check the
Connection Refresh Count field to determine if the count has reached
t he maxi mum al | owed val ue of 20. |If both checks are FALSE, the
Teredo client MIUST send a direct bubble (as specified in

Section 5.4.4.3) to the peer and increnent the Connection Refresh
Count. This direct bubble is sent as an attenpt to keep the port
mappi ngs on all the internediate NATs alive while the application/
user may be tenporarily inactive. |If on the other hand, data has
been sent to the peer in the last 30 seconds, the Connection Refresh
Count MJST be reset to zero

The Peer Refresh Timer MJST then be rescheduled to expire in 30
seconds.
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5.4.3. Initialization

In addition to the behavior specified in [ RFC4380], the Port-
Preserving NAT flag and Synmetric NAT flag MJST be set to FALSE when
the Teredo client is started. The Peer Refresh Tiner MJST be started
and schedul ed to expire in 30 seconds.

During the qualification procedure (as specified in Section 5.2.1 of
[ RFC4380]), when the Teredo client receives a response fromthe
Teredo server address, the Teredo client MJST conpare the Port val ue
inthe origin indication, as specified in Section 5.1.1 of [RFC4380],
with the Local Port value. |If both values match, the client MJST set
the Port-Preserving NAT flag to TRUE

5.4.4. Message Processing
5.4.4.1. Sending a Data Packet

On receiving a data packet to be transnitted to the Teredo peer (in
addition to the rules specified in Section 5.2.4 of [RFC4380]), the
Teredo client MUST update the Last Data Packet Sent Timestanp when
the packet is actually sent.

5.4.4.2. Sending an Indirect Bubble

The rules for sending an indirect bubble are as specified in

Section 5.2.4.1 of this docunent and Section 5.2.6 of [RFC4380]. In
addition to those rules, if the Port-Preserving NAT flag is TRUE, the
Teredo client MJUST do the foll ow ng

o If the Synmmetric NAT flag is set, the Teredo peer is not narked as
"trusted" (as specified in Section 5.2 of [RFC4380]), and the
Random Port is zero, the Teredo client MJST first select a random
port nunber to use, and then begin listening on that port. Since
the NAT is port-preserving, the Teredo client can predict that the
external port assigned will be equal to the random port chosen
and hence the Teredo client MJST store the random port chosen in
the Random Port field of the Peer Entry.

o If the Random Port value is non-zero, the Teredo client MJST
append a Random Port Trailer to the indirect bubble.
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5.4.4.3. Sending a Direct Bubble

The rules for when direct bubbles are sent to a Teredo peer are as

specified in Section 5.2.6 of [RFC4380]. |In addition
Section 5.2.4.2 defines rules for enabling communication for clients
posi tioned behind a symmetric NAT. In addition to the rules defined

in both the aforenentioned sections, if the Port-Preserving NAT flag
is TRUE, the following rules apply also.

If the Sycmmetric NAT flag is set, and the Teredo peer is not marked
as "trusted" (as specified in Section 5.2 of [RFC4380]) the Teredo
client MIUST send a direct bubble destined to the nmapped address/ port
enbedded in the Teredo | Pv6 address of the Teredo peer. |f the peer
Random Port field is non-zero, the Teredo client MJUST send anot her
direct bubble fromits own random port, destined to the peer random
port. The |Pv4 destination address MJST be the mapped address
enbedded in the Teredo | Pv6 address. 1In addition, the Teredo client
MUST i ncl ude the Random Port Trailer (Section 4.5).

5.4.4. 4. Receiving an Indirect Bubble

The rules for processing an indirect bubble are as specified in
Section 5.2.4.3 of this docunent and Section 5.2.3 of [RFC4380]. In
addition to these rules, if the incom ng indirect bubble has a Random
Port Trailer, the followi ng additional processing MJUST be done.

If the Peer Random Port field of the Peer Entry is zero, the Teredo
client MIUST store the port fromthe Random Port Trailer in the Peer
Random Port field of the Peer Entry.

I f the Peer Random Port field is non-zero and if either the Peer
Random Port field and the new adverti sed port have the sane val ue, or
if active data has been exchanged between the two Teredo clients in
the I ast 30 seconds (that is, "tinme of last transmi ssion" or "time of
| ast reception”, as specified in Section 5.2 of [RFC4380], is set to
atine that is less than 30 seconds ago), the new adverti sed port

val ue MUST be i gnored.

If the Peer Random Port field is non-zero and the new advertised port
value is different fromthe Peer Random Port value, and it has been
nmore than 30 seconds since the | ast exchange of data packets between
the two Teredo clients, (that is, "tine of last transnission" and
"time of last reception" are set to atine that is nore than 30
seconds ago), the Teredo client SHOULD store the new advertised port
val ue in the Peer Random Port field and, if the Port-Preserving NAT
flag is TRUE, then clear the Random Port field, and stop listening on
the old random port. This allows comunication to be re-established
if either side changes the randomport that it is using.
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5.4.4.5. Receiving a Direct Bubble

The rules for handling direct bubbles are specified in

Section 5.2.4.4 of this docunment and Section 5.2.3 of [RFC4380]. The
rules for whether to accept a direct bubble are extended as foll ows,
when the Port-Preserving NAT flag is TRUE

(o]

Thal er

If the direct bubble is received on the primary port and the
Teredo peer is not "trusted", the status field of the Teredo
client MJUST be changed to "trusted" and the Direct Receive on
Primary Port flag MJST be set to TRUE. The mapped address/ port
fromwhich the direct bubble was received MIUST be recorded in the
mapped address/port fields of the Teredo peer, as specified in
Section 5.2 of [RFC4380]. The Teredo client MJST then set the
Random Port field in the Peer Entry to zero and stop |listening on
the ol d random port.

If the direct bubble is received on the primary port, the Teredo
peer is "trusted", and the Direct Receive on Prinmary flag is set
to TRUE, the Teredo client MJST conpare the mapped address/port of
the direct bubble with the napped address/port of the Peer Entry.
I f both mappings are the same, the direct bubble MIST be accepted.
If the mappings are different and it has been nore than 30 seconds
since the | ast packet exchange with the Teredo peer (that is,
"time of last transmission" and "tine of |ast reception", as
defined in Section 5.2 of [RFC4380], are set to a tinme that is
nore than 30 seconds ago), the nmapping on the Teredo peer’s NAT
has changed and conmuni cati on needs to be re-established. This
MUST be done by changing the status of the peer to "not-trusted"
setting the Direct Receive on Primary Port flag to FALSE, and
sending an indirect bubble to the Teredo peer via its Teredo
server.

If the direct bubble is received on the primary port, the Teredo
peer is "trusted", the Direct Receive on Primary Port flag is set
to FALSE, and the Direct Receive on Random Port flag is set to
TRUE, the mapped address/port fromwhich the direct bubble is
recei ved MJST be stored in the napped address/port fields of the
Peer Entry. The Direct Receive on Primary Port flag MJST be set
to TRUE. The Teredo client MJST then set the Random Port field in
the Peer Entry to zero and stop listening on the old random port.
Finally, the Direct Receive on Random Port flag MJST be set to
FALSE.
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o |If the direct bubble is received on the random port and the Teredo
peer is not "trusted", the status field of the Teredo client MJST
be changed to "trusted" and the Direct Receive on Random Port fl ag
MUST be set to TRUE. The napped address/port fromwhich the
di rect bubble was received MIST be recorded in the nmapped address/
port fields of the Teredo Peer Entry, as specified in Section 5.2
of [ RFC4380].

o |If the direct bubble is received on the random port, the Teredo
peer is "trusted", and the Direct Receive on Primary Port flag is
FALSE, the Teredo client MJST conpare the mapped address/port in
the direct bubble with the napped address/port in the Peer Entry.
If the two mappings are the sane, the direct bubble MJST be
accepted. |If the mappings are different, it inplies that the NAT
had del eted the mappi ng and when it reassigned the mapping, a
different external port was chosen. |In this instance, the Teredo
client SHOULD set the Random Port field to zero, stop listening on
the old random port, and send an indirect bubble to the Teredo
peer as specified in Section 5.4.4.2.

Note that once the Direct Receive on Primary Port flag is TRUE, the
client will stop listening on the random port and hence a direct
bubbl e cannot be received on the random port. As a result, this case
is intentionally onitted above.

5.5. Sequential Port-Symetric NAT Extension

The Sequential Port-Symmetric NAT Extension is optional; an

i npl ement ati on SHOULD support it. This extension has the Symmetric
NAT Support Extension (Section 5.2) as a dependency. Any node that
i mpl enents this extension MIUST al so inplenent the Synmetric NAT
Support Extension, as well as the Port-Preserving NAT Extension
(Section 5.4).

5.5.1. Abstract Data Mde

This section describes a conceptual nodel of possible data

organi zation that an inplenentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anati on of how the protocol behaves. This docunent does not
mandat e that inplenentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

The Sequential Port-Synmetric NAT Extension extends the abstract data
nmodel in Section 5.4.1 by adding the follow ng additional state.
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Peer Entry: The following fields need to be added on a per-peer
basi s:

0 EchoTest Noncel: The value of the nonce sent as part of the
aut henti cati on encapsul ation, as specified in Section 5.1.1 of
[ RFC4380], in the router solicitation packet sent to the Teredo
server address as part of the Echo Test.

0 EchoTest Nonce2: The value of the nonce sent as part of the
aut henti cation encapsulation in the router solicitation packet
sent to the secondary Teredo server address as part of the Echo
Test .

0 EchoTestLowerPort: The value of the external port napping
extracted fromthe origin indication of the router advertisenent
received fromthe Teredo server address as part of the Echo Test.
A value of O indicates that no such router advertisenment has been
recei ved.

0 EchoTestUpperPort: The value of the external port napping
extracted fromthe origin indication of the router advertisenent
received fromthe secondary Teredo server address as part of the
Echo Test. A value of 0 indicates that no such router
advertisenment has been received.

0 EchoTestRetryCounter: The number of tinmes an Echo Test has been
att enpt ed.

5.5.2. Tiners

In addition to the tiners specified in Section 5.4.2, the foll ow ng
additional timer is required per Peer Entry.

Echo Test Failover Tiner: A one-shot tiner that runs whenever an Echo
Test is in progress.

5.5.2.1. Peer Refresh Tinmer Expiry
The processing of the Peer Refresh Tiner Expiry MJST be conpl eted as
specified in Section 5.4.2.1. In addition to those rules, the Teredo
client MIUST set the EchoTestLowerPort, EchoTest UpperPort, and
EchoTest RetryCounter to zero.

5.5.2.2. Echo Test Failover Tiner Expiry

If the Echo Test Failover Tinmer expires, the Teredo client MJIST do
the foll ow ng.

Thal er St andards Track [ Page 36]



RFC 6081 Teredo Extensions January 2011

If the value of the EchoTestRetryCounter is two, then the Teredo
client MUST send an indirect bubble as specified in Section 5.2.4.1

If the value of the EchoTestRetryCounter is one, then the Teredo
client MIUST start another Echo Test as specified in
Section 5.5.4.1.1.

5.5.3. Initialization

No behavi or changes are required beyond what is specified in
Section 5. 4. 3.

5.5.4. Message Processing

Except as specified in the follow ng sections, the rules for nmessage
processing are as specified in Section 5.4.4.

5.5.4.1. Handling a Request to Send an |ndirect Bubble

Wienever [ RFC4380] or other extensions specified in this docunent
specify that an indirect bubble is to be sent, the follow ng actions
apply at that tinme instead if the Symmetric NAT flag is TRUE and the
Port-Preserving NAT flag is FALSE. Note that any behavior specified
by [ RFC4380] or other extensions in this docunent still applies to
how i ndirect bubbles are constructed, but such behavior is done at a
later time as specified in Section 5.5.4. 4,

If the Symmetric NAT flag is TRUE, and the Port-Preserving NAT flag
is FALSE, and the Teredo peer is not marked as "trusted" (as
specified in Section 5.2 of [RFC4380]), and the Random Port is zero,
then the Teredo client MJST sel ect a random port nunber to use, begin
listening on that port, and start an Echo Test as specified bel ow

5.5.4.1.1. Starting an Echo Test

To start an Echo Test, the Teredo client MJST send the follow ng
three packets fromthis port:

o First, arouter solicitation (as specified in Section 5.2.1 of
[ RFC4A380]) MUST be sent to the Teredo server address. The router
solicitation MJST include an authentication encapsulation with a
randonly generated Nonce field, as specified in Section 5.1.1 of
[ RFC4380]. The nonce included in the authentication encapsul ation
MJUST then be stored in the EchoTestNoncel field of the Peer Entry.

0 Second, a direct bubble MIST be sent to the peer.
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o Third, a router solicitation MJST be sent to the secondary Teredo
server address. The router solicitation MJST include an
aut henti cation encapsul ation with a random y generated Nonce
field, as specified in Section 5.1.1 of [RFC4380]. The nonce
included in the authentication encapsul ati on MJST then be stored
in the EchoTest Nonce2 field of the Peer Entry.

The Teredo client MJST then increnment the EchoTest RetryCounter and
set the Echo Test Failover Tinmer to expire in a nunber of seconds
equal to EchoTest RetryCounter.

5.5.4.2. Sending an Indirect Bubble

The rules for sending an indirect bubble are as specified in

Section 5.2.4.1 of this docunent and Section 5.2.6 of [RFC4380]. In
addition to those rules, if the Sycrmetric NAT flag is TRUE, and the
Port-Preserving NAT flag is FALSE, and the Random Port val ue is non-
zero, then the Teredo client MJST append a Random Port Trailer to the
i ndi rect bubbl e.

5.5.4.3. Receiving a Direct Bubble

The processing of the direct bubble MIST be conpleted as specified in
Section 5.4.4.5, as if the Port-Preserving NAT flag were TRUE. After
the processing is conplete, if the Direct Bubble Received on Prinary
flag is TRUE, and the Echo Test Failover Timer is running, then the
Echo Test Failover Tinmer MJST be cancel ed and EchoTest Lower Port,
EchoTest Upper Port, and EchoTest RetryCounter MJST be set to zero.

5.5.4.4. Receiving a Router Advertisenent

The rules for processing a router advertisenent are as specified in
Section 5.2.1 of [RFC4380]. |In addition to those rules, if the
router advertisement contains an authentication encapsul ation, the
Teredo client MJST | ook for a Peer Entry whose EchoTest Noncel or
EchoTest Nonce2 field matches the nonce in the authentication
encapsul ation. |If a Peer Entry is found, the Teredo client MJST do
the foll ow ng.

If the received nonce is equal to EchoTest Noncel and

EchoTest Lower Port is zero, then EchoTestLowerPort MJST be set to the
external port mapping extracted fromthe origin indication of this
router advertisenent.

If the received nonce is equal to EchoTest Nonce2 and

EchoTest Upper Port is zero, then EchoTest UpperPort MJST be set to the
external port mapping extracted fromthe origin indication of this
router advertisenent.
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If the EchoTest UpperPort and EchoTestLowerPort are now both non-zero,
the Teredo client MUST then set the Random Port field of the Peer
Entry to (EchoTest UpperPort + EchoTest UpperPort)/2, rounded down, and
send an indirect bubble as specified in Section 5.5.4.2.

5.6. Hairpinning Extension
This extension is optional; an inplenentati on SHOULD support it.
5.6.1. Abstract Data Model

This section describes a conceptual nodel of possible data

organi zation that an inplenentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anati on of how the protocol behaves. This docunment does not
mandat e that inplenentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

In addition to the state specified in Section 5.2 of [RFC4380], the
followi ng are also required

UPnP Mapped Address/Port: The mapped address/port assigned via UPnP
to the Teredo client by the UPnP-enabl ed NAT behi nd which the Teredo
client is positioned. This field has a valid value only if the NAT
to which the Teredo client is connected is UPnP enabled. In
addition, if the Teredo client is positioned behind a single NAT only
(as opposed to a series of nested NATs), this value will be the sane
as the mapped address/port enbedded in its Teredo | Pv6 address.

Peer Entry: Per-peer state is extended beyond what is described in
[ RFC4380] by including the foll ow ng:

0 Alternate Address/Port list: The list of alternate address/port
pairs advertised by the peer.

5.6.2. Tinmers
No tinmers are necessary other than those in [ RFC4380].

5.6.3. Initialization
Behavior is as specified in [RFC4380], with the follow ng additions.
Prior to beginning the qualification procedure, the Teredo client
MJST i nvoke the AddPort Mappi ng function (as specified in Section
2.4.16 of [UPNPWANIP]) with the parameters specified in

Section 5.3.3. If successful, it indicates that the NAT has created
a port mapping fromthe external port of the NAT to the internal port
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of the Teredo client node. |If the AddPort Mapping function is
successful, the Teredo client MJST store the mappi ng assi gned by the
NAT in its UPnP Mapped Address/Port state.

After the qualification procedure, the mapped address/port | earned
fromthe Teredo server MJST be conpared to the UPnP Mapped Address/
Port. |If both are the sanme, the Teredo client is positioned behind a
singl e NAT and the UPnP Mapped Address/Port MJST be zeroed out.

5.6.4. Message Processing
5.6.4.1. Sending an Indirect Bubble

The rules for when indirect bubbles are sent to a Teredo peer are as
specified in Section 5.2.6 of [RFC4380]. |f comunication between a
Teredo client and a Teredo peer has not been established, the Teredo
client MIUST include the Alternate Address Trailer in the indirect
bubble. The Alternate Address Trailer MJST include the node's |oca
address/port in the Alternate Address/Port list. [|f the UPnP Mapped
Address/ Port is non-zero, the Alternate Address Trailer MJST al so
include it in the list.

Hai r pi nning requires "direct |1Pv6 connectivity tests"” (as specified
in Section 5.2.9 of [RFC4380]) to succeed before it can accept
packets froman | Pv4 address and port not enbedded in the Teredo |IPv6
address. Hence, the indirect bubble MJST al so include a Nonce
Trailer.

5.6.4.2. Receiving an Indirect Bubble

The rules for processing indirect bubbles are as specified in Section
5.2.3 of [RFC4380]. |In addition to those rules, when a Teredo client
receives an indirect bubble with the Alternate Address Trailer, it
SHOULD first verify that the Alternate Address Trailer is correctly
forned (as specified in Section 4.3), and drop the bubble if not.

O herwise, it MIST set the Alternate Address/Port list in its Peer
Entry to the list in the trailer. The Teredo client, besides sending
direct bubbles to the napped address/port enbedded in the Teredo | Pv6
address (as specified in Section 5.2.6 of [RFC4380]), MJST al so send
a direct bubble to each mapped address/port advertised in the
Alternate Address Trailer.

In each of the direct bubbles, the Teredo client MJST include a Nonce
Trailer with the nonce value received in the indirect bubble.
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5.6.4.3. Receiving a Direct Bubble

If the mapped address/port of the direct bubble matches the napped
address/ port enbedded in the source Teredo | Pv6 address, the direct
bubbl e MUST be accepted, as specified in Section 5.2.3 of [RFC4380].

I f the mapped address/port does not match the enbedded address/port,
but the direct bubble contains a Nonce Trailer with a nonce that

mat ches the Nonce Sent field of the Teredo peer, the direct bubble
MUST be accept ed.

If neither of the above rules match, the direct bubble MJST be
dr opped.

5.7. Server Load Reduction Extension
This extension is optional; an inplenentati on SHOULD support it.
5.7.1. Abstract Data Mbdel

This section describes a conceptual nodel of possible data

organi zation that an inplenmentation maintains to participate in this
protocol. The described organization is provided to facilitate the
expl anation of how the protocol behaves. This docunent does not
mandat e that inpl enentati ons adhere to this nodel as long as their
external behavior is consistent with that described in this docunent.

In addition to the state specified in Section 5.2 of [RFC4380], the
followi ng are also required

Peer Entry: The following state needs to be added on a per-peer
basi s:

0 Count of Solicitations Transnitted: The nunber of Solicitation
packets sent.

5.7.2. Tiners

Retransmission Tinmer: Atiner used to retransnit Teredo Nei ghbor
Solicitation packets.

When the retransm ssion tinmer expires, the Teredo client MJST
retransmt a direct bubble with a Neighbor Discovery Option Trailer
and increment the Count of Solicitations Transmitted. |If the count
is less than three, it MJST then reset the timer to expire in two
seconds. Oherwise (if the count is nowthree), it MJST send an
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i ndirect bubble to the Teredo peer to re-establish connectivity as if
no conmuni cati on between the Teredo client and the Teredo peer had
been establ i shed.

5.7.3. Initialization

No initialization is necessary other than that specified in
[ RFC4380] .

5.7.4. Message Processing

Except as specified below, processing is the sane as specified in
[ RFC4380] .

5.7.4.1. Sending a Data Packet

Upon receiving a data packet to be transmtted to the Teredo peer

the Teredo client MJUST deternine whether data has been exchanged

bet ween the Teredo client and peer in either direction in the last 30
seconds (using the state as specified in Section 5.2 of [RFC4380]).

If not, the Teredo client MJST send a direct bubble with a Nei ghbor

Di scovery Option Trailer having the DiscoveryType field set to

Ter edoDi scoverySolicitation. The Count of Solicitations Transmtted
field MUST be set to 1. The retransmission tinmer MJIST be set to
expire in two seconds.

5.7.4.2. Receiving a Direct Bubble

The rules for processing direct bubbles are as specified in Section
5.2.3 of [RFC4380]. |In addition to those rules, upon receiving a

di rect bubbl e containing a Neighbor Discovery Option Trailer with

Di scoveryType field set to TeredoDi scoverySolicitation, the Teredo
client MJUST respond with a direct bubble with the Nei ghbor Discovery
Option Trailer having the DiscoveryType field set to

Ter edoDi scoveryAdverti senent.

6. Protocol Exanples

The foll owi ng sections describe several operations as used in comon
scenarios to illustrate the function of Teredo Extensions.

6.1. Symmetric NAT Support Extension

The followi ng protocol exanple illustrates the use of the Symetric
NAT Support Extension
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In Figure 2 (Section 3.1), assune that Teredo Cient A which is
positioned behind a port-symetric NAT, wants to comunicate with
Teredo Client B, which is positioned behind an address-restricted
NAT.

The qualification procedure where the Teredo client deternines that
it is positioned behind a synmmetric NAT is exactly the sane as that
specified in Section 5.2.1 of [RFC4380]. Because of the Symmetric
NAT Extension, Cient A continues to configure a Teredo |Pv6 address
even after determining that the Teredo client is positioned behind a
symretri c NAT.

Next the follow ng packet exchange hel ps Teredo Cient A (A
establish communication with Teredo dient B (B).

Ter edo Cient A's Client B's Ter edo
Client Ter edo Ter edo Client
A NAT Server Server NAT B

| | | | |
| | | Direct Bubble to B | |

Port-Symetric NAT to Address-Restricted NAT Packet
Exchange
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A sends a direct bubble (Packet 1) destined to the mapped
address/ port enbedded in B's Teredo | Pv6 address. The mapped
port in the source field of the packet assigned by Cient A's
NAT is different fromthe napped port enbedded in A's Teredo

| Pv6 address. This is characteristic of the port-symetric NAT
positioned in front of A The napped address in the source
field of the packet is the sane as the nmapped address enbedded
in the Teredo | Pv6 address of A.

The af orenentioned direct bubble is dropped by B's NAT because
it has not seen an outgoing packet destined to A's nmapped | Pv4
addr ess.

A sends an indirect bubble (Packet 2) destined to B via Cient
B's Teredo server.

The above-nentioned indirect bubble is received by B. B then
responds with the foll owi ng packets. The first packet sent by B
is a direct bubble (Packet 3) destined to the nmapped address/
port enbedded in A's Teredo | Pv6 address.

The above-nentioned direct bubble is dropped by A's NAT because
the NAT has not seen any outgoi ng packet sourced fromthe napped
address/ port enbedded in A's Teredo | Pv6 address and destined to
the mapped address/port enbedded in B's Teredo | Pv6 address.

B al so sends an indirect bubble (Packet 4) destined to Avia A's
Teredo Server.

The af orenentioned indirect bubble is successfully received by
A. A responds to the indirect bubble with its own direct bubble
(Packet 5). This direct bubble is exactly the sane as the first
direct bubble (Packet 1) sent by A

This time around the aforenentioned direct bubble is accepted by
B's NAT because the NAT has seen an out goi ng packet (Packet 3)
sourced fromthe napped address/port enbedded in B's Teredo | Pv6
address and destined to the nmapped address/port enbedded in A's
Teredo | Pv6 address. It is inportant to remenber that A s NAT
is port-symmetric and therefore varies only the mapped port
whil e the mapped address remains the sane. B s NAT is address-
restricted and cares only about prior communication with the

| Pv4 address, not the specific port. At this point,

conmuni cation in one direction is now possible (B to A but not
Vi ce versa).
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9. After receiving the direct bubble, B renenbers the new mapped
address/port that was in the source fields of the direct bubble
and uses those for future conmunication with A instead of the
mapped address/port enbedded in A's Teredo | Pv6 address.

10. A then tinmes out and resends an indirect bubble (Packet 6) and
in response, B sends a direct bubble (Packet 7). This direct
bubble is destined to the new | earned nmapped address/port and
hence A's NAT pernits the direct bubble through. Conmunication
is now possible in the other direction (client Ato B)

6.2. UPnP-Enabl ed Symmetric NAT Extension

The follow ng protocol exanple illustrates the use of the UPnP-
Enabl ed Symmetric NAT Extension in addition to the Synmetric NAT
Support Extension.

Assunme that Teredo Client A which is positioned behind a UPnP-
enabl ed port-symretric NAT, wants to comunicate with Teredo dient
B, which is also positioned behind a UPnP-Enabl ed port-symetric NAT.

Before both clients start their qualification procedure, they use
UPnP to reserve port mappings on their respective NATs. The UPnP
operations succeed for both the clients and the clients hence know
that they are positioned behind UPnP-enabl ed NATs. After the
qualification procedure, both clients have valid Teredo | Pv6

addr esses because they both support the Symmetric NAT Support
Extension. Also, after the qualification procedure both clients wll
conmpare their mapped address/port determ ned through UPnP with the
mapped address/port determ ned through the qualification procedure.
Because both will be the same, the clients will zero out their UPnP
mapped address/port val ues and concl ude that they are each | ocated
behi nd a singl e UPnP-enabl ed NAT

The foll owi ng packet exchange shows Teredo client A (A) establishing
conmuni cation with Teredo client B (B)
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Ter edo Cient A's Cient B's Ter edo
dient Ter edo Ter edo dient

Thal er

A NAT Server Server NAT B

| | | | |
| | | Direct Bubble to B | |

UPnP- enabl ed Symmetric NAT Packet Exchange

A sends a direct bubble (Packet 1) to the mapped address/ port
enbedded in B's Teredo | Pv6 address. Because A's NAT is a
symretric NAT, the UDP source port field in the packet assigned
by A's NAT is different fromthe napped port enbedded in A's
Teredo | Pv6 address, but the |IPv4 source address of the packet is
the sane as the nmapped address enbedded in A's Teredo | Pv6

addr ess.

The above-nentioned direct bubble is received by B because it is
destined for the UPnP napped address/port of B and hence is let
through by the NAT. At this point, B deduces that Ais
positioned behind a symetric NAT because the napped address/port
fromwhich the direct bubble is received is different fromthe
mapped address/port that is enbedded in A's Teredo | Pv6 address.
Hence, it renmenbers that the peer is positioned behind a
symretric NAT so that data packets will be sent to the mapped
address/ port enbedded in A's Teredo | Pv6 address, rather than the
mapped address/port fromwhich the direct bubble was received.

At this point, communication in one direction is now possible (B
to A but not vice versa).

A al so sends an indirect bubble (Packet 2) destined to B via B's
Teredo Server.

The above indirect bubble is received by B. B then responds with
a direct bubble (Packet 3) destined to the napped address/port
enbedded in A's Teredo | Pv6 address, as in step 2.

Because A's NAT is al so UPnP enabl ed, the above-nentioned direct
bubble is received by A\ A also notices that B is positioned
behind a Symmetric NAT because the mapped address/port from which
the packet is received is different fromthe napped address/port
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6. 3.

enbedded in B's Teredo | Pv6 address. Hence, it renenbers that
the peer is positioned behind a synmetric NAT so that data
packets will be sent to the napped address/port enbedded in B's
Teredo | Pv6 address, rather than the napped address/port from
whi ch the direct bubble was received. At this point,

conmuni cation is now possible in the other direction (A to B)

Port - Preserving Symretric NAT Extension

The follow ng protocol exanple illustrates the use of the Port-
Preserving Synmmetric NAT Extension

Assunme that Teredo Cient A (A), which is positioned behind a port-
preserving symretric NAT, wants to communicate with Teredo dient B

(B)

, Which is also positioned behind a port-preserving symetric NAT

The foll owi ng packet exchange expl ains the configuration setup and
conmuni cati on setup between the two clients.

Thal er
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Ter edo Cient A's Cient B's Ter edo
dient Ter edo Ter edo dient
A NAT Server Server NAT B

| | | |
| | | Direct Bubble to B |

Port-Preserving Symretric NAT Packet Exchange

1. During the qualification procedure, when the clients receive a
response fromthe Teredo server, they conpare the Port value in
the Oigin indication with the Local Port value. |[If both val ues
match, the clients set the Port-Preserving NAT flag to TRUE.

2. When the response is received fromthe secondary Teredo server,
the mapped address/port value in the Origin indication is
conpared with the mapped address/port value | earned fromthe
response received fromthe primary server. |f the nmappings are
different, the Symmetric NAT flag is set to TRUE

3. It is assuned that for both Cients A and B, the Port-Preserving

NAT flag and the Symmetric NAT flag are set to TRUE at the end
of the qualification procedure.
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4, Bef ore A sends packets to B, A checks to see if it is positioned
behind a port-preserving NAT and a symretric NAT, which in the
exanple, it is. A also checks to see if the peer is "trusted"
but it currently is not. Next, A checks if the Random Port is
set to non-zero. Since it is still zero, A allocates a new
random port, begins listening on it, and stores the value in the
Random Port field.

5. A sends a direct bubble (Packet 1) fromthe primary port to the
mapped address/port enbedded in B's Teredo | Pv6 address. This
direct bubbl e does not have a Nonce Trailer or a Random Port
Trailer attached to the end.

6. The af orenentioned direct bubble is dropped by B's NAT because
the NAT has not seen an outgoi ng packet destined to A's mapped
addr ess.

7. A sends an indirect bubble (Packet 2) destined to B via client
B's Teredo server. This indirect bubble contains two trailers:
the Nonce Trailer containing a random nonce, and the Random Port
Trailer containing the random port value fromthe Peer Entry.
The nonce used in the Nonce Trailer is also stored in the Nonce
Sent field of the Peer Entry.

8. The af orenentioned indirect bubble is received by B. B adds the
Teredo peer to its peer list. B saves the nonce value fromthe
Nonce Trailer in the Nonce Advertised field of the Peer Entry.

B stores the port value fromthe Random Port Trailer in the Peer
Random Port field in the Peer Entry.

9. B responds by sending the followi ng packets. The first packet
sent by Bis a direct bubble (Packet 3) destined to the napped
address/ port enbedded in A's Teredo | Pv6 address. This packet

is sent fromthe primary port. It includes the Nonce Trail er
with the nonce fromthe Nonce Advertised field of the Peer
Entry.

10. The aforenentioned direct bubble is dropped by A's NAT because
the NAT has not seen any out goi ng packet sourced fromthe napped
address/ port enbedded in A's Teredo | Pv6 address and destined to
t he mapped address/port enbedded in B's Teredo | Pv6 address.

11. B then checks if it is positioned behind a port-restricted NAT
or a symmetric NAT. It also checks if the peer has already
advertised a randomport. In this case, B is positioned behind
a port-preserving symetric NAT and the peer has advertised a
random port; hence, it needs to use a randomport. It checks if
its Random Port field is set to non-zero. Since it is stil
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zero, B allocates a new random port, begins listening on it, and
stores it in the Random Port entry of the Peer Entry. B then
sends a direct bubble (Packet 4) destined to the mapped address
enbedded in A's Teredo | Pv6 address and the port stored in the
Peer Random Port field of the Peer Entry. The direct bubble is
sent fromits own random port.

12. The above direct bubble is dropped by A's NAT because the NAT
has not seen any outgoi ng packet sourced fromthe nmapped address
enbedded in A's Teredo | Pv6 address and random port advertised
by A

13. B also sends an indirect bubble (Packet 5) destined to Avia A's
Teredo Server. This indirect bubble includes a Nonce Trailer
and a Random Port Trailer. The Nonce Trailer includes a new
randoml y generated nonce that is also stored in the Nonce Sent
field of the Peer Entry. The Random Port Trailer includes the
value in the Random Port field of the Peer Entry.

14. The aforenentioned indirect bubble is successfully received by
A. A parses the trailers and stores the nonce contained in the
Nonce Trailer in the Nonce Received field of the Peer Entry. A
stores the port advertised in the Random Port Trailer in the
Random Port field of the Peer Entry.

15. A responds with the foll owi ng packets in response to the
i ndirect bubble received. The first packet is a direct bubble
(Packet 6) sent fromthe primary port and is destined to the
mapped address/port enbedded in B s Teredo | Pv6 address.

16. The aforenentioned direct bubble again is dropped by B's NAT
because the NAT has not seen an outgoing packet with the sane
4-tuple as the inconi ng packet.

17. The next packet is also a direct bubble (Packet 7) and this one
is sent fromA' s random port. The packet is destined to the
mapped address enbedded in B's Teredo | Pv6 address and the Peer
Random Port stored in the Peer Entry.

18. Because both NATs are port-preserving NATs and the random ports
have not been used for any other nmapping, the aforenentioned
direct bubble is received by B because B's NAT has seen an
out goi ng packet (Packet 4) with the sane address/port pairs. B
stores the address/port fromwhich the direct bubble was
received in the mapped address/port fields of the Peer Entry.

It changes the status of the peer to "trusted" and sets the
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Direct Receive on Random Port field to TRUEE At this point,
conmuni cation in one direction is now possible (B to A but not
Vi ce versa).

19. Because A still considers B to be "not-trusted”, it tines out
and retransmits an indirect bubble (Packet 8). This packet
contains a new nonce as part of the Nonce Trailer and al so
contains the value of the random port as part of the Random Port
Trailer.

20. B receives the aforenentioned indirect bubble. The processing
of this indirect bubble is simlar to the processing of Packet
2. Since B received a direct bubble on its randomport, it does
not respond with a direct bubble fromits primary port.
Instead, it responds with a direct bubble (Packet 9) sent from
its random port, which is simlar to Packet 4 nentioned above.

21. Areceives the direct bubble sent by B. A stores the napped
address/ port fromwhich the direct bubble was received in mapped
address/port fields in the Peer Entry. A changes the status of
Bto "trusted" and sets the Direct Receive on Random Port field
to TRUE. At this point, the comunication is now possible in
the other direction (A to B)

6.4. Sequential Port-Symetric NAT Extension

The followi ng protocol exanple illustrates the use of the Sequentia
Port-Symetric NAT Extension

Assunme that Teredo Client A (A), which is positioned behind a
sequential port-symmetric NAT and inplenents the Sequential Port-
Symretric NAT Extension, wants to communicate with Teredo Cient B
(B), which is positioned behind a port-restricted NAT that supports
the Port-Preserving Port-Synmetric NAT Extension. The follow ng
packet exchange explains the configuration setup and comuni cation
setup between the two clients.
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Ter edo A's A's B's
dient Primary Secondary Ter edo dient
A NAT Server Server Server NAT B
| | | | | | |
| Direct Bubble to B | | | | |
A L EEE L EEEEE RS > |
| | | | | | |
| Router Solicitation | | | | |
2 |- >| | | | |
| | | | | | |
| Rout er Advertisenent | | | | |
| <o | 3 | | | |
| | | | | |
4 | Direct Bubble to B | | | | |
| >| |
| | | | | | |
| Router Solicitation | | | |
B | - > | | |
| | | | | |
| Router Advertisenent | | | |
R - o |
| I'ndirect Bubble to B via B's Teredo Server | | |
T e e S R >|
| | | | | |
| | | | Direct Bubble to A |
| | S | 8
| | | |
| | | | Indirect Bubble to A |
IS IS i | 9
| | | | |
| | | | Direct Bubble to A |
RS e | 10
| | | | | |
| Direct Bubble to B | | | |
i e e R T >|
Sequential Port-Symmetric NAT Packet Exchange
1. During the qualification procedure, when Cient A receives a
response fromthe Teredo Server, it conpares the Port value in
the Oigin indication with the Local Port value. Since they are
different, it concludes that it is not behind a port-preserving
NAT, and so assunes it is behind a sequential port-synmmetric NAT.
2. \Wen A wants to conmmunicate with B, A starts by sending a direct
bubbl e (Packet 1) fromits primary port. This occurs because
dient A does not know Client B s NAT type, which could be a cone
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Thal er

or address restricted NAT or UPnP-enabl ed NAT. Because Cient A
is behind a symmetric NAT, the external port used by A's NAT is a
new port. This direct bubble will be dropped by B s NAT since
Client Bis behind a port-restricted NAT

Because Client A does not knowif B is behind a port restricted
NAT or sone other kind of NAT, dient A proactively opens a new
randominternal port, say, port 1100.

Cient Athen perfornms its Echo Test as foll ows:

A. Cient A sends a router solicitation (Packet 2) to its Teredo
Server address fromport 1100. The server responds with a
router advertisenent (Packet 3).

B. dient A sends a direct bubble (Packet 4) to the peer from
port 1100 destined to the port advertised in Cient B's
Teredo address, say, port 2100. This direct bubble is
dropped by Cient B's port-restricted NAT.

C. dient Asends a router solicitation (Packet 5) to its
secondary Teredo server address fromport 1100. The server
responds with a router advertisenent (Packet 6).

D. On receiving the corresponding router advertisenents for
Packet 2 and Packet 4, dient A knows that port 1100 maps to,
say, port 1200 for Packet 2 and port 1202 for Packet 4.

E. dient Athen calculates its predicted port used for Packet 2
as the average (rounded down) of 1200 and 1202, i.e., 1201.

Client A then sends out an indirect bubble (Packet 7). This

i ndi rect bubble contains a randomport trailer that contains the
predicted port, port 1201. This indirect bubble nakes it to
Cient B

Cient B sends out the follow ng bubbles in response to the
i ndi rect bubbl e:

A. The first direct bubble (Packet 8) is destined for the port
mappi ng enbedded in Cient A's Teredo Address. (It has been
observed that some NATs display symmetric NAT behavior for
out goi ng packets but cone NAT behavior for incom ng packets.
The direct bubble described is likely to succeed if dient
A's NAT di splays such a behavior.) Since in this exanple,
A's NAT is a normal sequential port-symetric NAT, this
packet is dropped.
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B. The second packet is an indirect bubble (Packet 9) sent to
Client Awithout any trailers since Client Bis behind a
port-restricted NAT.

C. The next packet will be a direct bubble (Packet 10) sent to
port 1201. This packet will nmake it in to Cient A since
Cient A previously sent an outgoing packet (Packet 4) with
the sane four tuple. At this point, comrunication in one
direction is now possible (A to B, but not vice versa).

7. Cdient Athen sends a direct bubble (Packet 11) to Cient B when
it receives Packet 10. This tine, the bubble nmakes it through to
B because it previously sent an outgoing packet (Packet 10) with
the sane four tuple. At this point, communication is now
possible in the other direction (B to A).

6.5. Hairpinning Extension

The follow ng protocol exanple illustrates the use of the Hairpinning
Ext ensi on.

In Figure 3 (Section 3.5), Teredo Client A (A) and Teredo Client B
(B) are positioned behind different imediate NATs in a two-layer NAT
topol ogy; that is, the outernost NAT (NAT E) is conmon to both A and
B but the immedi ate NATs that they are connected to are different (A
is connected to NAT F while B is connected to NAT G. Further assune
that the inmedi ate NATs that A and B are connected to are UPnP-
enabl ed (NAT F and NAT G are UPnP-enabled). W assunme that NAT E
does not support hairpinning; that is, the NAT does not relay packets
originating fromthe private address space and destined for the
public address of the NAT, back to the private address of the NAT.

Before starting the qualification procedure, both A and B use UPnP to
reserve port mappings on their respective NATs. They observe that
the UPnP operation succeeds and both clients obtain valid UPnP Mapped
Address/ Port val ues.

Next, both client A and client B inplement the qualification
procedure where they deternine their mapped address/port val ues, as
specified in Section 5.2.1 of [RFC4380].

A and B both conpare their UPnP Mapped Address/Port values with the
mapped address/port val ues obtai ned through the qualification
procedure. Because both A and B are part of a two-layer NAT

topol ogy, these values will be different. Hence, both A and B
continue to hold on to their UPnP Mapped Address/Port.
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The foll owi ng packet exchange shows client A establishing
communi cation with client B

Ter edo Ter edo Cient A's
Cient NAT Client NAT NAT Ter edo
A F B G E Server
| | | | | |
| | Direct Bubble to B | |
ST T L |
| Indirect Bubble to B via B s Teredo Server
A I e e
| | | S
| | | | | |
| | | Direct Bubble to A |
3 | | [ ---mmmmmm e >| |
| | | | | |
| | | Direct | | |
| | | Bubbl e to A | |
4| | |---------- >| | |
| | | | | |
| | | Direct | | |
| | | Bubbl e to Al | |
5 | | [---------- > | |
| <mmmmmmmm e | | |
| | | | |
| | | I ndirect Bubble to A
| |
|
|
|
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Hai r pi nni ng- Based Packet Exchange

January 2011

Client B's
Ter edo
Server

A sends a direct bubble (Packet 1) to the mapped address/ port

enbedded in B

s Teredo | Pv6 address.

The af orenentioned direct bubble is dropped by NAT E, because it
does not support Hair pi nning.

A sends out an indirect bubble (Packet 2) destined to Bvia B's

Teredo Server.

Address Trail er that

In this indirect bubble, A includes

i ncl udes both the | ocal address

the UPnP mapped address/port.
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The af orenentioned indirect bubble is received by B. After
parsing the Alternate Address Trailer, B has a total of three
addresses to conmunicate with: two fromthe Al ternate Address
Trailer and one fromthe mapped address/port enmbedded in A's
Teredo | Pv6 address. B then responds with the follow ng
packets. The first packet sent by B is a direct bubble (Packet
3) destined to the mapped address/port enbedded in A's Teredo

| Pv6 address.

The af orenmentioned direct bubble will be dropped by the NAT E
because it does not support Hairpinning.

Because the | ocal address/port was the first mapping in the
Alternate Address Trailer, the second direct bubble (Packet 4)
sent by Bis destined to the |ocal address/port.

The af orenmentioned direct bubble is dropped because A and B are
posi tioned behind different NATs and hence have their own
private address space. A's |local address is not reachable from
B

The next direct bubble (Packet 5) is sent by B destined to A's
UPnP mapped address/port, which is the second mapping in the
Alternate Address Trailer sent by A

The af orenentioned direct bubble is received by A because A's
UPnP- mapped address is reachable fromB. A stores the source
address from which the direct bubble was received in the mapped
address/port fields of the Peer Entry, as defined in Section 5.2
of [RFC4380]. Also, the napped address status field (as
specified in Section 5.2.3 of [RFC4380]) is changed to
"trusted". At this point, comunication in one direction (Ato
B) is now possible, but not vice versa because B has not yet

mar ked A as trusted.

B al so sends an indirect bubble (Packet 6) to A via A s Teredo
server. As part of the indirect bubble, B also includes an
Alternate Address Trailer, which contains the | ocal address/port
and the UPnP mapped address/port of B

The aforenentioned indirect bubble is received by A After
parsing the Alternate Address Trailer, A adds the two addresses
in the Alternate Address Trailer to the Alternate Address List
in the Peer Entry. Because the peer’s napping is "trusted"
(point 9), Aresponds with only one direct bubble (Packet 7)
that is sent to the nmapped address/port stored in the Peer
Entry.
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12. The aforenentioned direct bubble is received by B. B records
t he mapped address/port from which the direct bubble was
received in the mapped address/port field in its Peer Entry, and

changes the status of the mapped address to "trusted". At this
poi nt, comuni cation is now possible in the other direction (B
to A).

6.6. Server Load Reduction Extension

The follow ng protocol exanple illustrates the use of the Server Load
Reducti on Extensi on.

Assume that Teredo Client A (A) has established communi cation with
Teredo Client B (B). Also, assune that at sone | ater point when no
dat a packets have been exchanged between both clients for nore than
30 seconds, the conmunication needs to be re-established because A
wants to send a data packet to B.

The foll owi ng packet exchange hel ps A re-establish conmunication with
B.

Ter edo Cient A's Client B's Ter edo
Client Ter edo Ter edo Client
A NAT Server Server NAT B

| | | | | |
| | | Direct Bubble to B | |

Server Load Reduction Packet Exchange

1. A sends a direct bubble (Packet 1) with the Nei ghbor Discovery
Option Trailer, with the DiscoveryType field set to
Ter edoDi scoverySolicitation.

2. If the mapping on either of the NATs has not expired, the direct
bubble is received by B. B parses the Nei ghbor Di scovery Option
and because the Di scoveryType was set to
Ter edoDi scoverySolicitation, B responds with a direct bubble
(Packet 2). B's direct bubble also contains the Nei ghbor
Di scovery Option and the DiscoveryType is set to
Ter edoDi scoveryAdverti senent.
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3. The aforenentioned direct bubble is received by A and at this
poi nt, communi cati on between the Teredo clients is re-
establ i shed.

7. Security Considerations

Security considerations are the sane as those specified in Section 7
of [ RFC4380].

In addition, the Hairpinning Extension introduces the possibility of
an anplification attack if a malicious user could advertise a |large
nunber of port nappings in the Alternate Address Trailer, resulting
in a large nunber of direct bubbles sent in response. Because of
this, Section 4.3 explicitly limts the nunber of addresses that a
Teredo client will accept.

Because the nonce in the Nonce Trailer is used (as specified in
Section 5.2.4.4) to prevent spoofing of bubbles that would result in
directing traffic to the wong place, it is inportant that the nonce
be random so that attackers cannot predict its value. See [RFC4086]
for further discussion of randomess requirenments.
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9. | ANA Consi derations

| ANA has created a new trailer Type registry. Requests for new
trailer Type values are nade through Specification Required

[ RFC5226]. Initial values are listed bel ow

Trailer Type Usage Ref er ence
0x01 Nonce Trail er RFC 6081
0x02 Random Port Trail er RFC 6081
0x03 Alternate Address Trailer RFC 6081
0x04 Nei ghbor Di scovery Option Trailer RFC 6081

10. References
10.1. Nornmtive References
[ RFC1918] Rekhter, Y., Mskowitz, R, Karrenberg, D., Goot, G,

and E. Lear, "Address Allocation for Private |Internets”
BCP 5, RFC 1918, February 1996.

Thal er St andards Track [ Page 58]



RFC 6081 Teredo Extensions January 2011

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

[ RFC2460] Deering, S. and R Hinden, "Internet Protocol, Version 6
(1 Pv6) Specification", RFC 2460, Decenber 1998.

[ RFC4380] Huitema, C., "Teredo: Tunneling |IPv6 over UDP through
Net wor k Address Transl ati ons (NATs)", RFC 4380,
February 2006.

[ RFC4861] Narten, T., Nordmark, E., Sinmpson, W, and H Soliman,
"Nei ghbor Discovery for IP version 6 (I1Pv6)", RFC 4861,
Sept enber 2007.

[ RFC5226] Narten, T. and H Al vestrand, "Cuidelines for Witing an
| ANA Considerations Section in RFCs", BCP 26, RFC 5226,
May 2008.

[ UPNPWANI P]  UPnP Forum "WANI PConnection: 1", Novenber 2001,
<htt p: // www. upnp. or g/ st andar di zeddcps/ docunent s/
UPnP_I GD_WANI PConnecti on%201. 0. pdf >.

10. 2. I nformati ve References

[ RFC4086] Eastl ake, D., Schiller, J., and S. Crocker, "Randonmmess
Requi rements for Security", BCP 106, RFC 4086,
June 2005.

[ RFC4443] Conta, A, Deering, S., and M Qupta, "lInternet Control
Message Protocol (ICwPv6) for the Internet Protocol
Version 6 (I Pv6) Specification", RFC 4443, March 2006.

[ RFCAT78T7] Audet, F. and C. Jennings, "Network Address Translation
(NAT) Behavi oral Requirenments for Unicast UDP', BCP 127,
RFC 4787, January 2007.

Aut hor’ s Addr ess

Dave Thal er

M crosoft Corporation
One M crosoft Way
Rednond, WA 98052
USA

Phone: +1 425 703 8835
EMai | : dthal er @n crosoft.com

Thal er St andards Track [ Page 59]



