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1. Introduction

This docunent is an inplenmentation report for the ForCES protocol
nmodel , and the SCTP TM.L docunents, and includes an interoperability
report.

It follows the outline suggested by [ RFC5657].

For CES defines an architectural framework and associated protocols to
standardi ze i nformati on exchange between the control plane and the
forwardi ng plane in a ForCES network el enent (ForCES NE). [RFC3654]
has defined the ForCES requirenents, and [ RFC3746] has defined the
For CES framewor k

1.1. For CES Protoco

The For CES protocol works in a nmaster-slave node in which forwarding
el ements (FEs) are slaves and control elenents (CEs) are nmasters.
The protocol includes commands for transport of Logical Functiona

Bl ock (LFB) configuration information, association setup, status,
event notifications, etc. The reader is encouraged to read the

For CES Protocol Specification [RFC5810] for further information

1.2. For CES Model

The For CES Mbdel [RFC5812] presents a fornmal way to define FE Logica
Functional Bl ocks (LFBs) using XM.. LFB configuration conponents,
capabilities, and associ ated events are defined when the LFB is
formally created. The LFBs within the FE are accordingly controlled
in a standardi zed way by the For CES prot ocol

1.3. Transport Mapping Layer

The TML transports the protocol |ayer (PL) nessages [ RFC5810]. The
TML is where the issues of how to achieve transport-1|eve
reliability, congestion control, nulticast, ordering, etc. are

handl ed. All ForCES protocol |ayer inplenentations MJST be portable
across all TM.s. Although nore than one TM. may be standardi zed for
the For CES protocol, all inplementations MJST inplenment SCTP TM.

[ RFC5811] .

2. Terninol ogy and Conventions
2.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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2.2. Definitions

This docunent follows the term nol ogy defined by the ForCES
requirenents in [ RFC3654] and by the ForCES framework in [ RFC3746].
The definitions are repeated below for clarity.

Control Element (CE) - Alogical entity that inplenents the ForCES
protocol and uses it to instruct one or nmore FES on how to process
packets. CEs handle functionality such as the execution of

control and signaling protocols.

Forwardi ng Elenment (FE) - A logical entity that inplenments the
For CES protocol. FEs use the underlying hardware to provide

per - packet processing and handling as directed/controlled by one
or nmore CEs via the ForCES protocol

LFB (Logical Functional Block) - The basic building block that is
operated on by the ForCES protocol. The LFB is a well defined,

| ogi cally separable functional block that resides in an FE and is
controlled by the CE via the ForCES protocol. The LFB nmay reside
at the FE' s datapath and process packets or may be purely an FE
control or configuration entity that is operated on by the CE
Note that the LFB is a functionally accurate abstraction of the
FE' s processing capabilities, but not a hardware-accurate
representation of the FE i nplenentation

LFB O ass and LFB Instance - LFBs are categorized by LFB O asses
An LFB I nstance represents an LFB O ass (or Type) existence.

There may be multiple instances of the same LFB Class (or Type) in
an FE. An LFB Class is represented by an LFB Class ID, and an LFB
Instance is represented by an LFB Instance ID. As a result, an
LFB O ass I D associated with an LFB Instance I D uniquely specifies
an LFB exi st ence.

LFB Metadata - Metadata is used to conmuni cate per-packet state
fromone LFB to another, but is not sent across the network. The
FE nodel defines how such netadata is identified, produced, and
consumed by the LFBs. It defines the functionality but not how
nmetadata is encoded within an inplenentation

LFB Components - Operational paraneters of the LFBs that nust be
visible to the CEs are conceptualized in the FE nodel as the LFB
conmponents. The LFB conponents include, for exanple, flags,

si ngl e-paraneter argunments, conplex argunents, and tables that the
CE can read and/or wite via the ForCES protocol (see bel ow).
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3.

For CES Protocol - Wiile there may be nultiple protocols used
within the overall ForCES architecture, the term "ForCES protocol"
and "protocol"” refer to the "Fp" reference points in the ForCES
framework in [RFC3746]. This protocol does not apply to CE-to-CE
communi cati on, FE-to-FE comunication, or to comunicati on between
FE and CE managers. Basically, the ForCES protocol works in a
nmast er-sl ave node in which FEs are slaves and CEs are nasters.

For CES Protocol Transport Mapping Layer (ForCES TM.) - A layer in
For CES protocol architecture that uses the capabilities of

exi sting transport protocols to specifically address protoco
nmessage transportation issues, such as how the protocol nessages
are napped to different transport nedia (like TCP, IP, ATM

Et hernet, etc.), and how to achieve and inplenent reliability,

mul ticast, ordering, etc. The ForCES TM. specifications are
detailed in separate For CES docunents, one for each TML

Sunmary

Three i ndependent inplenmentations, NIT Japan, the University of
Patras, and Zhejiang Gongshang University, were surveyed and found to
already inplenment all the major features. Al inplenmentors nentioned
they will be inplenmenting all mssing features in the future

An interop test was conducted in July 2009 for all three

i mpl enentati ons. Two ot her organi zations, Mjatatu Networks and
Hangzhou Baud | nformati on and Networks Technol ogy Corporation, which
i ndependently extended two different well known public domain

prot ocol analyzers, Ethereal/Wreshark and tcpdunp, also participated
inthe interop for a total of five independent organizations

i mpl enenting. The two protocol analyzers were used to verify the
validity of ForCES protocol nessages (and in some cases senantics).

There were no notable difficulties in the interoperability test, and
al rost all issues were code bugs that were dealt with nostly on site;
tests repeated successfully, as stated in Section 6.2.3.

Met hodol ogy

This report describes an inplenmentation experience survey as well as
the results of the interoperability test.

The survey information was gathered after inplenmentors answered a
brief questionnaire regarding all ForCES Protocol, Mdel, and SCTP
TM. features. The results can be seen in Section 6.1.
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The interoperability results were part of the interoperability test.
Ext ended Ethereal and extended tcpdunp were used to verify the
results. The results can be seen in Section 6. 2.

5. Exceptions

The core features of the ForCES Protocol, Mdel, and SCTP TML were
i mpl enented and assessed in an interop test in July 2009. The
intention of the interop testing was to validate that all the main
features of the three core docunments were interoperabl e anongst
different inplementations. The tested features can be seen in
Section 6.2. 2.

Di fferent organi zati ons surveyed have inplenented certain features
but not others. This approach is driven by the presence of different
LFBs that the different organizations currently inplement. All
organi zati ons surveyed have indicated their intention to inplenent
all outstanding features in due tinme. The inplenented features can
be seen in Section 6. 1.

The mandated TM. security requirement, |P security (IPsec), was not
validated during the interop and is not discussed in this docunent.
Since IPsec is well known and wi dely depl oyed, not testing in the
presence of |Psec does not invalidate the tests done. Note that
Section 6.1.3.3 indicates that none of the inplenentations reporting
i ncl uded support for |Psec, but all indicated their intention to

i mplement it.

Al t hough the SCTP priority ports have changed since the
interoperability test with the version of the SCTP TM. draft
avail able prior to the publication of RFC 5811, the change has no
i mpact on the validity of the interoperability test.

6. Detail Section

6.1. Inplenentation Experience

Three different organizations have inplenmented the ForCES Protocol
Model , and SCTP TML and answered a questionnaire. These are:

o NIT Japan
o University of Patras

0 Zhejiang Gongshang University

Hal eplidis, et al. I nf or mat i onal [ Page 7]
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Ext ensi ons to protocol anal yzers capabl e of understandi ng For CES
protocol nmessages are considered part of an inplenentation, since
t hese anal yzers can now understand and val i date For CES protoco
nmessage that have been exchanged. Two such extensions have been
creat ed:

0 Extension to Ethereal/Wreshark [ethereal].

0 Extension to tcpdunmp [tcpdunp].

Al'l inplenmentors were asked about the ForCES features they have
i npl emented. For every itemlisted, the respondents indicated

whet her they had inplenented, will inplenent, or won't inplenment at
all.

Hal eplidis, et al. I nf or mat i onal [ Page 8]



RFC 6053 | mpl enent ati on Report for ForCES
6.1.1. ForCES Protocol Features
6.1.1.1. Protocol Messages
Fom e e e e e o B S S
| Protocol Message | NIT Japan | University of
| | | Pat r as
| | |
T N . .
| Associ ati on | I'nplemented | | nplenmented
| Set up |
| | |
| Associ ati on | I'nplemented | |nplenented
| Setup Response | |
| | |
| Associ ati on | I'nplemented | | nplenmented
| Tear down |
| | |
| Config | I'nplemented | |nplenented
| | |
| Config Response | Inplemented | |nplenented
| | |
| Query | I'nplemented | |nplenmented
| | |
| Query Response | Inplenented | |nplenented
| | |
| Event | Inplemented | Wil
| Notification | | | mpl enent
| | |
| Packet Redirect | Inplenmented | Wil
| | | | npl enent
| | |
| Hear t beat | I'nplemented | | nplenmented
e Fom e e e e e o oo Fom e e e e e oo oo
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6.1.1.2. MainHeader Handling

T . T T +
| Header Field | NIT Japan | University of | Zhej i ang |
| | | Patr as | Gongshang |
| | | | Uni versity |
. N e e +
Correl ator | mpl enent ed | | mpl enent ed | mpl enent ed

ACK | ndi cat or | mpl enent ed | mpl enent ed | mpl enent ed

| | | |
| | | |
| | | | |
A : : :
| Priority Flag | Wil | | mpl enented | | npl enent ed |
| | Inplenment | | |
| | | | |
| Execution Mde | Wil I | WIl Inplenment | | mpl enent ed |
| Fl ag | Inplement | | |
| | | | |
| At omi ¢ | Wl | WIIl Inplenment | | mpl enent ed |
| Transacti on | Inplenment | | |
T | | |
| Transacti on | Wi | WIIl Inplenment | | mpl enent ed |
| Phase Fl ag | Inplenent | | |
oo T o e e oo +

Mai nHeader Handl i ng
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6.1.1.3. TLV Handling
o e oo B S o e oo +
| TLV | NTT Japan | University of | Zhej i ang |
| | | Patr as | Gongshang |
| | | | Uni versity |
oo T R oo +
| REDI RECT-TLV | Inplemented | Wil | | npl enent ed |
| | |  Inplenment | |
| | | | |
| ASResult-TLV | Inplenented | Inplenented | | mpl enent ed |
| | | | |
| ASTReason-TLV | Inplenented | |Inplenented | | mpl enent ed |
| | | | |
| LFBSel ect-TLV | Inplenmented | Inplenented | | mpl enent ed |
| | | | |
| OPER- TLV | I'nplemented | Inplenmented | | mpl enent ed |
| | | | |
| PATH DATA-TLV | Inplenented | Inplenented | | mpl enent ed |
| | | | |
| KEYI NFO- TLV | W I | W I | | npl enrent ed |
| | Inplement | | mpl enent | |
| | | | |
| FULLDATA-TLV | Inplenmented | Inplenented | | mpl enent ed |
| | | | |
| SPARSEDATA- TLV | Wil | Wil | | npl enent ed |
| | Inplenment | | npl enent | |
| | | | |
| I LV | W | | W | | | npl enmrent ed |
| | Inplenent | | npl enent | |
| | | | |
| METADATA-TLV | Wil | Wil | | npl enent ed |
| | Inplenment | | npl enent | |
| | | | |
| RESULT- TLV | I'nplemented | Inplenmented | | mpl enent ed |
| | | | |
| REDI RECTDATA-TLV | I nplenented | Wl | | mpl enent ed |
| | | Inplement | |
o e oo B S o e oo +

TLVs Supported
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6.1.1.5. ForCES Protocol Advanced Features

oo oo oo e e +
| Feat ure | NIT Japan | University of | Zhejiang Gongshang

| | | Patr as | Uni versity |
S S S o e e e e e e e oo o +
| Execute Mode | Wil | WII [Inplenent | | npl enent ed

| | Inplenment | | |
| | | | |
| Transaction | Wl | WIl Inplenment | | mpl enent ed

| | Inplenment | | |
| | | | |
| Bat chi ng | Wl | | mpl enented | | mpl enent ed

| | Inplenment | | |
| | | | |
| Command | Wil I | WIl Inplenment | W11l | nplenment |
| Pipelining | Inplenment | | |
| | | | |
| Heartbeats | Inplenmented | | mpl enented | | npl enent ed
oo oo oo oo +

For CES Prot ocol Advanced Feat ures
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6.1.2. ForCES Mbdel Features
6.1.2.1. Basic Atom c Types Supported
o e e oo o m e oo o e e e e oo +
| Atomic Type | NIT Japan | University of
| | | Patr as |
e e e e e e e e e e e o Fommm e e e e e o e e e e e e e e o +
| char | Inmplemented | | nplenmented
I uchar I | mpl enent ed I | mpl enent ed
I intl1l6 I | mpl enent ed I | mpl enent ed I
I uint16 I | mpl enent ed I | mpl enent ed I
I i nt 32 I | mpl enent ed I | mpl enent ed I
I ui nt 32 I | mpl enent ed I | mpl enent ed I
I i nt 64 I | mpl enent ed I | mpl enent ed I
I ui nt 64 I | mpl enent ed I | mpl enent ed I
I bool ean I | mpl enent ed I | mpl enent ed
I string[ N I | mpl enent ed I | mpl enent ed
I string I | mpl enent ed I | mpl enent ed
I byt e[ N| I | mpl enent ed I | mpl enent ed I
I octetstring[ N I | mpl enent ed I | mpl enent ed
I fl oat 32 I | mpl enent ed I | mpl enent ed
I fl oat 64 I | mpl enent ed I | mpl enent ed
e e e e e e e e e e e o Fommm e e e e e o e e e e e e e e o +
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I . T T +
| Conpound | NIT Japan | University of | Zhejiang Gongshang

| Type | | Patr as | Uni versity |
B S S S e e e e a - +
| structs | Inplenented | | mpl enent ed | | mpl enent ed

| | | |
| arrays | Inplemented | | mpl enent ed | | npl enent ed

Fomm e e e o - Fom e e e e e o oo B o e e e e e e oo +

Conmpound Types Supported
6.1.2.3. LFBs Supported

6.1.2.3.1. FE Protocol LFB

Fom e e e oo oo S S S +

| Pr ot ocol | NTT Japan | University of | Zhej i ang

| Dat at ypes | | Patr as | Gongshang

| | | | Uni versity

e Fom e e e e e o oo e B +
CEHBPol i cy | mpl enent ed | mpl enent ed | mpl enent ed
FEHBPol i cy | mpl enent ed | mpl enent ed | mpl enent ed

CEFai | over Pol i cy | mpl enent ed | mpl enent ed

| | | | |
| | | | |
| | | | |
| o | | |
| FERestartPolicy | Inplenented | | mpl enented | | mpl enent ed |
| | | | |
| | | | | mpl enent ed
| | | | |
| | | | |

FEHACapab | mpl enent ed | mpl enent ed W11l | nplenent

FE Protocol LFB Datatypes
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e memeeiaieaiiiaaeaaas . . . +
| Protocol Conmponents | NIT Japan | University | Zhej i ang
| | | of Patras | Gongshang
| | | | Uni versity
o e e e e e e B S B S S +
| CurrentRunni ngVersion | Inplemented | Inplemented | | nplenented
| | | |
| FEI D | I'nplemented | Inplenented | | nplenmented
| | | | |
| Mul ti cast FEI Ds | I'nplemented | Inplenented | | nplenmented
| | | | |
| CEHBPol i cy | I'mplemented | Inplemented | |nplenented
| | | | |
| CEHDI | I'nplemented | Inplenented | | nplenented
| | | | |
| FEHBPol i cy | I'nplemented | Inplenented | | nplenmented
| | | | |
| FEH | I'mplemented | Inplemented | | nplenented
| | | | |
| CEID | I'nplemented | Inplenented | Inplenented |
| | | | |
| BackupCEs | I'nplenmented | Wl | Wl
| | | Inplement | | mpl enent
| | | | |
| CEFai | over Pol i cy | I'nplemented | Inplenented | | nplenented
| | | | |
| CEFTI | I'nplemented | Inplenented | | nplenmented
| | | | |
| FERest art Pol i cy | I'nplemented | Inplenented | Wl |
| | | |  Inplerment |
| | | | |
| Last CEI D | Inmplemented | | nplenented | Wil |
| | | | Inplenment |
o e e e e e e e e oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e oo oo +

FE Protocol LFB Conponents
e memeeeeeeaeeaaas I I dommemeeeaaaaaa +
| Capabilities | NTT Japan | University | Zhej i ang
| | | of Patras | Gongshang
| | | | Uni versity
i S S S +
| Supportabl eVersions | Inplenented | |nplenented | | mpl enent ed
| | | |
| HACapabilities | I'nplemented | Inplenented | WII | nplenment |
o e e e e e e e ea oo Fom e e e e e o oo Fom e e e e e o oo B +
Capabi lities Supported
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| Uni versity

| mpl enent

Zhej i ang
Gongshang
Uni versity

| mpl enent ed
| npl enent ed
| mpl enent ed
| mpl enent ed
| npl enent ed
| mpl enent ed

| mpl enent ed

RFC 6053 | mpl enent ati on Report for ForCES
. . e O
| Event s | NTT Japan | University of
| | | Pat r as
Fom e e e e e oo oo Fomm e e e o - e o e e e e e e e ea oo
| PrimaryCEDown | Wi | WIIl Inplenment | W I
| | I'nplenent |
. . e S

Events Supported
6.1.2.3.2. FE Object LFB

e e mmeeiieasceiaieaaeaaa . .
| bj ect Dat at ypes | NTT Japan | University
| | | of Patras

| | |
T B S B S
| LFBAdj acencyLimntType | I'nmplemented | | nplenented
| | |

| Port GroupLi nit Type | I'nplemented | |nplenented
| | |

| Support edLFBType | I'nplemented | |npl enented
| | |

| FESt at eVal ues | I'nmplemented | | nplenented
| | |

| FEConfi guredNei ghbor Type | Inplenmented | | nplenented
| | |

| LFBSel ect or Type | I'nplemented | |nplenented
| | |

| LFBLi nkType | I'nmplemented | | nplenented
e e e

FE Obj ect LFB Dat atypes
Hal eplidis, et al. I nf or mati ona
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oo - O oo +
| bj ect | NTT Japan | University of | Zhejiang Gongshang
| Conponents | | Patr as | Uni versity
S Fom e e e e e o oo e o e e e e e e e ea oo +

LFBTopol ogy

LFBSel ectors

| mpl enent ed

| mpl enent ed

| mpl enent ed

| mpl enent ed

| mpl enent ed

| mpl enent ed

| | | |

| | | |

| | | | |

| | | | |

| FENare | I'nplenmented | | mpl enented | | mpl enent ed |

| | | | |

| FEI D | I'nplenmented | | mpl enented | | mpl enent ed

| | | | |

| FEVendor | I'nplenented | | mpl enented | | mpl enent ed

| | | | |

| FENbdel | I'nplenmented | | mpl enented | | mpl enent ed

| | | | |

| FESt at e | I'nplenmented | | mpl enented | | mpl enent ed |

| | | | |

| FENei ghbors | Inplenented | | mpl enented | | mpl enent ed

oo S o e oo Fom e e e ek +
FE Obj ect LFB Conponents

o e e e e e e oo S S S +

| Capabilities | NTT Japan | University | Zhej i ang

| | | of Patras | Gongshang

| | | | Uni versity

o e e e e e e e e oo Fom e e e e e o oo Fom e e e e e o oo Fom e e e e e oo oo +

| Modifiabl eLFBTopol ogy | Inplenented | Inplemented | | npl enented
|

| |
| Support edLFBs | I'nplemented | Inplenented | | nplenented

Capabilities Supported
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6.1.3. For CES SCTP TM. Features

6.1.3.1. TM Priority Ports

S B S S e e e a - +
| Por t | NTT Japan | University of | Zhejiang Gongshang |
| | | Patr as | Uni versity |
S N . . N +
| High priority | Inplenented | |Inplenented | | npl enent ed |
e : : :
| Medi um | Implemented | Inplenmented | | mpl enent ed |
| priority | | | |
IR : : :
| Lowpriority | Inplenented | |Inplenented | | mpl enent ed |
| (6702) | | | |
S S S o e e e e e e e oo o +

Priority Ports

6.1.3.2. Message Handling at Specific Priorities

S S S S +
| ForCES Message | NIT Japan | University of | Zhej i ang |
| | | Patr as | Gongshang |
| | | | Uni versity |
B S B TS T B S +
Associ ati on | mpl enent ed | mpl enent ed | mpl enent ed

Set up

Associ ati on
Set up Response

| mpl enent ed | mpl enent ed | mpl enent ed

| |
| |
| |
| |
| |
| |
| Associ ati on | I'npl emrent ed | mpl enent ed | mpl enent ed
| Tear down |
| |
| |
| |
| |
| |
| |
| |
| |

Config | npl enent ed | npl enent ed | npl enent ed

Confi g Response | mpl enent ed | mpl enent ed | mpl enent ed

Query | mpl enent ed | mpl enent ed | mpl enent ed

| mpl enent ed | mpl enent ed | mpl enent ed

Message Handling at High-Priority (6700) Port
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oo - O oo +
| For CES | NTT Japan | University of | Zhejiang Gongshang

| Message | | Patr as | Uni versity |
Fom e e e e e oo oo Fom e e e e e o oo e o m e e e e e oo +
| Event | I'nplenmented | | mpl enented | | mpl enent ed |
| Notification | | | |
e S e oo +

B S B S S e e e e e e e e o +
| ForCES | NIT Japan | University of | Zhejiang Gongshang

| Message | | Patr as | Uni versity
S S e e e oo Fom e e e ek +
| Packet | I'nplenmented | | mpl enent ed | | mpl enent ed

| Redi rect | | | |
| | | | |
| Heartbeat | Inplenented | | mpl enent ed | | mpl enent ed
T T oo T +

Message Handling at Low Priority (6702) Port

6.1.3.3. TM Security Feature

ook R oo T +
| Security | NTT Japan | University of | Zhejiang Gongshang

| Feature | | Pat r as | Uni versity
S Fomm e e e o - B o e e e e e e e ea oo +
| | Psec | Wi | WII Inplenent | W11l | nplenment |
| | I'nplenent | | |
ook R oo T +

Security Feature Support
6.2. Interoperability Report

The interoperability test took place at the University of Patras, in
t he Departnent of Electrical and Conputer Engineering.

There were two options for participation in the interoperability
test.

1. Locally, on the University of Patras prenises.

2. Renotely, via Internet.
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| mpl enentations from NTT and the University of Patras were present
locally on the University of Patras prenises in GGeece, while the

i mpl erent ation from Zheji ang Gongshang University, which was behind a
NAT, connected renotely from China.

The interoperability test validated the basic functionality of the
For CES protocol, nmainly nessage exchangi ng and handl i ng.

The foll owi ng scenarios were tested.
6.2.1. Scenarios

The main goal of the interoperability test was to validate the basic
protocol functionality; the test paranmeters were |imted.

1. In the Association Setup nmessage, all report nessages were
i gnor ed.

2. In the Association Setup stage, the FEO QperEnable Event (FE to
CE), Config FEO Adminup (CE to FE), and FEO Config-Resp (FE to
CE) nessages were ignored. The CEs assunmed that the FEs were
enabl ed once the LFB sel ectors had been queri ed.

3. Only FULLDATA-TLVs were used and not SPARSEDATA- TLVs.

4. There were no transaction operations.

5. Each nessage had only one LFBSel ect-TLV, one OPER-TLV, and one
PATH- DATA- TLV per nessage when these were used.

6.2.1.1. Scenario 1 - Pre-Association Setup
Whil e the pre-association setup is not in the ForCES current scope,
it is an essential step before CEs and FEs comunicate. As the first
part in a successful CE-FE connection, the participating CEs and FEs
had to be configurable.

In the pre-association phase, the follow ng configuration itenms were
set up regarding the CEs:

o The CE ID.
o The FE IDs that were connected to this CE
o The | P addresses of the FEs that connected to the CE

o The TML priority ports.
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In the pre-association phase, the followi ng configuration itens were
set up regarding the FEs:

o The FE ID.

o The CEID to which this FE was connecti ng.

0 The IP address of the CE to which this FE was connecti ng.
o The TML priority ports.

6.2.1.2. Scenario 2 - TM. Priority Channels Connection
For the interoperability test, the SCTP was used as TM.. The TML
connection with the associating el enent was needed for Scenario 2 to

be successf ul

SCTP TML [ RFC5811] defines three priority channels, with specific
ports:

o High priority - Port nunber: 6704
o Mediumpriority - Port nunber: 6705
0 Lower priority - Port nunber: 6706

However, at the tine of the interoperability test, the SCTP ports of
the three priority channels were the foll ow ng:

o High priority - Port nunber: 6700
o Mdiumpriority - Port nunber: 6701
0 Lower priority - Port nunber: 6702

As specified in Section 5, "Exceptions", this does not invalidate the
results of the interoperability test.

6.2.1.3. Scenario 3 - Association Setup - Association Conplete

Once the pre-association phase in the previous two scenari os had
conpl eted, CEs and FEs would be ready to conmuni cate using the ForCES
protocol and enter the Association Setup stage. 1In this stage, the
FEs would attenpt to join the NE. The foll owi ng ForCES protoco
nmessages woul d be exchanged for each CE-FE pair in the specified
order:
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0 Association Setup nessage (fromFE to CE)

0 Association Setup Response nessage (from CE to FE)

0 Query nessage: FEO LFB selectors (from CE to FE)

0 Query Response: FEO LFB sel ectors response (fromFE to CE)
6.2.1.4. Scenario 4 - CE Query

Once the Association Setup stage had conpl eted, the FEs and CEs woul d
enter the Established stage. In this stage, the FE will be
continuously updated or queried. The CE should query the FE for a
specific value fromthe FE Object LFB and fromthe FE Protocol LFB

An exanple fromthe FE Protocol LFB is the FE Heartbeat Interva
(FEH'), and an exanple fromthe FE Cbject LFB is the state of the LFB
(FESt at e) .

The foll owi ng ForCES protocol nessages were exchanged:
0 Query nessage
0 Query Response nessage

6.2.1.5. Scenario 5 - Heartbeat Mnitoring

The Heartbeat (HB) nessage is used for one ForCES el enent (FE or CE)
to asynchronously notify one or nore other ForCES elenents in the
same ForCES NE of its liveness. The default configuration of the
Heartbeat Policy of the FE is set to 0, which neans that the FE
shoul d not generate any Heartbeat nessages. The CE is responsible
for checking FE liveness by setting the PL header ACK flag of the
nmessage it sends to AlwaysACK. I n this scenario, the CEwill send a
Heart beat nessage with the ACK flag set to Al waysACK, and the FE
shoul d respond.

The follow ng type of ForCES protocol nessage was exchanged:
0 Heartbeat nessage
6.2.1.6. Scenario 6 - Sinple Config Command
A Config nmessage is sent by the CEto the FE to configure LFB
conponents in the FE. A sinple Config comand, easily visible and

net ered, would be to change the Heartbeat configuration. This was
done in two steps:
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1. Change the FE Heartbeat Policy (FEHBPolicy) to value 1, to force
the FE to send heartbeats.

2. After sone heartbeats fromthe FE, the FE Heartbeat |nterva
(FEH ) was changed

The foll owi ng ForCES protocol nessages were exchanged:
o Config nmessage
o Config Response nessage

6.2.1.7. Scenario 7 - Association Teardown

In the end, the association nust be ternm nated. There were three
scenari os by which the association was termnnated:

1. Nornmal teardown, by exchangi ng an Associ ati on Teardown nessage.

2. Irregular teardown, by stopping heartbeats froman FE or a CE
3. Irregular teardown, by externally shutting down/rebooting an FE
or a CE

Al'l scenarios were investigated in the interoperability test.
The followi ng type of ForCES protocol message was exchanged:

0 Association Teardown nessage
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6.2.2. Tested Features
The features that were tested are:
6.2.2.1. For CES Protocol Features

6.2.2.1.1. Protocol Messages

| Prot ocol Message |
Associ ation Setup
Associ ation Setup Response
Associ ati on Tear down
Config
Confi g Response
Query
Query Response

Hear t beat
For CES Protocol Messages

o PASS: Al inplenentations handled the protocol nessages, and all
protocol analyzers captured them
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6.2.2.1.2. Mi

o PASS: Al
pr ot ocol

| mpl enent ati on Report for ForCES
nHeader Handl i ng
T +
| Header Field |
e e e a - +

Mai nHeader Handl i ng

Novenber 2010

i mpl emrent ati ons handl ed these mai n header flags, and all

anal yzers captured them

6.2.2.1.3. TLV Handling

o PASS: Al

Hal eplidis, et

ASResul t - TL

ASTReason- TL

< < <

LFBSel ect - TL

|

|

|

|

I

| OPER- TLV
|

| PATH DATA- TLV
|

|  FULLDATA-TLV
|
|

RESULT- TLV

TLVs Supported

i npl enent ati ons handl ed these TLVs, and all
anal yzers captured them

al . I nf or mat i onal
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6.2.2.1.4. Operation Types Supported

SET- RESPONSE

| |
| |
| |
| |
T
| GET- RESPONSE |
| |
| |
Operation Types Supported

0o PASS: Al inplenentations handl ed these operations, and al
protocol analyzers captured them

6.2.2.1.5. For CES Prot ocol Advanced Features

B S +
| Feature |
R +
| Batching |
| Heartbeats

B S +

For CES Protocol Advanced Features

Al t hough batching was not initially intended to be tested, it was
assessed during the interoperability test.

o PASS: Two inplenentations handl ed batching, and all handl ed
heartbeats. The protocol analyzers captured both.
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6.2.2.2. ForCES Mddel Features

6.2.2.2.1. Basic Atonic Types Supported

B S +
| Atomic Type |
. +
| uchar

I ui nt 32 I
B S +

Basi ¢ Atonic Types Supported
0 PASS: Al inplenmentations handled these basic atonic types.

6.2.2.2.2. Conpound Types Supported

. +
| Compound Type

. +
| structs |
| |
| arrays |
. +

Compound Types Supported
o0 PASS: Al inplementations handl ed these conpound types.
6.2.2.2.3. LFBs Supported

6.2.2.2.3.1. FE Protocol LFB

e e e a - +
| Protocol Datatypes

. +
| CEHBPol i cy |
I FEHBPol i cy I
e e e a - +

FE Protocol LFB Datatypes

o0 PASS: Al inplenmentations handled these FE Protocol LFB datatypes.
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| Protocol Conponents

CEHBPol i cy
CEHDI
FEHBPol i cy

FEHI

FE Protocol LFB Conponents

o0 PASS: Al inplenentations handled these FE Protocol LFB
conponent s.

6.2.2.2.3.2. FE Cbject LFB

| FESt at eVal ues

| |
| LFBSel ectorType

FE Obj ect LFB Dat atypes

o0 PASS: Al inplenmentations handled these FE Object LFB dat atypes.

FE Obj ect LFB Conponents

0 PASS: Al inplenmentations handled these FE Object LFB conponents.
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6.2.2.3. For CES SCTP TM. Features

6.2.2.3.1. TM Priority Ports

Priority Ports
o PASS: Al inplementations opened and connected to all the SCTP
priority ports. The protocol analyzers captured all ports and
their corresponding priority.

6.2.2.3.2. Message Handling at Specific Priorities

Associ ation Setup
Associ ati on Setup Response

Associ ati on Tear down

Confi g Response
Query

Query Response

I

I

I

I

I

_ |
Config I
I

I

I

I

I

Message Handling at High-Priority (6700) Port
o0 PASS: Al inplenentations handled these nessages at this SCTP

priority port. The protocol analyzers captured these nessages at
this priority port.
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Message Handling at Low Priority (6702) Port

0 PASS: Al inplenentations handl ed these nessages at this SCTP

pr
th
6. 2. 3.
Al i
Al s
The f
1.
2.
3.
4,
5.
Hal epli d

iority port. The protocol analyzers captured these nessages at
is priority port.

Interoperability Results

npl ement ati ons were found to be interoperable with each other
cenari os were tested successfully.

ol I owi ng i ssues were found and dealt with.

Sone nmessages were sent on the wwong priority channels. There
were some anbiguities in the SCTP TM. docunent regardi ng how to
deal with such a situation. The possibilities were an FE
response on the sane (wong) channel as a CE query; an FE
response on the correctly docunented channel for the nessage; or
sinply dropping the packet. This has been corrected by
mandat i ng t he nessage-to-channel mapping to be a MIST in the
SCTP TML docunent [RFC5811] before it was published as an RFC.

At sonme point, a CE sent a Teardown nessage to the FE. The CE
expected the FE to shut down the connection, and the FE waited
for the CE to shut down the connection; both were then caught in
a deadl ock. This was a code bug and was fi xed.

Sonmetinmes, only when the CE and FE were renote to each other
(one being in China and another in Greece), the Association
Setup nessage was not received by the CE side, and therefore an
associ ati on never conpleted. This was not an inplementation

i ssue but rather a network issue. This issue was solved with
the retransm ssion of the non-delivered nessages.

An inplenentation did not take into account that the padding in
TLVs MJUST NOT be included in the length of the TLV. This was a
code bug and was fi xed.

The Execution Mdde flag was set to Reserved by a CE and was not
ignored by the FE. This was a code bug and was fi xed.
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6. After the FEHBPolicy was set to 1, the FE didn't send any
heartbeats. This was a code bug and was fi xed.

7. Some FEs sent heartbeats with the ACK flag set to a val ue ot her
than NoACK. The CE responded. This was a code bug and was
fixed.

8. Wien a cabl e was di sconnected, none of the TM inpl ementations

detected it. The association was eventually dropped due to
heartbeat detection; this test was a success, but this is an
i npl enment ati on i ssue that inplenentors should keep in m nd
This is an SCTP options issue. Nothing needed to be done.

9. A CE crashed due to unknown LFB selector values. This was a
code bug and was fi xed.

10. Wth the renmote connection from China (which was behind a NAT)
to Greece, there were a | ot of ForCES packet retransni ssions.
The problem was that packets |like heartbeats were retransmtted.
This was an inplenmentation issue regardi ng SCTP usage t hat
i mpl ementors should keep in nmind. The SCTP-PR option needed to
be used. Nothing needed to be done.

The interoperability test went so well that an additional extended
test was added to check for batching nessages. This test was al so
done successful ly.
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8. Security Considerations

No security

el ements of the protocol or the SCTP TM. [ RFC5811]

specification were tested.

The survey i

ndi cated that no security elenments were inplenented, but

all participants indicated their intention to inplenent them

For security considerations regarding the ForCES protocol and SCTP

TM., please
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