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Abstract

Thi s docunent defines the term nol ogy, problem statenent, and
requirenents for inplenmenting Internet Key Exchange (I KE) and | Psec
on clusters. It also describes gaps in existing standards and their
i npl ementation that need to be filled in order to allow peers to
interoperate with clusters fromdifferent vendors. Agreed upon
term nol ogy, problemstatenent, and requirenents will allow | ETF
wor ki ng groups to consi der devel opnent of |Psec/|KEv2 nechanisns to
sinplify cluster inplenentations.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6027
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Copyright (c) 2010 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
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the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

Tabl e of Contents

Nir

1

2.
3.

ouk

Nt rodUCE T ON .o e e 3
1.1. Conventions Used in This Docunent ............. ... 3
Term N0l OQY .. oo 3
The Problem Stat ement . ... . ... . . e 5
3. . SCOPE . 5
3.2. A Lot of Long-Lived State ......... ... . ... 6
3.3, TKE COUNt Br S oo e e e e e e e 6
3.4, Qutbound SA CoUNt BrS .. vt e e 6
3.5. Inbound SA Counters ......... .. 7
3.6. Mssing Synch MeSSages . ....... i 8
3.7. Simultaneous Use of IKE and | Psec SAs by Different

MBI S .. 8

3.7.1. Qutbound SAs Using Counter Mddes .................... 9
3.8. Different |P Addresses for IKE and IPsec .................. 10
3.9. Allocation of SPlIs . ... . .. 10
Security Considerati ONS ... ... ... 10
ACKknowW edgenmBnt S .. ... 11
Ref €r ENCES . ... 11
6.1. Normative Ref erences ..........c. i 11
6.2. Informative References .......... ... 11

I nf or mat i onal [ Page 2]



RFC 6027 | Psec d uster Probl em Statenent Cct ober 2010

1

1

I ntroduction

| KEv2, as described in [ RFC5996], and | Psec, as described in
[ RFC4301] and others, allows deployment of VPNs between different
sites as well as from VPN clients to protected networKks.

As VPNs becone increasingly inportant to the organi zati ons depl oyi ng
them there is a demand to make | Psec solutions nore scal abl e and

| ess prone to down tinme, by using nore than one physical gateway to
either share the load or back each other up, formng a "cluster" (see
Section 2). Simlar demands have been nmade in the past for other
critical pieces of an organization's infrastructure, such as DHCP and
DNS servers, Wb servers, databases, and others.

| KE and | Psec are, in particular, less friendly to clustering than
these other protocols, because they store nore state, and that state
is nmore volatile. Section 2 defines terminology for use in this
docunent and in the envisioned solution docunments.

In general, deploying IKE and I Psec in a cluster requires such a

| arge anobunt of information to be synchroni zed anong the nenbers of
the cluster that it becones inpractical. Alternatively, if |less

i nformation is synchroni zed, failover would nean a prol onged and

i ntensive recovery phase, which negates the scalability and
availability promises of using clusters. |In Section 3, we will
describe this in nore detail.

1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Ter m nol ogy

"Single Gateway" is an inplenmentation of IKE and | Psec enforcing a
certain policy, as described in [ RFC4301].

"Cluster" is a set of two or nore gateways, inplenmenting the sane
security policy, and protecting the sane domain. Custers exist to
provi de both high availability through redundancy and scal ability

t hrough | oad shari ng

"Menmber" is one gateway in a cluster.
"Availability" is a nmeasure of a systenis ability to performthe

service for which it was designed. It is nmeasured as the percentage
of tinme a service is available fromthe tine it is supposed to be
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available. Colloquially, availability is sonmetines expressed in
"nines" rather than percentage, with 3 "nines" meaning 99. 9%
availability, 4 "nines" meaning 99.99% availability, etc.

"Hi gh Availability" is a property of a system not a configuration
type. A systemis said to have high availability if its expected
down tinme is low High availability can be achieved in various ways,
one of which is clustering. Al the clusters described in this
docunment achi eve high availability. What "high" means depends on the
application, but usually is 4 to 6 "nines" (at nost 0.5-50 ninutes of
down time per year in a systemthat is supposed to be avail able all
the time.

"Fault Tol erance" is a property related to high availability, where a
system mai ntai ns service availability, even when a specified set of
fault conditions occur. 1In clusters, we expect the systemto

mai ntain service availability, when one or nore of the cluster
menbers fails.

"Conpl etely Transparent Cluster"” is a cluster where the occurrence of
a fault is never visible to the peers.

"Partially Transparent Cluster"” is a cluster where the occurrence of
a fault may be visible to the peers.

"Hot Standby Cluster", or "HS Custer"” is a cluster where only one of
the menbers is active at any one tine. This nenber is also referred
to as the "active" nenber, whereas the other(s) are referred to as
"standbys". The Virtual Router Redundancy Protocol (VRRP)

([ RFC5798]) is one nethod of building such a cluster

"Load Sharing Cduster”, or "LS Cluster" is a cluster where nore than
one of the menbers may be active at the sane tinme. The term "l oad
bal ancing" is also common, but it inplies that the load is actually
bal anced between the menbers, and this is not a requiremnent.

"Failover" is the event where one nenber takes over sone |oad from

sone other nmenmber. |In a hot standby cluster, this happens when a
standby nenber becones active due to a failure of the former active
menber, or because of an administrator conmand. 1In a |load sharing

cluster, this usually happens because of a failure of one of the
menbers, but certain | oad-bal ancing technol ogies nay all ow a
particular load (such as all the flows associated with a particul ar
child Security Association (SA)) to nove from one nenber to another
to even out the |oad, even w thout any failures.
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"Tight Cluster" is a cluster where all the nenbers share an |IP
address. This could be acconplished using configured interfaces with
speci al i zed protocols or hardware, such as VRRP, or through the use
of multicast addresses, but in any case, peers need only be
configured with one I P address in the Peer Authentication Database.

"Loose Cluster" is a cluster where each nenber has a different IP
address. Peers find the correct nenber using sone nethod such as DNS

queries or the IKEv2 redirect nechanism ([ RFC5685]). |In sone cases,
a menber’s | P address(es) may be allocated to another nenber at

fail over.

"Synch Channel" is a communications channel anmong the cluster

nmenbers, which is used to transfer state information. The synch
channel may or may not be | P based, may or nay not be encrypted, and
may work over short or long distances. The security and physica
characteristics of this channel are out of scope for this document,
but it is arequirenent that its use be mninzed for scalability.

3. The Probl em St at enent

This section starts by scoping the problem and goes on to list each
of the issues encountered while setting up a cluster of IPsec VPN

gat eways

3.1. Scope
This docunent will nake no attenpt to describe the problens in
setting up a generic cluster. It describes only problens related to

the | KE/ I Psec protocols.

The probl em of synchronizing the policy between cluster menbers is
out of scope, as this is an adninistrative issue that is not
particular to either clusters or to |IPsec.

The interesting scenario here is VPN, whether inter-donmain or renote
access. Host-to-host transport node is not expected to benefit from
this work.

We do not describe in full the problens of the comunication channe
bet ween cl uster menbers (the Synch Channel), nor do we intend to
specify anything in this space later. Specifically, m xed-vendor
clusters are out of scope.

The probl em statenment antici pates possible protocol -1evel solutions
bet ween | KE/ I Psec peers in order to inprove the availability and/or
performance of VPN clusters. One vendor’s |IPsec endpoint should be
able to work, optinmally, with another vendor’'s cluster.
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3.2. A Lot of Long-Lived State
| KE and | Psec have a lot of long-lived state:

o |IKE SAs last for mnutes, hours, or days, and carry keys and ot her
informati on. Sone gateways may carry thousands to hundreds of
t housands of | KE SAs.

0 |Psec SAs last for mnutes or hours, and carry keys, selectors,
and other information. Some gateways nmay carry hundreds of
t housands of such | Psec SAs.

0 SPD (Security Policy Database) cache entries. Wile the SPDis
unchangi ng, the SPD cache changes on the fly due to narrow ng.
Entries last at least as long as the SAD (Security Association
Dat abase) entries, but tend to | ast even | onger than that.

A naive inplenentation of a cluster would have no synchronized state,
and a failover would produce an effect simlar to that of a rebooted
gateway. [RFC5723] describes how new | KE and | Psec SAs can be
recreated in such a case

3. 3. | KE Counters

We can overcone the first problemdescribed in Section 3.2, by
synchroni zing states -- whenever an SA is created, we can synch this
new state to all other nenbers. However, those states are not only
long lived, they are al so ever changi ng.

| KE has nessage counters. A peer MJST NOT process nessage n unti
after it has processed nmessage n-1. Skipping nessage IDs is not
allonwed. So a newy active nenber needs to know the | ast nessage |Ds
both received and transm tted.

One possible solution is to synchronize information about the IKE
message counters after every | KE exchange. This way, the newy
active nenber knows what nessages it is allowed to process, and what
message IDs to use on | KE requests, so that peers process them This
solution nay be appropriate in sone cases, but rmay be too onerous in
systems with a lot of SAs. It also has the drawback that it never
recovers fromthe mssing synch nessage problem which is described
in Section 3.6.

3.4. CQutbound SA Counters
The Encapsul ating Security Payl oad (ESP) and Authenticati on Header

(AH) have an optional anti-replay feature, where every protected
packet carries a counter nunber. Repeating counter nunbers is
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considered an attack, so the newy active nenber MJUST NOT use a
replay counter nunber that has already been used. The peer will drop
t hose packets as duplicates and/or warn of an attack

Though it may be feasible to synchronize the | KE nessage counters, it
i s al nbost never feasible to synchronize the I Psec packet counters for
every | Psec packet transmitted. So we have to assune that at |east
for I Psec, the replay counter will not be up to date on the newy
active nenber, and the newly active nmenber nay repeat a counter.

A possible solution is to synch replay counter information, not for
each packet enmitted, but only at regular intervals, say, every 10,000
packets or every 0.5 seconds. After a failover, the newy active
menber advances the counters for outbound | Psec SAs by 10, 000
packets. To the peer, this looks like up to 10,000 packets were

| ost, but this should be acceptable, as neither ESP nor AH guarantee
reliable delivery.

3.5. I nbound SA Counters

An even tougher issue is the synchronization of packet counters for

i nbound I Psec SAs. |If a packet arrives at a newy active nmenber,
there is no way to determ ne whether or not this packet is a replay.
The periodic synch does not solve this problemat all, because

suppose we synchroni ze every 10, 000 packets, and the |ast synch
before the failover had the counter at 170,000. It is probable,

t hough not certain, that packet nunber 180,000 has not yet been
processed, but if packet 175,000 arrives at the newWy active nmenber,
it has no way of determ ning whether or not that packet has already
been processed. The synchroni zati on does prevent the processing of
really old packets, such as those with counter nunber 165, 000.
Ignoring all counters bel ow 180,000 won’t work either, because that’s
up to 10, 000 dropped packets, which nmay be very noticeabl e.

The easiest solutionis to learn the replay counter fromthe incom ng
traffic. This is allowed by the standards, because replay counter
verification is an optional feature (see Section 3.2 in [ RFC4301]).
The case can even be nmade that it is relatively secure, because non-
attack traffic will reset the counters to what they should be, so an
attacker faces the dual challenge of a very narrow wi ndow for attack,
and the need to tinme the attack to a failover event. Unless the
attacker can actually cause the failover, this would be very
difficult. 1t should be noted, though, that although this solution
is acceptable as far as RFC 4301 goes, it is a matter of policy

whet her this is acceptable.
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Anot her possible solution to the inbound | Psec SA problemis to rekey
all child SAs following a failover. This nmay or nay not be feasible
dependi ng on the inplenentation and the configuration

3.6. Mssing Synch Messages

The synch channel is very likely not to be infallible. Before
failover is detected, sone synchronizati on nmessages may have been

m ssed. For exanple, the active nenber may have created a new child
SA using nessage n. The new information (entry in the SAD and update

to counters of the IKE SA) is sent on the synch channel. Still, with
every possible technol ogy, the update nay be nissed before the
fail over.

This is a bad situation, because the IKE SA is dooned. The newy
active nmenber has two probl ens:

0 It does not have the new IPsec SA pair. It will drop all inconng
packets protected with such an SA. This could be fixed by sending
some DELETEs and | NVALID SPI notifications, if it wasn't for the
ot her probl em

o0 The counters for the I KE SA show that only request n-1 has been
sent. The next request will get the nessage ID n, but that wll
be rejected by the peer. After a sufficient nunber of
retransm ssions and rejections, the whole IKE SAwith al
associ ated I Psec SAs will get dropped.

The above scenario may be rare enough that it is acceptable that on a
configuration with thousands of IKE SAs, a feww Il need to be
recreated from scratch or using session resunption techniques.
However, detecting this nmay take a long tine (several mnutes) and
this negates the goal of creating a cluster in the first place.

3.7. Simultaneous Use of IKE and | Psec SAs by Different Menbers

For load sharing clusters, all active nenbers nmay need to use the
sane SAs, both IKE and IPsec. This is an even greater problemthan
in the case of hot standby clusters, because consecutive packets may
need to be sent by different nmenbers to the sane peer gateway.

The solution to the IKE SAissue is up to the inplenentation. It’'s
possi ble to create sone | ocking nmechani smover the synch channel, or
el se have one nenber "own" the |IKE SA and nanage the child SAs for
all other menbers. For |Psec, solutions fall into two broad

cat egori es.
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7.

Nir

The first is the "sticky" category, where all communications with a
single peer, or all comunications involving a certain SPD cache

entry go through a single peer. |In this case, all packets that match
any particular SA go through the sane nenber, so no synchronization
of the replay counter needs to be done. Inbound processing is a

"sticky" issue (no pun intended), because the packets have to be
processed by the correct nenber based on peer and the Security
Paraneter |Index (SPl), and nost |oad balancers will not be able to
match the SPIs to the correct menber, unless stickiness extends to
all traffic with a particular peer. Another disadvantage of sticky
solutions is that the load tends to not distribute evenly, especially
if one SA covers a significant portion of |IPsec traffic.

The second is the "duplicate" category, where the child SAis
duplicated for each pair of |IPsec SAs for each active nenber

D fferent packets for the same peer go through different nmenbers, and
get protected using different SAs with the sane sel ectors and

mat ching the sane entries in the SPD cache. This has sone
short com ngs:

o It requires nmultiple parallel SAs, for which the peer has no use.
Section 2.8 of [RFC5996] specifically allows this, but some
i npl ement ati on m ght have a policy against |ong-term nmai nt enance
of redundant SAs.

o Different packets that belong to the sanme flow may be protected by
di fferent SAs, which may seem "weird" to the peer gateway,
especially if it is integrated with sone deep-inspection
m ddl eware such as a firewall. It is not known whether this wll
cause problens with current gateways. It is also inpossible to
mandat e agai nst this, because the definition of "flow' varies from
one i nplenentation to another

0 Reply packets may arrive with an IPsec SA that is not "matched" to
the one used for the outgoing packets. Also, they mght arrive at
a different nenber. This problemis beyond the scope of this
docunent and shoul d be solved by the application, perhaps by
forwardi ng m sdirected packets to the correct gateway for deep
i nspecti on.

1. CQutbound SAs Using Counter Mdes

For SAs involving counter node ci phers such as Counter Mde (CTR)
([ RFC3686]) or Gal oi s/ Counter Mbde (GCM ([ RFC4106]) there is yet
anot her conplication. The initial vector for such nodes MJUST NOT be
repeat ed, and senders use nethods such as counters or |inear feedback
shift registers (LFSRs) to ensure this. For an SA shared between
nore than one active nmenber, or even failing over fromone nenber to
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anot her, the cluster nenbers need to make sure that they do not
generate the sanme initial vector. See [COUNTER MODES] for a
di scussion of this problemin another context.

3. 8. Different | P Addresses for | KE and | Psec

In many inplenentations there are separate | P addresses for the
cluster, and for each nenber. Wile the packets protected by tunne
node child SAs are encapsulated in | P headers with the cluster IP
address, the | KE packets originate froma specific nenber, and carry
that nmenber’s I P address. This nmay be done so that |Psec traffic
bypasses the | oad bal ancer for greater scalability. For the peer
this |l ooks weird, as the usual thing is for the | Psec packets to cone
fromthe sane | P address as the | KE packets. Unnodified peers may
drop such packets.

One obvious solution is to use sone fancy capability of the |IKE host
to change things so that | KE packets al so cone out of the cluster IP
address. This can be achi eved through NAT or through assigning
mul ti ple addresses to interfaces. This is not, however, possible for
all inplementations, and will not reduce |oad on the bal ancer

[ ARORA] discusses this problemin greater depth, and proposes anot her
solution, that does involve protocol changes

3.9. Allocation of SPls

The SPI associated with each child SA, and with each | KE SA, MJST be
unique relative to the peer of the SA. Thus, in the context of a
cluster, each cluster nenber MJUST generate SPIs in a fashion that
avoids collisions (with other cluster nenbers) for these SPI val ues.
The means by which cluster nmenbers achieve this requirenent is a

| ocal matter, outside the scope of this docunent.

4. Security Considerations

| mpl enent ati ons running on clusters MIST be as secure as

i mpl enent ati ons running on single gateways. |n other words, no
extension or interpretation used to allow operation in a cluster may
facilitate attacks that are not possible for single gateways.

Mor eover, thought nust be given to the synching requirenents of any

protocol extension to nmake sure that it does not create an
opportunity for denial-of-service attacks on the cluster
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As nentioned in Section 3.5, allowing an inbound child SA to fail over
to anot her menber has the effect of disabling replay counter
protection for a short time. Though the threat is arguably low, it
is a policy decision whether this is acceptable.

Section 3.7 describes the problemof the two directions of a flow
being protected by two SAs that are not part of a matched pair or
that are not even being processed by the same cluster nenber. This
is not a security problemas far as |IPsec is concerned because | Psec
has policy at the I P, protocol and port level only. However, nany

| Psec inplementations are integrated with stateful firewalls, which
need to see both sides of a flow. Such inplenentations may have to
forward packets to other nenbers for the firewall to properly inspect
the traffic.
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