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1

1

I ntroduction

Thi s docunent specifies a deployed extension to the Renote

Aut hentication Dial In User Service (RADI US) protocol, enabling
clients to query the status of a RADI US server. Wile the Status-
Server (12) Code was defined as experinental in [ RFC2865], Section 3,
details of the operation and potential uses of the Code were not
provi ded.

As with the core RADI US protocol, the Status-Server extension is
statel ess, and queries do not otherwi se affect the normal operation
of a server, nor do they result in any side effects, other than
perhaps increnmenting an internal packet counter. Most of the

i mpl ement ations of this extension have utilized it al ongside

i mpl enent ati ons of RADI US as defined in [ RFC2865], so that this
docunent focuses solely on the use of this extension with UDP
transport.

The rest of this docunent is laid out as follows. Section 2 contains
the problem statenent, and expl anations as to why sone possible

sol utions can have unwanted side effects. Section 3 defines the

St at us- Server packet format. Section 4 contains client and server
requirenents, along with sone inplenentation notes. Section 5
contains a RADIUS table of attributes. The renmaining text discusses
security considerations not covered el sewhere in the docunent.

1. Applicability

This protocol is being recommended for publication as an
Informational RFC rather than as a Standards-Track RFC because of
probl ens with depl oyed inplenentations. This includes security

vul nerabilities. The fixes reconmended here are conpatible with
exi sting servers that receive Status-Server packets, but inpose new
security requirenments on clients that send Status-Server packets

Sonme existing inplenentations of this protocol do not support the
Message- Aut henticator attribute ([RFC3579]). This enables an
unaut hori zed client to spoof Status-Server packets, potentially

| eading to incorrect Access-Accepts. In order to renedy this
problem this specification requires the use of the Message-

Aut henticator attribute to provide per-packet authentication and
integrity protection.

Wth existing inplenentations of this protocol, the potential exists
for Status-Server requests to be in conflict with Access-Request or
Account i ng- Request packets using the sane Identifier. This

speci fication recommends techniques to avoid this probl em
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These limtations are discussed in nore detail bel ow
1.2. Termnol ogy

Thi s docunent uses the follow ng terns:

"Network Access Server (NAS)"

The device providing access to the network. Also known as the
Aut henticator (in | EEE 802. 1X term nol ogy) or RADI US client.

"RADI US Proxy"

In order to provide for the routing of RAD US authentication and
accounting requests, a RADI US proxy can be enployed. To the NAS
the RADI US proxy appears to act as a RADI US server, and to the
RADI US server, the proxy appears to act as a RADI US client.

"silently discard"

This neans the inplenmentation discards the packet wi thout further
processing. The inplenmentation MAY provide the capability of

l ogging the error, including the contents of the silently

di scarded packet, and SHOULD record the event in a statistics
counter.

1.3. Requirements Language

In this docunent, several words are used to signify the requirenents
of the specification. The key words "MJST", "MJST NOT", "REQUI RED",
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY",
and "OPTIONAL" in this docunent are to be interpreted as described in
[ RFC2119] .

2. Overview

St at us- Server packets are sent by a RADIUS client to a RADI US server
in order to test the status of that server. The destination of a

St at us- Server packet is set to the IP address and port of the server
that is being tested. A single Status-Server packet MJST be included
within a UDP datagram A Message- Authenticator attribute MJIST be

i ncluded so as to provide per-packet authentication and integrity
protection.

RADI US proxies or servers MJUST NOT forward Status-Server packets. A
RADI US server or proxy inplementing this specification SHOULD respond
to a Status-Server packet with an Access-Accept (authentication port)
or Accounting- Response (accounting port). An Access-Challenge
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response i s NOI RECOWENDED. An Access-Reject response MAY be used.
The list of attributes that are pernitted in Status-Server packets,
and in Access-Accept or Accounting- Response packets responding to

St at us- Server packets, is provided in Section 5. Section 6 provides
several exanpl es.

Since a Status-Server packet MJST NOT be forwarded by a RADI US proxy
or server, the client is provided with an indication of the status of
that server only, since no RADI US proxies are on the path between the
RADI US client and server. As servers respond to a Status-Server
packet wi thout exam ning the User-Nane attribute, the response to a
St at us- Server packet cannot be used to infer any infornation about
the reachability of specific real ns.

The "hop-by-hop" functionality of Status-Server packets is useful to
RADI US clients attenpting to determ ne the status of the first

el ement on the path between the client and a server. Since the

St at us- Server packet is non-forwardable, the |ack of a response nmay
only be due to packet loss or the failure of the server at the
destination | P address, and not due to faults in downstream|inks,
proxies, or servers. It therefore provides an unamnbi guous indication
of the status of a server.

This informati on may be useful in situations in which the RAD US
client does not receive a response to an Access-Request. A client
may have nultiple proxies configured, with one proxy marked as
primary and anot her marked as secondary. |f the client does not
receive a response to a request sent to the primary proxy, it can
"failover"” to the secondary, and send requests to the secondary proxy
i nst ead.

However, it is possible that the lack of a response to requests sent
to the primary proxy was due not to a failure within the primary, but
to alternative causes such as a failed link along the path to the
destination server or the failure of the destination server itself.

In such a situation, it may be useful for the client to be able to

di stingui sh between failure causes so that it does not trigger
failover inappropriately. For exanple, if the primary proxy is down,
then a quick failover to the secondary proxy woul d be prudent;
whereas, if a downstreamfailure is the cause, then the val ue of
failover to a secondary proxy wll depend on whet her packets
forwarded by the secondary will utilize independent |inks,

i ntermedi aries, or destination servers.
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The Status-Server packet is not a "Keep-Alive" as discussed in

[ RFC2865], Section 2.6. "Keep-Alives" are Access-Request packets
sent to deternine whether a downstream server is responsive. These
packets are typically sent only when a server is suspected to be
down, and they are no | onger sent as soon as the server is available
agai n.

2.1. Wiy Access-Request is Inappropriate

One possible solution to the problem of querying server status is for
a NAS to send specially forned Access- Request packets to a RADI US
server’s authentication port. The NAS can then | ook for a response
and use this information to deternmine if the server is active or
unresponsi ve.

However, the server may see the request as a normal |ogin request for
a user and conclude that a real user has logged onto that NAS. The
server may then performactions that are undesirable for a sinple
status query. The server nmay alternatively respond with an Access-
Chal l enge, indicating that it believes an extended authentication
conversation is necessary.

Anot her possibility is that the server responds with an Access-
Reject, indicating that the user is not authorized to gain access to
the network. As above, the server nay also performlocal-site
actions, such as warning an adnministrator of failed login attenpts.
The server nmay al so delay the Access-Reject response, in the

tradi tional manner of rate-limting failed authentication attenpts.
This delay in response neans that the querying admnistrator is
unsure as to whether or not the server is down, slow to respond, or
intentionally delaying its response to the query.

In addition, using Access-Request queries nay nean that the server
may have | ocal users configured whose sole reason for existence is to
enabl e these query requests. Unless the server policy is designed
carefully, it may be possible for an attacker to use those
credentials to gain unauthorized network access.

We note that some NAS inpl enentations currently use Access- Request
packets as described above, with a fixed (and non-confi gurabl e) user
nane and password. Inplenentation issues with that equi pment nean
that if a RADIUS server does not respond to those queries, it nmay be
mar ked as unresponsive by the NAS. This nmarking nay happen even if
the server is actively responding to other Access-Requests fromthat
same NAS. This behavior is confusing to adm nistrators who then need
to determ ne why an active server has been marked as "unresponsive"
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2.1.1. Reconmendation agai nst Access- Request

For the reasons outlined above, NAS inplenmentors SHOULD NOT generate
Access- Request packets solely to see if a server is alive.

Simlarly, site adm nistrators SHOULD NOT configure test users whose
sol e reason for existence is to enabl e such queries via Access-
Request packets.

Note that it still may be useful to configure test users for the

pur pose of performng end-to-end or in-depth testing of a server
policy. VWhile this practice is wi despread, we caution adm nistrators
to use it with care

2.2. Wiy Accounting-Request is |nappropriate

A simlar solution for the problem of querying server status may be
for a NAS to send specially formed Accounti ng- Request packets to a
RADI US server’s accounting port. The NAS can then |look for a
response and use this information to deternmne if the server is
active or unresponsive.

As seen above with Access-Request, the server may then conclude that
a real user has |ogged onto a NAS, and perform |l ocal -site actions
that are undesirable for a sinple status query.

Anot her consideration is that sone attributes are nmandatory to

i nclude in an Accounting-Request. This requirement forces the
adm nistrator to query an accounting server with fake values for
those attributes in a test packet. These fake values increase the
work required to performa sinple query, and they may pollute the
server’s accounting database with incorrect data.

2.2.1. Reconmendation agai nst Accounti ng- Request

For the reasons outlined above, NAS inplenmentors SHOULD NOT generate
Account i ng- Request packets solely to see if a server is alive.
Simlarly, site administrators SHOULD NOT configure accounting
polici es whose sol e reason for existence is to enable such queries
vi a Accounti ng- Request packets.

Note that it still may be useful to configure test users for the

pur pose of performng end-to-end or in-depth testing of a server’'s
policy. While this practice is w despread, we caution adm nistrators
to use it with care
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3.

Packet For mat

St at us- Server packets reuse the RADIUS packet format, with the fields
and val ues for those fields as defined in [ RFC2865], Section 3. W
do not include all of the text or diagrans of that section here, but
i nstead explain the differences required to inplenent Status-Server

The Aut henticator field of Status-Server packets MJST be generated
using the same nethod as that used for the Request Authenticator
field of Access-Request packets, as given bel ow

The role of the Identifier field is the same for Status-Server as for
ot her packets. However, as Status-Server is taking the role of
Access- Request or Accounting- Request packets, there is the potentia
for Status-Server requests to be in conflict with Access-Request or
Account i ng- Request packets with the same lIdentifier. 1In Section 4.2
bel ow, we describe a nmethod for avoiding these problens. This method
MJUST be used to avoid conflicts between Status-Server and ot her
packet types.

Request Aut henti cat or

In Status-Server packets, the Authenticator value is a 16-octet
random nunber call ed the Request Authenticator. The val ue
SHOULD be unpredictable and unique over the lifetine of a
secret (the password shared between the client and the RADI US
server), since repetition of a request value in conjunction
with the same secret would pernit an attacker to reply with a
previously intercepted response. Since it is expected that the
sane secret MAY be used to authenticate with servers in

di spar at e geographi c regi ons, the Request Authenticator field
SHOULD exhi bit gl obal and tenporal uni queness. See [RFC4086]
for suggestions as to how random nunbers nay be generat ed.

The Request Authenticator value in a Status-Server packet
SHOULD al so be unpredictable, |est an attacker trick a server
into responding to a predicted future request, and then use the
response to masquerade as that server to a future Status-Server
request froma client.

Simlarly, the Response Authenticator field of an Access-Accept
packet sent in response to Status-Server queries MJST be generated
usi ng the sane nethod as used for cal culating the Response

Aut henti cator of the Access-Accept sent in response to an Access-
Request, with the Status-Server Request Authenticator taking the
pl ace of the Access-Request Request Authenticator.
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The Response Authenticator field of an Accounting- Response packet
sent in response to Status-Server queries MJST be generated using the
sanme nmet hod as used for cal culating the Response Authenticator of the
Account i ng- Response sent in response to an Accounti ng- Request, with
the Status-Server Request Authenticator taking the place of the
Account i ng- Request Request Aut henticator.

Note that when a server responds to a Status-Server request, it MJST
NOT send nore than one Response packet.

Response Aut henti cat or

The val ue of the Authenticator field in Access-Accept or
Account i ng- Response packets is called the Response

Aut henti cator, and contains a one-way MD5 hash cal cul ated over
a stream of octets consisting of: the RADI US packet, beginning
with the Code field, including the Identifier, the Length, the
Request Authenticator field fromthe Status-Server packet, and
the response Attributes (if any), followed by the shared
secret. That is,

ResponseAuth =
MD5( Code+l DtLengt h+Request Aut h+At t ri but es+Secr et)

where + denotes concat enati on.

In addition to the above requirenents, all Status-Server packets MJST
i nclude a Message- Authenticator attribute. Failure to do so would
mean that the packets could be trivially spoofed.

St at us- Server packets MAY include NAS-Identifier, and one of
NAS- | P- Address or NAS-| Pv6- Address. These attributes are not
necessary for the operation of Status-Server, but may be useful
information to a server that receives those packets.

O her attributes SHOULD NOT be included in a Status-Server packet,
and MUST be ignored if they are included. User authentication
credentials such as User-Nanme, User-Password, CHAP-Password,

EAP- Message MUST NOT appear in a Status-Server packet sent to a
RADI US aut hentication port. User or NAS accounting attributes such
as Acct-Session-ld, Acct-Status-Type, Acct-Input-Cctets MIST NOT
appear in a Status-Server packet sent to a RADI US accounting port.

The Access-Accept MAY contain a Reply-Message or Message-

Aut henticator attribute. It SHOULD NOT contain other attributes.
The Accounti ng- Response packets sent in response to a Status-Server
query SHOULD NOT contain any attributes. As the intent is to
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i mpl enent a sinple query instead of user authentication or
accounting, there is little reason to include other attributes in
either the query or the correspondi ng response.

Exanpl es of Status-Server packet flows are given below in Section 6.
3.1. Single Definition for Status-Server

When sent to a RADI US accounting port, the contents of the Status-
Server packets are cal cul ated as described above. That is, even

t hough the packets are being sent to an accounting port, they are not
created using the sane nmethod as is used for Accounting-Requests.
This difference has a nunber of benefits.

Having a single definition for Status-Server packets is sinpler than
having different definitions for different destination ports. In
addition, if we were to define Status-Server as being simlar to
Account i ng- Request but containing no attributes, then those packets
could be trivially forged.

We therefore define Status-Server consistently, and vary the response
packets depending on the port to which the request is sent. Wen
sent to an authentication port, the response to a Status-Server query
is an Access-Accept packet. Wen sent to an accounting port, the
response to a Status-Server query is an Accounting- Response packet.

4. Inplenentation Notes
There are a nunber of considerations to take into account when
i mpl enenting support for Status-Server. This section describes
i mpl enentation details and requirenments for RADIUS clients and
servers that support Status-Server.

The following text applies to the authentication and accounting
ports. W use the generic ternms belowto sinplify the discussion

* Request packet

An Access- Request packet sent to an authentication port or an
Account i ng- Request packet sent to an accounting port.

* Response packet
An Access- Accept, Access-Chall enge, or Access-Reject packet

sent froman authentication port or an Accounti ng- Response
packet sent from an accounting port.
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We also refer to "client" as the originator of the Status-Server
packet, and "server" as the receiver of that packet and the
ori gi nator of the Response packet.

Using generic terns to describe the Status-Server conversations is
sinmpler than duplicating the text for authentication and accounting
packets.

4.1. dient Requirenments

Cients SHOULD permt administrators to globally enable or disable
the generation of Status-Server packets. The default SHOULD be that
it is disabled. As it is undesirable to send queries to servers that
do not support Status-Server, clients SHOULD al so have a per-server
configuration indicating whether or not to enable Status-Server for a
particul ar destination. The default SHOULD be that it is disabled.

The client SHOULD use a watchdog tinmer, such as is defined in Section
2.2.1 of [RFC5080], to determ ne when to send Status-Server packets.

When Status-Server packets are sent froma client, they MUST NOT be
retransmtted. Instead, the Identity field MIUST be changed every
time a packet is transmtted. The old packet should be di scarded,
and a new Status-Server packet should be generated and sent, with new
Identity and Authenticator fields.

Cients MIST include the Message- Authenticator attribute in all

St at us- Server packets. Failure to do so would nean that the packets
could be trivially spoofed, |eading to potential denial-of-service
(DoS) attacks. Oher attributes SHOULD NOT appear in a Status-Server
packet, except as outlined belowin Section 5. As the intent of the
packet is a sinple status query, there is little reason for any
additional attributes to appear in Status-Server packets.

The client MAY increment packet counters as a result of sending a

St at us- Server request or of receiving a Response packet. The client
MUST NOT perform any other action that is nornmally perforned when it
recei ves a Response packet, such as pernmitting a user to have login
access to a port.

Cients MAY send Status-Server requests to the RADI US destination
ports fromthe sane source port used to send normal Request packets.
O her clients MAY choose to send Status-Server requests froma uni que
source port that is not used to send Request packets.

The above suggestion for a unique source port for Status-Server

packets aids in matching responses to requests. Since the response
to a Status-Server packet is an Access-Accept or Accounti ng- Response
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packet, those responses are indistinguishable from other packets sent
in response to a Request packet. Therefore, the best way to
di stinguish themfromother traffic is to have a unique port.

A client MAY send a Status-Server packet froma source port al so used
to send Request packets. In that case, the lIdentifier field MIUST be
uni que across all outstandi ng Request packets for that source port,

i ndependent of the value of the RADIUS Code field for those

out standi ng requests. Once the client has either received a response
to the Status-Server packet or determnmined that the Status-Server
packet has timed out, it may reuse that ldentifier in another packet.

Robust i npl enentati ons SHOULD accept any Response packet as a valid
response to a Status-Server packet, subject to the validation

requi renents defined above for the Response Authenticator. The Code
field of the packet matters less than the fact that a valid, signed
response has been received.

That is, prior to accepting the response as valid, the client should
check that the Response packet Code field is either Access-Accept (2)
or Accounting-Response (5). |If the Code does not match any of these
val ues, the packet MUST be silently discarded. The client MJST then
val i date t he Response Authenticator via the algorithm given above in
Section 3. If the Response Authenticator is not valid, the packet
MUST be silently discarded. |If the Response Authenticator is valid,
then the packet MJUST be deened to be a valid response fromthe
server.

If the client instead discarded the response because the packet Code
did not match what it expected, then it could erroneously discard
valid responses froma server, and nark that server as unresponsive.
Thi s behavior would affect the stability of a RADI US network, as
responsi ve servers woul d erroneously be marked as unresponsive. W
therefore recommend that clients should be liberal in what they
accept as responses to Status-Server queries.

4.2. Server Requirenents

Servers SHOULD pernit administrators to globally enable or disable
the acceptance of Status-Server packets. The default SHOULD be that
acceptance is enabled. Servers SHOULD al so permt admnistrators to
enabl e or di sabl e acceptance of Status-Server packets on a per-client
basis. The default SHOULD be that acceptance is enabl ed.

St at us- Server packets originating fromclients that are not permitted
to send the server Request packets MJST be silently discarded. If a
server does not support Status-Server packets, or is configured not
to respond to them then it MJST silently discard the packet.
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We note that [RFC2865], Section 3, defines a number of RADIUS Codes,
but does not nake statenents about which Codes are valid for

port 1812. In contrast, [RFC2866], Section 3, specifies that only
RADI US Accounting packets are to be sent to port 1813. This
specification is conpatible with [ RFC2865], as it uses a known Code
for packets to port 1812. This specification is not conpatible wth
[ RFC2866], as it adds a new Code (Status-Server) that is valid for
port 1812. However, as the category of [RFC2866] is |nfornational
this conflict is acceptable.

Servers SHOULD silently discard Status-Server packets if they
determne that a client is sending too nany Status-Server requests in
a particular time period. The nethod used by a server to nake this
determination is inplenentation specific and out of scope for this
speci fication.

If a server supports Status-Server packets, and is configured to
respond to them and receives a packet froma known client, it MJST
val i date the Message- Authenticator attribute as defined in [ RFC3579],
Section 3.2. Packets failing that validation MJST be silently

di scarded

Servers SHOULD NOT ot herwi se discard Status-Server packets if they
have recently sent the client a Response packet. The query may have
originated froman admi ni strator who does not have access to the
Response packet stream or one who is interested in obtaining
additional information about the server.

The server MAY prioritize the handling of Status-Server packets over
the handling of other requests, subject to the rate limting
descri bed above.

The server MAY decide not to respond to a Status-Server, depending on
| ocal -site policy. For exanple, a server that is running but is
unable to performits normal activities MAY silently discard Status-
Server packets. This situation can happen, for exanple, when a
server requires access to a database for normal operation, but the
connection to that database is down. O, it may happen when the
accepted load on the server is |lower than the offered | oad.

Some server inplenentations require that Access-Request packets be
accepted only on "authentication" ports (e.g., 1812/udp), and that
Account i ng- Request packets be accepted only on "accounting" ports
(e.g., 1813/ udp). Those inplenmentations SHOULD reply to Status-
Server packets sent to an "authentication" port with an Access-Accept
packet and SHOULD reply to Status-Server packets sent to an
"accounting" port with an Accounting-Response packet.
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Some server inplenentations accept both Access-Request and
Account i ng- Request packets on the sane port, and they do not

di stingui sh between "authentication only" ports and "accounting only"
ports. Those inplenmentations SHOULD reply to Status-Server packets
wi th an Access- Accept packet.

The server MAY increnent packet counters as a result of receiving a
St at us- Server packet or sending a Response packet. The server SHOULD
NOT perform any other action that is nornmally perforned when it

recei ves a Request packet, other than sending a Response packet.

4,.3. Failover with Status-Server

Aclient may wish to "failover" fromone proxy to another in the
event that it does not receive a response to an Access- Request or
Accounting-Request. In order to determ ne whether the | ack of
response is due to a problemw th the proxy or a downstream server
the client can send periodic Status-Server packets to a proxy after
the | ack of a response.

These packets will help the client deternmine if the failure was due
to an issue on the path between the client and proxy or the proxy
itself, or whether the issue is occurring downstream

If no response is received to Status-Server packets, the RADI US
client can initiate failover to another proxy. By continuing to send
St at us- Server packets to the original proxy, the RADI US client can
determ ne when it becones responsive again.

Once the server has been deened responsive, normal RADI US requests
may be sent to it again. This determ nation should be nade
separately for each server with which the client has a relationship.
The sane al gorithm SHOULD be used for both authentication and
accounting ports. The client MJST treat each destination (1P, port)
combi nation as a uni que server for the purposes of this

det erm nati on.

Clients SHOULD use a retransni ssion nmechanismsinilar to that given

in Section 2.2.1 of [RFC5080]. If a reliable transport is used for
RADI US, then the watchdog timer algorithmspecified in [ RFC3539] MJST
be used.

4.4, Proxy Server Handling of Status-Server

Many RADI US servers can act as proxy servers, and can forward
requests to another RADI US server. Such servers MJST NOT proxy

St at us- Server packets. The purpose of Status-Server as specified
here is to permt the client to query the responsiveness of a server
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with which it has a direct relationship. Proxying Status-Server
queries woul d negate any useful ness that nmay be gai ned by
i mpl ementing support for them

Proxy servers MAY be configured to respond to Status-Server queries
fromclients, and they MAY act as clients sending Status-Server
gqueries to other servers. However, those activities MJST be

i ndependent of one anot her

4.5, Limtati ons of Status-Server

RADI US servers are conmonly used in an environnment where Network
Access ldentifiers (NAIs) are used as routing identifiers [ RFC4282].
In this practice, the User-Name attribute is decorated with realm
routing information, conmonly in the format of "user@ealnf. Since a
particul ar RADIUS server may act as a proxy for nmore than one realm
we need to explain how the behavior defined above in Section 4.3

af fects real mrouting.

The schematic bel ow denonstrates this scenari o.

/-> RADIUS Proxy P ----- > RADI US Server for RealmA
/ \
NAS X
\ [\
\-> RADIUS Proxy S ----- > RADI US Server for Real mB

That is, the NAS has relationships with two RADIUS Proxies, P and S.
Each RADI US proxy has relationships with RADIUS servers for both
Real m A and Real m B.

In this scenario, the RADIUS proxies can deternmine if one or both of
the RADI US servers are dead or unreachable. The NAS can determnine if
one or both of the RADIUS proxies are dead or unreachable. There is
an additional case to consider, however.

If RADIUS Proxy P cannot reach the RADI US server for Real mA, but

RADI US Proxy S can reach that RADI US server, then the NAS cannot

di scover this information using the Status-Server queries as outlined
above. It would therefore be useful for the NAS to know that Real mA
is reachable fromRADIUS Proxy S, as it can then route all requests
for RealmA to that RADIUS proxy. Wthout this know edge, the client
may route requests to RADIUS Proxy P, where they nay be discarded or
rej ected.

To conplicate matters, the behavior of RADIUS Proxies P and Sin this

situation is not well defined. Sone inplenentations sinply fail to
respond to the request, and other inplenentations respond with an
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Access-Reject. If the inplenentation fails to respond, then the NAS
cannot di stingui sh between the RADI US proxy being down and the next
server along the proxy chain being unreachabl e.

In the worst case, failures in routing for RealmA may affect users
of RealmB. For exanple, if RADIUS Proxy P can reach Real m B but not
Real m A, and RADI US Proxy S can reach Real m A but not Real m B, then
active paths exist to handle all RAD US requests. However, depending
on the NAS and RADI US proxy inplenentation choices, the NAS rmay not
be able to determine to which server requests nmay be sent in order to
mai ntain network stability.

Unfortunately, this problem cannot be solved by using Status-Server
requests. A robust solution would involve either a RADIUS routing
table for the NAI realnms or a RADIUS "destination unreachabl e"
response to authentication requests. Either solution would not fit
into the traditional RAD US nodel, and both are therefore outside of
the scope of this specification

The problemis discussed here in order to define how best to use
Status-Server in this situation, rather than to define a new
sol uti on.

When a server has responded recently to a request froma client, that
client MUST nmark the server as "responsive". |In the above case, a
RADI US proxy may be responding to requests destined for Real mA, but
not responding to requests destined for RealmB. The client
therefore considers the server to be responsive, as it is receiving
responses fromthe server

The client will then continue to send requests to the RADI US proxy
for destination Real mB, even though the RADI US proxy cannot route
the requests to that destination. This failure is a known linmitation
of RADIUS, and can be partially addressed through the use of fail over
in the RADI US proxies.

A nore realistic situation than the one outlined above is one in
whi ch each RADI US proxy al so has nultiple choices of RADIUS servers
for arealm as outlined bel ow

/-> RADIUS Proxy P ----- > RADI US Server P
/ \ /
NAS X
\ /I o\
\-> RADIUS Proxy S ----- > RADI US Server S
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In this situation, if all participants inplenent Status-Server as
defined herein, any one link may be broken, and all requests fromthe

NAS will still reach a RADIUS server. |If two |links are broken at
different places (i.e., not both Iinks fromthe NAS), then al
requests fromthe NAS will still reach a RADIUS server. In many

situations where three or nore |links are broken, requests fromthe
NAS may still reach a RADI US server.

It is RECOWENDED, therefore, that inplenmentations desiring the nost
benefit from Status-Server also inplenment server failover. The
combi nation of these two practices will naximze network reliability
and stability.

4.6. Managenent |Information Base (M B) Considerations
4.6.1. Interaction with RADIUS Server M B Modul es

Since Status-Server packets are sent to the defined RADI US ports,
they can affect the [ RFC4669] and [ RFC4671] RADI US server MB

nmodul es. [ RFC4669] defines a counter naned

radi usAut hSer vTot al UnknownTypes that counts "The number of RADIUS
packets of unknown type that were received'. |[RFC4671] defines a
simlar counter named radi usAccServTot al UnknownTypes.

| npl enent ati ons not supporting Status-Server or inplenentations that
are configured not to respond to Status-Server packets MJST use these
counters to track received Status-Server packets.

If, however, Status-Server is supported and the server is configured
to respond as described above, then the counters defined in [ RFC4669]
and [ RFC4671] MUST NOT be used to track Status-Server requests or
responses to those requests. That is, when a server fully inplenents
Status-Server, the counters defined in [RFC4669] and [ RFC4671] MJST
be unaffected by the transmi ssion or reception of packets relating to
St at us- Ser ver .

If a server supports Status-Server and the [ RFC4669] or [RFC4671] M B
nodul es, then it SHOULD al so support vendor-specific M B extensions
dedi cated solely to tracking Status-Server requests and responses.
Any definition of the server MB nodul es for Status-Server is outside
of the scope of this docunent.

4.6.2. Interaction with RADIUS Cient MB Mdul es
Clients inplenmenting Status-Server MJUST NOT increment [ RFC4668] or

[ RFCA670] counters upon reception of Response packets to Status-
Server queries. That is, when a server fully inplenents Status-
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Server, the counters defined in [ RFC4668] and [ RFC4670] MJUST be
unaffected by the transni ssion or reception of packets relating to
St at us- Ser ver .

If an inplenmentation supports Status-Server and the [ RFC4668] or

[ RFC4670] M B nodul es, then it SHOULD al so support vendor-specific
M B ext ensi ons dedicated solely to tracking Status-Server requests
and responses. Any definition of the client MB nodul es for Status-
Server is outside of the scope of this docunent.

5. Table of Attributes
The following table provides a guide to which attributes may be found
in Status-Server packets, and in what quantity. Attributes other
than the ones listed bel ow SHOULD NOT be found in a Status-Server
packet .

Status- Access- Accounti ng-

Server Accept Response # Attribute

0 0 0 1 User - Nane

0 0 0 2 User - Passwor d

0 0 0 3 CHAP- Passwor d

0-1 0 0 4 NAS- | P- Address (Note 1)
0 0+ 0 18 Repl y- Message

0+ 0+ 0+ 26 Vendor - Speci fic

0-1 0 0 32 NAS- 1 dentifier (Note 1)
0 0 0 79 EAP- Message

1 0-1 0-1 80 Message- Aut hent i cat or
0-1 0 0 95 NAS- | Pv6- Address (Note 1)
0 0 0 103-121 Digest-*

Note 1: A Status-Server packet SHOULD contain one of
(NAS- | P- Address or NAS-IPv6- Address), or NAS-ldentifier, or both
NAS-Identifier and one of (NAS-IP-Address or NAS-I|Pv6- Address).

The followi ng table defines the neaning of the above table entries.

0 This attribute MUST NOT be present in packet.

0+ Zero or nore instances of this attribute MAY be present in
packet .

0-1 Zero or one instance of this attribute MAY be present in
packet .

1 Exactly one instance of this attribute MJST be present in
packet .
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6. Exanples

A few exanples are presented to illustrate the flow of packets to
both the authentication and accounting ports. These exanples are not
i ntended to be exhaustive; many others are possible. Hexadecim
dunps of the exanple packets are given in network byte order, using
the shared secret "xyzzy5461"

6.1. Mninmal Query to Authentication Port

The NAS sends a Status-Server UDP packet with mnimal content to a
RADI US server on port 1812.

The Request Authenticator is a 16-octet random nunber generated by
the NAS. Message-Authenticator is included in order to authenticate
that the request cane froma known client.

Oc da 00 26 8a 54 f4 68 6f b3 94 c5 28 66 e3 02
18 5d 06 23 50 12 5a 66 5e 2e 1le 84 11 f3 e2 43
82 20 97 c8 4f a3

1 Code = Status-Server (12)
11D =218

2 Length = 38

6 Request Aut henti cator

Attributes:
18 Message- Aut henticator (80) = 5a665e2el1e8411f 3e243822097c84f a3

The Response Authenticator is a 16-octet MD5 checksum of the Code

(2), 1D (218), Length (20), the Request Authenticator from above, and
t he shared secret.

02 da 00 14 ef 0d 55 2a 4b f2 d6 93 ec 2b 6f eS8
b5 41 1d 66

1 Code = Access-Accept (2)
11D = 218

2 Length = 20
16 Request Aut henti cat or

Attributes:
None.
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6.2. Mnimal Query to Accounting Port

The NAS sends a Status-Server UDP packet with minimal content to a
RADI US server on port 1813.

The Request Authenticator is a 16-octet random nunber generated by
the NAS. Message-Authenticator is included in order to authenticate
that the request cane froma known client.

Oc b3 00 26 92 5f 6b 66 dd 5f ed 57 1f cb 1d b7
ad 38 82 60 50 12 e8 d6 ea bd a9 10 87 5c¢c d9 1if
da de 26 36 78 58

1 Code = Status-Server (12)
11D =179

2 Length = 38

6 Request Aut henti cat or

Attributes:
18 Message- Aut henticator (80) = e8d6eabda910875cd91f dade26367858

The Response Authenticator is a 16-octet MD5 checksum of the Code
(5), ID(179), Length (20), the Request Authenticator from above, and
the shared secret.

02 b3 00 14 Of 6f 92 14 5f 10 7e 2f 50 4e 86 Oa

48 60 66 9c

1 Code = Accounti ng- Response (5)
11D =179

2 Length = 20

16 Request Authenti cator
Attributes:

None.
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6.3. Verbose Query and Response

The NAS at 192.0.2.16 sends a Status-Server UDP packet to the RADI US
server on port 1812.

The Request Authenticator is a 16-octet random nunber generated by
t he NAS.

Oc 47 00 2c bf 58 de 56 ae 40 8a d3 b7 Oc 85 13
f9 b0 3f be 04 06 cO 00 02 10 50 12 85 2d 6f ec
61 e7 ed 74 b8 e3 2d ac 2f 2a 5f b2

1 Code = Status-Server (12)
11D=71

2 Length = 44

6 Request Aut henti cat or

Attri butes:
6 NAS-IP-Address (4) = 192.0.2.16
18 Message- Aut henticator (80) = 852d6fec6le7ed74b8e32dac2f 2a5f b2

The Response Authenticator is a 16-octet MD5 checksum of the Code
(2), ID(71), Length (52), the Request Authenticator from above, the
attributes in this reply, and the shared secret.

The Reply-Message is "RADIUS Server up 2 days, 18:40"

02 47 00 34 46 f4 3e 62 fd 03 54 42 4c bb eb fd
6d 21 4e 06 12 20 52 41 44 49 55 53 20 53 65 72
76 65 72 20 75 70 20 32 20 64 61 79 73 2c 20 31
38 3a 34 30

1 Code = Access-Accept (2)
11D=71

2 Length = 52

6 Request Authenti cator

Attributes:
32 Repl y- Message (18)

7. Security Considerations

Thi s docunent defines the Status-Server packet as being simlar in
treatment to the Access-Request packet, and is therefore subject to
the sane security considerations as described in [ RFC2865],

Section 8. Status-Server packets al so use the Message- Aut henti cat or
attribute, and are therefore subject to the sane security

consi derations as [ RFC3579], Section 4.

DeKok I nf or mat i onal [ Page 21]



RFC 5997 St at us- Server Practices August 2010

We reiterate that Status-Server packets MJST contain a Message-

Aut henticator attribute. Early inplenentations supporting Status-
Server did not enforce this requirement, and were vulnerable to the
foll owi ng attacks:

* Servers not checking the Message-Aut henticator attribute could
respond to Status-Server packets froman attacker, potentially
enabling a reflected DoS attack onto a real client.

* Servers not checking the Message-Aut henticator attribute could
be subject to a race condition, where an attacker could see an
Access- Request packet froma valid client and synthesize a
St at us- Server packet containing the sane Request Authenticator
If the attacker won the race against the valid client, the
server could respond with an Access-Accept and potentially
aut hori ze unwant ed service

The last attack is simlar to a related attack when Access- Request
packets contain a CHAP- Password but no Message- Aut henticator. W
re-iterate the suggestion of [RFC5080], Section 2.2.2, which proposes
that all clients send a Message- Authenticator in every Access-Request
packet, and that all servers have a configuration setting to require
(or not) that a Message-Authenticator attribute be used in every
Access- Request packet.

Failure to include a Message- Authenticator attribute in a Status-
Server packet neans that any RADIUS client or server may be

vul nerable to the attacks outlined above. For this reason,

i npl ementations of this specification that fail to require use of the
Message- Aut henticator attribute are NOT RECOVMENDED

Where this docunent differs from[RFC2865] is that it defines a new
request/response nethod in RADIUS: the Status-Server request. As
this use is based on previously described and inpl enented standards,
we know of no additional security considerations that arise fromthe
use of Status-Server as defined herein.

Attacks on cryptographi c hashes are well known [RFC4270] and getting
better with time. RADIUS uses the MD5 hash [ RFC1321] for packet

aut hentication and attribute obfuscation. There are ongoing efforts
in the | ETF to anal yze and address these issues for the RADIUS

pr ot ocol
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