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NSI'S Operation over |P Tunnels
Abst r act

NSIS Quality of Service (QS) signaling enables applications to
perform QoS reservation along a data flow path. Wen the data flow
path contains | P tunnel segnments, NSIS QS signaling has no effect
within those tunnel segnments. Therefore, the resulting tunne
segrments coul d becone the weakest QS link and invalidate the QS
efforts in the rest of the end-to-end path. The problemw th NSI' S
signaling within the tunnel is caused by the tunnel encapsul ation
that masks packets’ original |IP header fields. Those original IP
header fields are needed to intercept NSIS signaling nessages and
classify QoS data packets. This docunment defines a solution to this
probl em by mappi ng end-to-end QoS session requests to correspondi ng
QoS sessions in the tunnel, thus extending the end-to-end QS
signaling into the IP tunnel segnents.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
comunity. This document is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
al | docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc5979
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1. Introduction

I P tunneling [ RFC1853] [RFC2003] is a technique that allows a packet
to be encapsul ated and carried as payload within an | P packet. The
resulting encapsul ated packet is called an I P tunnel packet, and the
packet being tunneled is called the original packet. |In typica
scenarios, IP tunneling is used to exert explicit forwarding path
control (e.g., in Mobile IP [RFC5944]), inplenment secure |IP data
delivery (e.g., in IPsec [ RFC4301]), and hel p packet routing in IP
networ ks of different characteristics (e.g., between |Pv6 and | Pv4
networ ks [ RFC4213]). Section 3.1 sunmarizes a list of conmon I P
tunnel i ng protocols.

Thi s docunent considers the situation when the packet being tunneled
contains a Next Step In Signaling (NSIS) [ RFC4080] packet. NSISis
an | P signaling architecture consisting of a Generic Internet
Signaling Transport (G ST) [ RFC5971] sub-layer for signaling
transport, and an NSIS Signaling Layer Protocol (NSLP) sub-Iayer
customi zabl e for different applications. W focus on the Quality of
Service (QS) NSLP [ RFC5974] which provides functionalities that
extend those of the earlier RSVP [ RFC2205] signaling. |In this
docunent, the terns "NSIS" and "NSI S QS" are used interchangeably.
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Wthout additional efforts, NSIS signaling does not work within IP
tunnel segnents of a signaling path. The reason is that tunne
encapsul ati on masks the origi nal packet including its header and

payl oad. However, information fromthe original packet is required
both for NSIS peer node discovery and for QoS data fl ow packet
classification. Wthout access to information fromthe origina
packet, an |IP tunnel acts as an NSI S-unaware virtual link in the end-
to-end NSI'S signaling path.

Thi s docunent defines a nechanismto extend end-to-end NSIS signaling
for QoS reservation into IP tunnels. The NSIS-aware | P tunne

endpoi nts that support this mechanismare called NSIS-tunnel-aware
endpoi nts. There are two nmain operation nodes. On one hand, if the
tunnel already has preconfigured QoS sessions, the NSIS-tunnel -aware
endpoi nts map end-to-end QoS signaling requests directly to existing
tunnel sessions as long as there are enough tunnel session resources;
on the other hand, if no preconfigured tunnel QoS sessions are
avai |l abl e, the NSI S-tunnel -aware endpoints dynamically initiate and
mai ntai n tunnel QoS sessions that are then associated with the
correspondi ng end-to-end QoS sessions. Note that whether or not the
tunnel preconfigures QS sessions, and which preconfigured tunnel QoS
sessions a particular end-to-end QS signaling request should be
mapped to are policy issues that are out of scope of this docunent.

The rest of this docunent is organized as follows. Section 2 defines
term nol ogy. Section 3 presents the problem statenent including
common | P tunneling protocols and existing behavior of NSIS QS
signaling over IP tunnels. Section 4 introduces the design

requi renents and overal |l approach of our nechanism More details
about how NSI'S QoS signaling operates with tunnels that use
preconfigured QS and dynani c QoS signaling are provided in Sections
5 and 6. Section 7 describes a nmethod to autonatically discover
whet her a tunnel endpoint node supports the NSIS-tunne

i nteroperation nechani smdefined in this docunent. Section 8

di scusses | ANA consi derations, and Section 9 considers security.

2. Term nol ogy

Thi s docunent uses terninology defined in [ RFC2473], [RFC5971], and
[RFC5974]. In addition, the following ternms are used:

I P Tunnel: A tunnel that is configured as a virtual |ink between two
| P nodes and on which the encapsul ating protocol is IP

Tunnel | P Header: The |P header prepended to the original packet

during encapsulation. It specifies the tunnel endpoints as source
and destination.
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Tunnel - Speci fic Header: The header fields inserted by the
encapsul ati on nechani sm after the tunnel |P header and before the
ori gi nal packet. These headers may or may not exist depending on
the specific tunnel mechani smused. An exanple of such header
fields is the Encapsul ation Security Payl oad (ESP) header for
| Psec [ RFC4301] tunneling node.

Tunnel Intermediate Node (Tnid): A node that resides in the niddle
of the forwarding path between the tunnel entry-point node and the
tunnel exit-point node.

Flow Identifier (Flow ID): The set of header fields that is used to
identify a data flow. For exanple, it may include fl ow sender and
recei ver addresses, and protocol and port nunbers.

End-to- End QoS Signaling: The signaling process that manipul ates the
QS control information in the end-to-end path fromthe fl ow
sender to the flow receiver. Wen the end-to-end flow path
contai ns tunnel segnents, this docunent uses end-to-end QS
signaling to refer to the QS signaling outside the tunne
segrments. This docunent uses "end-to-end QS signaling” and "end-
to-end signaling"” interchangeably.

Tunnel QoS Signaling: The signaling process that manipul ates the QS
control information in the path inside a tunnel, between the
tunnel entry-point and the tunnel exit-point nodes. This docunent
uses "tunnel QoS signaling" and "tunnel signaling"

i nt erchangeabl y.

NSI S- Awar e Node: A node that supports NSIS signaling.

NSI S- Awar e Tunnel Endpoint Node: A tunnel endpoint node that is also
an NSI S node.

NSI S- Tunnel - Awar e Endpoi nt Node: An NSI S-aware tunnel endpoint node

that al so supports the nechanismfor NSIS operating over |IP
tunnel s defined in this docunent.
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3. Probl em St at enent
3.1. I P Tunneling Protocols

Tunnel from node B to node D

o e e e e e >
Tunnel Tunnel Tunne
Entry-Point Intermediate EXxit-Point
Node Node Node
+- + +- + +- + +- + +- +
| Al -->-/]-->-| B| ===== >z====| C| ===/ [/ ==>===| | -->--//-->--| E
+- + +- + +- + +- + +- +
Ori gi nal Ori gi nal
Packet Packet
Sour ce Destination
Node Node

Figure 1: |P Tunne

The follow ng description about IP tunneling is derived from
[ RFC2473] and adapted for both IPv4 and | Pv6.

IP tunneling (Figure 1) is a technique for establishing a "virtua
Iink" between two I P nodes for transnmitting data packets as payl oads
of I P packets. Fromthe point of view of the two nodes, this
"virtual link", called an IP tunnel, appears as a point-to-point |ink
on which IP acts like a link-layer protocol. The two |IP nodes play
specific roles. One node encapsul ates original packets received from
other nodes or fromitself and forwards the resulting tunnel packets
through the tunnel. The other node decapsul ates the received tunne
packets and forwards the resulting original packets towards their
destinations, possibly itself. The encapsulating node is called the
tunnel entry-point node (Tentry), and it is the source of the tunne
packets. The decapsul ating node is called the tunnel exit-point node
(Texit), and it is the destination of the tunnel packets.

An I P tunnel is a unidirectional nechanism- the tunnel packet flow
takes place in one direction between the IP tunnel entry-point and
exit-point nodes. Bidirectional tunneling is achieved by conbining
two unidirectional nechanisnms, that is, configuring two tunnels, each
in opposite direction to the other -- the entry-point node of one
tunnel is the exit-point node of the other tunnel

Figure 2 illustrates the original packet and the resulting tunne
packet. In a tunnel packet, the original packet is encapsul ated
within the tunnel header. The tunnel header contains two conponents,
the tunnel | P header and ot her tunnel-specific headers. The tunne

| P header specifies the tunnel entry-point node as the | P source
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address and the tunnel exit-point node as the |IP destination address,
causi ng the tunnel packet to be forwarded in the tunnel. The tunnel-
speci fic header between the tunnel |P header and the original packet
is optional, depending on the tunneling protocol in use.

B []----- +
| Original | |
| | Oiginal Packet Payl oad
| Header | |
B T T []----- +
< Ori gi nal Packet >
|
%
< Tunnel Headers > < Oiginal Packet >
Fommmm e oo - - mmmmemeeeeeeeeeeeeaa e J]--cmmmmeeeaaas +
| Tunnel | Tunnel - |
| IP | Specific | Ori gi nal Packet
| Header | Header |
R R e A +
< Tunnel | P Packet >

Figure 2: I P Tunnel Encapsul ation

Commonly used | P tunneling protocols include Generic Routing

Encapsul ation (GRE) [RFCL701] [ RFC2784], Generic Routing Encapsul ation
over | Pv4d Networks (GRElIPv4) [RFCL702] and | P Encapsulation within IP
(1 Pv4l Nl Pv4) [RFC1853][ RFC2003], M ninmal Encapsulation within IP

(M NENC) [ RFC2004], 1Pv6 over |Pv4 Tunneling (IPv6lN Pv4) [RFC4213],
Ceneric Packet Tunneling in IPv6 Specification (IPv6GEN) [ RFC2473]
and | Psec tunneling node [ RFC4301] [ RFC4303]. Anobng these tunneling
protocols, the tunnel headers in |Pv4l N Pv4, |Pv6l Nl Pv4, and | Pv6GEN
contain only a tunnel |P header, and no tunnel-specific header. Al
the other tunneling protocols have a tunnel header consisting of both
a tunnel | P header and a tunnel -specific header. The tunnel-specific
header is the CGRE header for GRE and GREl Pv4, the m ni num
encapsul ati on header for M NENC, and the ESP header for |Psec
tunneling node. As will be discussed in Section 4.3, sonme of the
tunnel -specific headers nay be used to identify a flowin the tunnel
and facilitate NSI'S operating over |IP tunnels.

3.2. NSIS QoS Signaling in the Presence of |IP Tunnels

Typically, applications use NSIS QoS signaling to reserve resources
for a flow along the flow path. NSIS QS signaling can be initiated
by either the flow sender or flow receiver. Figure 3 shows an
exanpl e scenario with five NSI'S nodes, including fl ow sender node A
flow receiver node E, and internmediate NSI S nodes B, C, and D. Nodes
that are not NSI'S QoS capable are not shown.
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NSI S QoS NSI S QoS NSI S QoS NSI S QoS NSI S QoS
Node Node Node Node Node

+- + +- + +- + +- + +- +

| Al -->-//-->-|B]----- >----|C---//-->--|D-->-//-->-]E

+- + +- + +- + +- + +- +

Fl ow Fl ow
Sender Recei ver
Node Node

Fi gure 3: Exanple Scenario of NSIS QoS Signaling

Figure 4 illustrates a sender-initiated signaling sequence in the
scenario of Figure 3. Sender node A sends a RESERVE nessage towards
recei ver node E. The RESERVE nessage gets forwarded by internediate
NSI'S Nodes B, C, and D and finally reaches receiver node E. Receiver
node E then sends back a RESPONSE nmessage confirm ng the QoS
reservation, again through the previous internediate NSIS nodes in
the flow path.

There are two inportant aspects in the above signaling process that
are worth nentioning. First, the flow sender does not initially know
exactly which internmedi ate nodes are NSI S-aware and shoul d be
involved in the signaling process for a flow fromnode A to node E

Di scovery of those nodes (nanely, nodes B, C, and D) is acconplished
by a separate NSIS peer discovery process (not shown above; see
[ RFC5971]). The NSI S peer discovery nessages contain special IP
header and payl oad formats or include a Router Alert Option (RAO
[ RFC2113] [RFC2711]. The special formats of NSI'S di scovery nessages
all ow nodes B, C, and Dto intercept the nmessages and subsequently
insert thenselves into the signaling path for the flow in question
After formation of the signaling path, all signaling nessages
corresponding to this flow will be passed to these nodes for
processing. Oher nodes that are not NSIS-aware sinply forward all
si gnal i ng messages, as they would any other |IP packets that do not
requi re additional handling.
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Node A Node B Node C Node D Node E
| | | | |
| RESERVE | | |
R > | | |
| | RESERVE | | |
| oo > | |
| | | RESERVE |
| | e > |
| | | | RESERVE |
| | | oo >
| | | | RESPONSE |
| | | S +
| | | RESPONSE |
| | ESEREEEEEREEES + |
| | RESPONSE | | |
| | <o + | |
| RESPONSE | | |
| <o + | | |
| | | |
| | | |

Figure 4: Sender-lnitiated NSIS QoS Signaling

Second, the goal of QoS signaling is to install control infornation
to give QS treatnent for the flow being signaled. Basic QS contro
informati on includes the data Flow I D for packet classification and
the type of QoS treatnent those packets are entitled to. The Flow ID
contains a set of header fields such as fl ow sender and receiver
addresses, and protocol and port nunbers.

Now consi der Figure 5 where nodes B, C, and D are endpoints and

i nternedi ate nodes of an IP tunnel. During the signaling path

di scovery process, node B can still intercept and process NSI S peer
di scovery messages if it recogni zes them before perform ng tunne
encapsul ati on; node D can identify NSIS peer discovery nessages after
perform ng tunnel decapsulation. A tunnel internedi ate node such as
node C, however, only sees the tunnel header of the packets and will
not be able to identify the original NSIS peer discovery nessage or
insert itself in the flow signaling path. Furthernore, the Flow ID
of the original flowis based on |IP header fields of the origina
packet. Those fields are also hidden in the payload of the tunne
packet. So, there is no way node C can classify packets belonging to
that flow in the tunnel
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4.

4.

Tunnel from node B to node D

Qo mm e e ee e >
Tunnel Tunnel Tunne
Entry-Point Internediate Exit-Point
NSI S QoS NSI S QoS NSI S QoS NSI S QoS NSI S QoS
Node Node Node Node Node
+- + +- + +- + +- + +- +
|A|__>__//__>__|Bl:::::>::::|C|::://::>:::|Dl__>__//__>__|El
+- + +- + +- + +- + +- +
Fl ow Fl ow
Sender Recei ver
Node Node

Figure 5. Exanple Scenario of NSIS QoS Signaling with I P Tunne

In summary, an | P tunnel segment normally appears |ike a QoS-unaware
virtual link. Since the best QS of an end-to-end path is judged
based on its weakest segnent, we need a nmechanismto extend NSIS into
the I P tunnel segnments, which should allow the tunnel internediate
nodes to intercept original NSIS signaling nessages and classify
original data flow packets in the presence of tunnel encapsul ation

Desi gn Overvi ew
1. Design Requirenents

W identify the follow ng design requirements for NSIS operating over
| P tunnels.

0 The mechani sm should work with all common | P tunneling protocols
listed in Section 3.1.

0o Some | P tunnels maintain preconfigured QoS sessions inside the
tunnel. The nmechani sm should work for IP tunnels both with and
wi t hout preconfigured tunnel QoS sessions.

0 The mechani sm should mininize the required upgrade to existing
infrastructure in order to facilitate its depl oynent.
Specifically, we should linit the necessary upgrade to the tunne
endpoi nt s.

0 The nmechani sm shoul d provide a nethod for one NSIS-tunnel -aware
endpoi nt to di scover whether the other endpoint is also NSIS-
tunnel - aware, when necessary.

0 The mechani sm should learn fromthe design experience of previous
rel ated work on RSVP over |P tunnels (RSVP-TUNNEL) [RFC2746],
whil e al so addressing the following major differences of NSIS from
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RSVP. First, NSIS is designed as a generic franework to
acconmodat e various signaling application needs, and therefore is
split into a signaling transport layer and a signaling application
| ayer; RSVP does not have a layer split and is designed only for
QS signaling. Second, NSIS QS NSLP allows both sender-initiated
and receiver-initiated reservations; RSVP only supports receiver-
initiated reservations. Third, NSIS deals only with unicast; RSVP
al so supports nulticast. Fourth, NSIS integrates a new SESSION-1D
feature which is different fromthe session identification concept
in RSVP.

4.2. Overall Design Approach

The overall design of this NSIS signaling and I P tunnel interworking
nmechani smdraws similar concepts from RSVP- TUNNEL [ RFC2746], but is
tail ored and extended for NSIS operation.

Since we only consider unidirectional flows, to accommopdate flows in
both directions of a tunnel, we require both tunnel entry-point and
tunnel exit-point to be NSIS-tunnel-aware. An NSIS-tunnel-aware
endpoi nt knows whet her the other tunnel endpoint is NSIS-tunnel-aware
ei ther through preconfiguration or through an NSI S-tunnel capability
di scovery mechani sm defined in Section 7.

Tunnel endpoints need to always intercept NSIS peer discovery
nmessages and insert thenselves into the NSIS signaling path so they
can receive all NSIS signaling nmessages and coordinate their
interaction with tunnel QoS.

To facilitate QS handling in the tunnel, an end-to-end QoS session
is mapped to a tunnel QoS session, either preconfigured or

dynami cally created. The tunnel session uses a tunnel Flow |ID based
on information available in the tunnel headers, thus allow ng tunne
i ntermedi ate nodes to classify flow packets correctly.

For tunnels that nmintain preconfigured QoS sessions, upon receivVving
a request to reserve resources for an end-to-end session, the tunne
endpoi nt maps the end-to-end QoS session to an existing tunne
session. To sinplify the design, the mapping decision is always nade
by the tunnel entry-point, regardl ess of whether the end-to-end
session uses sender-initiated or receiver-initiated NSI'S signaling
node. The details about which end-to-end session can be napped to
whi ch preconfigured tunnel session depend on policy nmechanisns

out side the scope of this docunent.

For tunnels that do not maintain preconfigured QoS sessions, the

NSI S-tunnel - aware endpoi nts dynam cally create and nanage a
correspondi ng tunnel QS session for the end-to-end session. Since
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the initiation node of both QS sessions can be sender-initiated or
receiver-initiated, to sinplify the design, we require that the
initiation node of the tunnel QoS session follows that of the end-to-
end QoS session. In other words, the end-to-end QoS session and its
correspondi ng tunnel QoS session are either both sender-initiated or
both receiver-initiated. To keep the handling nmechani sm consi st ent
with the case for tunnels with preconfigured QS sessions, the tunnel
entry-point always initiates the mappi ng between the tunnel session
and the end-to-end session.

As the mapping initiator, the tunnel entry-point records the
associ ati on between the end-to-end session and its correspondi ng
tunnel session, both in tunnels with and w thout preconfigured QS
sessions. This association serves two purposes, one for the
signaling plane and the other for the data plane. For the signaling
pl ane, the association enables the tunnel entry-point to coordinate
necessary interactions between the end-to-end and the tunnel QS
sessions, such as QoS adjustnent in sender-initiated reservations.

For the data plane, the association allows the tunnel entry-point to
correctly encapsul ate data fl ow packets according to the chosen
tunnel Flow ID. Since the tunnel Flow ID uses header fields that are
visible inside the tunnel, the tunnel intermnedi ate nodes can classify
the data flow packets and apply appropriate QoS treatnent.

In addition to the tunnel entry-point recording the association

bet ween the end-to-end session and its correspondi ng tunnel session
the tunnel exit-point also needs to maintain the sanme association for
simlar reasons. For the signaling plane, this association at the
tunnel exit-point enables the interaction of the end-to-end and the
tunnel QoS session such as QoS adjustnent in receiver-initiated
reservations. For the data plane, this association tells the tunne
exit-point that the relevant data fl ow packets need to be

decapsul ated according to the corresponding tunnel Flow |ID.

In tunnels with preconfigured QS sessions, the tunnel exit-point my
al so | earn about the nmapping infornation between the correspondi ng
tunnel and end-to-end QS sessions through preconfiguration as well.
In tunnel s without preconfigured QS sessions, the tunnel exit-point
knows the mappi ng between the correspondi ng tunnel and end-to-end QS
sessions through the NSIS signaling process that creates the tunne
QoS sessions inside the tunnel, with the hel p of appropriate QS NSLP
sessi on- bi ndi ng and nessage- bi ndi ng nechani sns.

One problem for NSIS operating over IP tunnels that dynamically
create QoS sessions is that it involves two signaling sequences. The
out come of the tunnel signaling session directly affects the outcone
of the end-to-end signaling session. Since the two signaling
sessions overlap in tine, there are circunstances when a tunne

Shen, et al. Experi ment al [ Page 12]



RFC 5979 NSI'S Operation over |P Tunnels March 2011

endpoi nt has to deci de whether it should proceed with the end-to-end

signaling session while it is still waiting for results of the tunne
session. This problemcan be addressed in two ways, nanely
sequential node and parallel node. In sequential node, end-to-end
signaling pauses while it is waiting for results of tunnel signaling,
and resunes upon recei pt of the tunnel signaling outconme. In
paral | el node, end-to-end signaling continues outside the tunne
while tunnel signaling is still in process and its outcone is

unknown. The parallel node may | ead to reduced signaling delays if
the QoS resources in the tunnel path are sufficient conpared to the
rest of the end-to-end path. |If the QoS resources in the tunnel path
are nore constraint than the rest of the end-to-end path, however,
the parallel node may | ead to wasted end-to-end signaling or nmay
necessitate renegotiation after the tunnel signaling outconme becones
available. 1In those cases, the signaling flow of the parallel node
al so tends to be conplicated. This docunent adopts a sequential node
approach for the two signaling sequences.

4.3. Tunnel Flow ID for Different IP Tunneling Protocols

A tunnel Flow ID identifies the end-to-end flow for packet
classification within the tunnel. The tunnel Flow ID is based on a
set of tunnel header fields. Different tunnel Flow |IDs can be chosen
for different tunneling nechanisns in order to mnimze the
classification overhead. This docunent specifies the follow ng Fl ow
ID formats for the respective tunneling protocols.

o For IPv6 tunneling protocols (IPv6GEN), the tunnel Flow ID
consi sts of the tunnel entry-point |IPv6 address and the tunne
exit-point IPv6 address plus a unique IPv6 flow | abel [RFC3697].

o For IPsec tunnel node (IPsec), the tunnel Flow ID contains the
tunnel entry-point | P address and the tunnel exit-point |P address
plus the Security Paranmeter |ndex (SPI).

o For all other tunneling protocols (GRE, GRElIPv4, |Pv4l N Pv4,
M NENC, |Pv6lI NI Pv4), the tunnel entry-point inserts an additiona
UDP header between the tunnel header and the original packet. The
Flow I D consists of the tunnel entry-point and tunnel exit-point
| P addresses and the source port nunber in the additional UDP
header. The source port nunber is dynanically chosen by the
tunnel entry-point and conveyed to the tunnel exit-point. In
these cases, it is especially inportant that the tunnel exit-point
under stands the additional UDP encapsul ation, and therefore can
correctly decapsul ate both the norrmal tunnel header and the
addi ti onal UDP header. |In other words, both tunnel endpoints need
to be NSIS-tunnel - aware.
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The above reconmendati ons about choosing the tunnel Flow ID apply to
dynami cally created QoS tunnel sessions. For preconfigured QS
tunnel sessions, the corresponding Flow ID is deternined by the
configuration nechanismitself. For exanple, if the tunnel QS is
Diffserv based, the Diffserv Code Point (DSCP) field value may be
used to identify the correspondi ng tunnel session

5. NSI'S Operation over Tunnels with Preconfigured QS Sessions

When tunnel QS is nmanaged by preconfigured QoS sessions, both the
tunnel entry-point and tunnel exit-point need to be configured with

i nformati on about the Flow I D of the tunnel QoS session. This allows
the tunnel endpoints to correctly perform matchi ng encapsul ating and
decapsul ati ng operations. The procedures of NSIS operating over
tunnel s with preconfigured QoS sessions depend on whether the end-to-
end NSIS signaling is sender-initiated or receiver-initiated. But in
both cases, it is the tunnel entry-point that first creates the
mappi ng between a tunnel session and an end-to-end session

5.1. Sender-initiated Reservation

Figure 6 illustrates the signaling sequence when end-to-end signaling
outside the tunnel is sender-initiated. Upon receiving a RESERVE
message fromthe sender, Tentry checks the tunnel QS configuration
det ermi nes whether and how this end-to-end session can be mapped to a
preconfigured tunnel session. The mapping criteria are part of the
preconfigurati on and outside the scope of this docunent. Tentry then
tunnel s the RESERVE nessage to Texit. Texit forwards the RESERVE
message to the receiver. The receiver replies with a RESPONSE

message that arrives at Texit, Tentry, and finally the sender. |If
t he RESPONSE nessage that Tentry receives confirns that the overal
signaling is successful, Tentry starts to encapsulate all inconing

packets of the data flow using the tunnel Flow ID corresponding to
the mapped tunnel session. Texit knows how to decapsul ate the tunne
packets because it recogni zes the mapped tunnel Flow |ID based on

i nformati on supplied during tunnel session preconfiguration
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Sender Tentry Tmi d Texi t Recei ver
| | | |
| RESERVE | | |
R > | | |
| | RESERVE |
| N RRREEEEEELE > |
| | | | RESERVE |
| | | oo >
| | | | RESPONSE |
| | | | <o +
| | RESPONSE |
| | < + |
|  RESPONSE | I
R + |
| |
| |

Figure 6: Sender-lInitiated End-to-End Session with Preconfigured
Tunnel QS Sessions

5. 2. Receiver-Initiated Reservation

Fi gure 7 shows the signaling sequence when end-to-end signaling
outside the tunnel is receiver-initiated. Upon receiving the first
end-to-end Query nessage, Tentry exam nes the tunnel QS
configuration, then updates and tunnels the Query nessage to Texit.
Texit decapsul ates the QUERY nessage, processes it, and forwards it
toward the receiver. The receiver sends back a RESERVE nessage
passing through Texit and arriving at Tentry. Tentry decides on

whet her and how the QoS request for this end-to-end session can be
mapped to a preconfigured tunnel session based on criteria outside
the scope of this docunment. Then, Tentry forwards the RESERVE
nmessage towards the sender. The signaling continues until a RESPONSE
message arrives at Tentry, Texit, and finally the receiver. |If the
RESPONSE nessage that Tentry receives confirns that the overal
signaling is successful, Tentry starts to encapsulate all inconing
packets of the data flow using the tunnel Flow ID corresponding to
the mapped tunnel session. Sinmilarly, Texit knows how to decapsul ate
the tunnel packets because it recogni zes the mapped tunnel Flow ID
based on information supplied during tunnel session preconfiguration

Since separate tunnel QoS signaling is not involved in preconfigured
QoS tunnels, Figures 6 and 7 make the tunnel |ook like a single
virtual link. The signaling path sinply skips all tunne

i nternedi ate nodes. However, both Tentry and Texit need to depl oy
the NSIS-tunnel-related functionalities described above, including
acting on the end-to-end NSIS signaling nessages based on tunnel QoS
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6.

status, mapping end-to-end and tunnel QoS sessions, and correctly
encapsul ati ng and decapsul ati ng tunnel packets according to the
tunnel protocol and the configured tunnel Flow ID

Sender Tentry Tmi d Texi t Recei ver
| | |
| QUERY | | | |
R >| | | |
| | QUERY | |
| N CEEEEEEEEEEEE >| |
| | | | QUERY |
| | | oo >|
| | | | RESERVE |
| | | | <o +
| | RESERVE |
| | <o + |
| RESERVE | | |
| <o + | | |
| RESPONSE | | |
R >| | | |
| | RESPONSE |
| N CEEEEECEEEEEE >| |
| | RESPONSE |
| |
| |
| |

Figure 7: Receiver-lnitiated End-to-End Session with Preconfigured
Tunnel QS Sessi ons

NSI'S Operation over Tunnels with Dynanically Created QoS Sessions

When there are no preconfigured tunnel QoS sessions, a tunnel can
apply the same NSI'S QoS signaling nmechani smused for the end-to-end
path to manage the QS inside the tunnel. The tunnel NSIS signaling
i nvol ves only those NSIS nodes in the tunnel forwarding path. The
Flow I Ds for the tunnel signaling are based on tunnel header fields.
NSI S peer discovery nmessages inside the tunnel distinguish thenselves
usi ng the tunnel header fields, which solves the problemfor tunne
internmedi ate NSI'S nodes to intercept signaling nessages.

When tunnel endpoints dynamically create tunnel QS sessions, the
initiation node of the tunnel session always follows the initiation
node of the end-to-end session. Specifically, when the end-to-end
session is sender-initiated, the tunnel session should also be
sender-initiated; when the end-to-end session is receiver-initiated,
the tunnel session should also be receiver-initiated.
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The tunnel entry-point conveys the corresponding tunnel Flow ID
associated with an end-to-end session to the tunnel exit-point during
the tunnel signaling process. The tunnel entry-point also inforns
the exit-point of the binding between the correspondi ng tunne

session and end-to-end session through the BOUND _SESSI ON | D QoS NSLP
message object. The reservation nessage dependenci es between the
tunnel session and end-to-end session are resolved using the MSG ID
and BOUND- MSG- | D obj ects of the QoS NSLP nessage bi ndi ng mechani sm

6.1. Sender-lnitiated Reservation

Fi gure 8 shows the typical nessagi ng sequence of how NSIS operates
over |P tunnels when both the end-to-end session and tunnel session
are sender-initiated. Tunnel signaling messages are distinguished
fromend-to-end nessages by a prinme synbol after the nessage nane.
The sender first sends an end-to-end RESERVE nessage (1) that arrives
at Tentry. Tentry chooses the tunnel Flow ID, creates the tunne
session, and associates the end-to-end session with the tunne
session. Tentry then sends a tunnel RESERVE nessage (2) matching
the request of the end-to-end session towards Texit to reserve tunne
resources. This RESERVE nessage (2) includes a MSG | D object that
contains a randomy generated 128-bit MSG ID. Meanwhile, Tentry
inserts a BOUND- MSG I D obj ect containing the same MSG ID as well as a
BOUND- SESSI ON- 1 D obj ect containing the SESSION-I1D of the tunne
session into the original RESERVE nessage, and sends this RESERVE
message (3) towards Texit using normal tunnel encapsulation. The
Message Bi ndi ng_Type flags of both the M5G | D and BOUND- MSG | D
objects in the RESERVE' and RESERVE nessages (2, 3) are SET,
indicating a bidirectional binding. The tunnel RESERVE nessage (2)
is processed hop-by-hop inside the tunnel for the flow identified by
the chosen tunnel Flow ID, while the end-to-end RESERVE nessage (3)
passes through the tunnel internediate nodes (Tmid) just |ike other
tunnel ed packets. These two nessages could arrive at Texit in
different orders, and the reaction of Texit in these different
situations should conbine the tunnel QoS nessage processing rules
with the QoS NSLP processing principles for nessage binding

[ RFC5974], as illustrated bel ow.

The first possibility is shown in the exanpl e nmessagi ng fl ow of

Fi gure 8, where the tunnel RESERVE nessage (2), also known as the
triggering nessage in QS NSLP nessage binding terns, arrives first.
Since the nessage binding is bidirectional, Texit records the MSGID
of the RESERVE nessage (2), enqueues it and starts a MsglDWait timer
wai ting for the end-to-end RESERVE nessage (3), also known as the
bound signaling nmessage in QS NSLP nessage binding ternms. The timer
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Sender Tentry Tm d Texi t Recei ver
| | | | |
| RESERVE(1) | | | |
oo >| | | |
| | RESERVE' (2) | | |
| + >| | |
| | | RESERVE (2) |
| | + >| |
| | RESERVE( 3) | |
| oo >| |
| | | RESPONSE (4) |
| | | < + |
| | RESPONSE (4) | | |
| | < + | |
| | | | RESERVE(5) |
| | | At >|
| | | | RESPONSE( 6)
| | | <o +
| | RESPONSE( 6) |
| | <-mmmmmmme e + |
| RESPONSE(6) | |
| L + |
| |
| |

(1,5): RESERVE w 0 BOUND- MSG- | D and BOUND- SESSI ON- | D
(2): RESERVE w MBG ID
(3): RESERVE W BOUND- MSG | D and BOUND- SESSI ON-1 D

Figure 8: Sender-lInitiated Reservation for Both End-to-End and Tunne
Si gnal i ng

value is set to the default retransmi ssion tineout period
QOSNSLP_REQUEST_RETRY. When the end-to-end RESERVE nessage (3)
arrives, Texit notices that there is an existing stored M5G | D which
mat ches the MSG I D in the BOUND- MSG | D obj ect of the inconi ng RESERVE
message (3). Therefore, the nmessage binding condition has been
satisfied. Texit resunes processing of the tunnel RESERVE nessage
(2), creates the reservation state for the tunnel session, and sends
a tunnel RESPONSE nessage (4) to Tentry. At the same tinme, Texit
checks t he BOUND- SESSI ON- I D obj ect of the end-to-end RESERVE nessage
(3) and records the binding of the corresponding tunnel session with
the end-to-end session. Texit also updates the end-to-end RESERVE
nmessage based on the result of the tunnel session reservation
renoves its tunnel BOUND- SESSI ON-I D and BOUND- MSG | D obj ect and
forwards the end-to-end RESERVE nessage (5) along the path towards
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the receiver. Wen the receiver receives the end-to-end RESERVE
message (5), it sends an end-to-end RESPONSE nessage (6) back to the
sender.

The second possibility is that the end-to-end RESERVE nessage arrives
before the tunnel RESERVE nessage at Texit. In that case, Texit

noti ces a BOUND- SESSI ON-1 D obj ect and a BOUND- MSG | D object in the
end-t o-end RESERVE nessage, but realizes that the tunnel session does
not exist yet. So, Texit enqueues the RESERVE nessage and starts a
Msgl DWAit tinmer. The tinmer value is set to the default

retransm ssion tinmeout period QOSNSLP_REQUEST RETRY. \When the
correspondi ng tunnel RESERVE nessage arrives with a MSG | D nat ching
that of the outstandi ng BOUND- MSG- I D obj ect, the nessage binding
condition is satisfied. Texit sends a tunnel RESPONSE nessage back
to Tentry and updates the end-to-end RESERVE nessage by incorporating
the result of the tunnel session reservation, as well as renoving the
tunnel BOUND- SESSI ON- I D and BOUND- M5G I D objects. Texit then
forwards the end-to-end RESERVE nessage al ong the path towards the
receiver. Wen the receiver receives the end-to-end RESERVE nessage,
it sends an end-to-end RESPONSE nessage back to the sender

Yet another possibility is that the tunnel RESERVE nessage arrives
at Texit first, but the end-to-end RESERVE nessage never arrives. 1In
that case, the MsglDWait tiner for the queued tunnel RESERVE nessage
will expire. Texit should then send a tunnel RESPONSE nessage back
to Tentry indicating a reservation error has occurred, and di scard
the tunnel RESERVE nessage. The last possibility is that the end-
to-end RESERVE nessage arrives at Texit first, but the tunne

RESERVE nmnessage never arrives. |In that case, the Msgl DWait tiner
for the queued end-to-end RESERVE nessage will expire. Texit should
then treat this situation as a local reservation failure, and
according to [RFC5974], Texit as a stateful QS NSLP shoul d generate
an end-to-end RESPONSE nessage indicating RESERVE error to the
sender.

Once the end-to-end and the tunnel QoS session have both been
successfully created and associ ated, the tunnel endpoints Tentry and
Texit coordinate the signaling between the two sessions and make sure
that adjustment or teardown of either session may trigger simlar
actions for the other session as necessary, by invoking appropriate
si gnal i ng nmessages.

6.2. Receiver-Initiated Reservation
Figure 9 shows the typical messagi ng sequence of how NSIS signaling
operates over |P tunnels when both end-to-end and tunnel sessions are

receiver-initiated. Upon receiving an end-to-end QUERY nessage (1)
fromthe sender, Tentry chooses the tunnel Flow ID and sends a tunne
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Sender Tentry Tmi d Texi t Recei ver
| | | |
| QUERY(1) | | | |
AREEETEEEEEES >| , | | |
| | QUERY (2) | | |
| + > | | |
| | | QUERY' (2) | |
| | + >| |
| | | RESPONSE (3) |
| | | < + |
| | RESPONSE (3) | | |
| | < + | |
| | QUERY( 4) | |
| tommooi e >| |
| | | | QUERY(5) |
| | | to-o-oooooooo- >|
| | | | RESERVE(6) |
| | | | <----mmmm----- +
| | | RESERVE' (7) |
| | | < + |
| | RESERVE (7) | | |
| | < + | |
| | RESERVE( 8) | |
| | <-------ooeeee e + |
| | RESPONSE (9) | | |
| + >| | |
| | | RESPONSE (9) |
| | + >| |
| RESERVE(10) | | | |
| <-------o----- + | | |
| RESPONSE(11) | | | |
to-moooioeooe >| | | |
| | RESPONSE( 11) | |
| L bbb bbbty >| |
| | RESPONSE(11)
| oo >|
| |
| |

Shen,
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(1), (5): QUERY w RESERVE-I NI
(2): QUERY W RII

(4): QUERY w RESERVE-IN T and BOUND- SESSION-| D

(6), (10): RESERVE w o BOUND- SESSI ON- | D
(7): RESERVE' W MSG I D

(8): RESERVE w BOUND- MSG | D and BOUND- SESSI ON- | D

Figure 9: Receiver-lnitiated Reservation for Both End-to-end and

Tunnel Signaling
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QUERY' nessage (2) matching the request of the end-to-end session
towards Texit. This tunnel QUERY' nmessage (2) is neant to discover
QoS characteristics of the tunnel path, rather than initiate an
actual reservation. Therefore, it includes a Request Ildentification
Information (RII) object but does not set the RESERVE-INIT flag. The
tunnel QUERY' nessage (2) is processed hop-by-hop inside the tunne
for the flowidentified by the tunnel Flow ID. Wen Texit receives
this tunnel QUERY' nessage (2), it replies with a correspondi ng
tunnel RESPONSE nessage (3) containing the tunnel path
characteristics. After receiving the tunnel RESPONSE nmessage (3),
Tentry creates the tunnel session, generates an outgoing end-to-end
QUERY nessage (4) considering the tunnel path characteristics,
appends a tunnel BOUND- SESSI ON-1 D obj ect containing the tunne

SESSI ON-1 D, and sends it toward Texit using nornmal tunne
encapsul ati on. The end-to-end QUERY nessage (4) passes al ong tunne
i nternedi ate nodes |ike other tunnel ed packets. Upon receiving this
end-to-end QUERY nessage (4), Texit notices the tunnel session

bi ndi ng, creates the tunnel session state, renoves the tunnel BOUND
SESSI ON- |1 D obj ect, and forwards the end-to-end QUERY nessage (5)
further along the path.

The end-to-end QUERY nessage (5) arrives at the receiver and triggers
a RESERVE nessage (6). \When Texit receives the RESERVE nessage (6),
it notices that the session is bound to a receiver-initiated tunne
session. Therefore, Texit triggers a RESERVE nessage (7) toward
Tentry for the tunnel session reservation. This tunnel RESERVE
message (7) includes a randomly generated 128-bit MSG ID. Meanwhile
Texit inserts a BOUND- MSG I D object containing the sane MSG ID and a
BOUND- SESSI ON- 1 D obj ect containing the tunnel SESSION-ID into the
end-t o-end RESERVE nessage (8), and sends it towards Tentry using
normal tunnel encapsul ation. The Message Bi nding Type flags of the
MSG | D and BOUND- MSG- | D obj ects in the RESERVE and RESERVE nessages
(7,8) are SET, indicating a bidirectional binding.

At Tentry, the tunnel RESERVE nessage (7) and the end-to-end RESERVE
message (8) could arrive in either order. In a typical case shown in
Figure 9, the tunnel RESERVE nessage (7) arrives first. Tentry then
records the MSG I D of the tunnel RESERVE nessage (7) and starts a
Msgl DVAit tiner. Wen the end-to-end RESERVE nessage (8) with the
BOUND- MSG- | D obj ect contai ning the same MSG ID arrives, the nessage
binding condition is satisfied. Tentry resunes processing of the
tunnel RESERVE' nessage (7), creates the reservation state for the
tunnel session, and sends a tunnel RESPONSE' nessage (9) to Texit.

At the sanme tine, Tentry creates the outgoing end-to-end RESERVE
nmessage (10) by incorporating results of the tunnel session
reservation and renovi ng the BOUND- SESSI ON-1 D and BOUND- MSG | D
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objects, and forwards it along the path towards the sender. Wen the
sender receives the end-to-end RESERVE nessage (10), it sends an end-
t o-end RESPONSE nessage (11) back to the receiver

If the end-to-end RESERVE nessage arrives before the tunnel RESERVE
message at Tentry, or either of the two nessages fails to arrive at
Tentry, the processing rules at Tentry are sinilar to those of Texit
in the situation discussed in Section 6.1.

Once the end-to-end and the tunnel QoS session have both been
successfully created and associ ated, the tunnel endpoints Tentry and
Texit coordinate the signaling between the two sessions and make sure
that adjustnent or teardown of either session can trigger simlar
actions for the other session as necessary, by invoking appropriate
si gnal i ng nmessages.

7. NSIS-Tunnel Signaling Capability Discovery

The mechani sm of NSIS operating over IP tunnels requires the

coordi nation of both tunnel endpoints in tasks such as specia
encapsul ati on and decapsul ati on of data fl ow packets according to the
chosen tunnel Flow ID, as well as the possible creation and

adj ustnent of the end-to-end and tunnel QoS sessions. Therefore, one
NSI S-tunnel - awar e endpoi nt needs to know that the other tunne
endpoint is also NSIS-tunnel-aware before initiating this nechanism
of NSIS operating over IP tunnels. |In sonme cases, especially for IP
tunnels with preconfigured QoS sessions, an NSI S-tunnel -aware
endpoi nt can | earn about whether the other tunnel endpoint is also
NSI S-tunnel - aware through preconfiguration. 1In other cases where
such preconfiguration is not available, the initiating NSIS-tunnel-
awar e endpoi nt may dynamically di scover the other tunnel endpoint’s
capability through a QoS NSLP NODE_CAPABI LI TY_TUNNEL object defi ned
in this section.

The NODE_CAPABI LI TY_TUNNEL object is a zero-length object with a
standard NSLP obj ect header as shown in Figure 10.

1 2 3
1234567890123456789012345678901
+ B S Tl s ok I S Y S S S e i S S i
| Al Blr]|r] Type [rir]r]r] Length
+ B i T s i e e e el e S e e S e el ik i o ShIE TR SR S

Fi gure 10: NODE_CAPABI LI TY_TUNNEL bhj ect For mat

Type: NODE_CAPABI LI TY_TUNNEL (0x015) fromthe shared NSLP object type
space
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Length: O

The bits marked ' A" and 'B' define the desired behavior for objects
whose Type field is not recognized. |f a node does not recognize the
NODE_CAPABI LI TY_TUNNEL obj ect, the desired behavior is "Forward"

That is, the object nust be retained unchanged and forwarded as a
result of nessage processing. This is satisfied by setting "AB to
"10'.

The 'r’ bit stands for ’'reserved’

The NODE_CAPABI LI TY_TUNNEL object is included in a tunnel QUERY' or
RESERVE' nessage by a tunnel endpoint that needs to | earn about the
other endpoint’s capability for NSIS tunnel handling. |f the
receiving tunnel endpoint is indeed NSIS-tunnel-aware, it recognizes
this object and knows that the sending endpoint is NSIS-tunnel-aware.
The receiving tunnel endpoint places the sane object in a tunne
RESPONSE' nessage to informthe sending endpoint that it is also

NSI S-tunnel -aware. The use of the NODE _CAPABI LI TY TUNNEL object in
the cases of sender-initiated reservation and receiver-initiated
reservation are as follows.

First, assunme that the end-to-end session is sender-initiated as in
Figure 8, and the NSI S-tunnel -aware Tentry wants to di scover the NSI S
tunnel capability of Texit. After receiving the first end-to-end
RESERVE nessage (1), Tentry inserts an RI| object and a
NODE_CAPABI LI TY_TUNNEL object into the tunnel RESERVE nessage (2)
and sends it to Texit. If Texit is NSIS-tunnel-aware, it |earns from
t he NODE_CAPABI LI TY_TUNNEL object that Tentry is also NSIS-tunnel -
aware and includes the sane object into the tunnel RESPONSE nessage
(4) sent back to Tentry.

Second, assume that the end-to-end session is receiver-initiated as
in Figure 9, and the NSIS-tunnel -aware Tentry wants to di scover the
NSI S tunnel capability of Texit. Upon receiving the first end-to-end
QUERY nessage (1), Tentry inserts an Rl object and a
NODE_CAPABI LI TY_TUNNEL object in the tunnel QUERY' nessage (2) and
sends it toward Texit. |If Texit is NSIS-tunnel-aware, it |earns from
t he NODE_CAPABI LI TY_TUNNEL object that Tentry is also NSIS-tunnel -
aware and includes the sane object tunnel RESPONSE nessage (3) sent
to Tentry.

8. | ANA Consi derations
Thi s docunent defines a new object type call ed NODE_CAPABI LI TY_TUNNEL
for QS NSLP. Its Type value (0x015) has been assigned by I ANA. The

object format and the setting of the extensibility bits are defined
in Section 7.
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9.

10.

Security Considerations

This NSIS and I P tunnel interoperation nmechanismhas two | Psec-

rel ated security inplications. First, NSIS nessages nmay require per-
hop processing within the IPsec tunnel, and that is potentially

i nconpatible with I1Psec. A similar problemexists for RSVP
interacting with I Psec, when the Router Alert option is used
(Appendi x A. 1 of RFC 4302 [RFC4302]). |If this nechanismis indeed
used for NSIS and | Psec tunnels, a so-called covert channel could
exi st where soneone can create spurious NSIS signaling flows within
the protected network in order to create signaling in the outside

net wor k, which then soneone else is nonitoring. For highly secure
networks, this would be seen as a way to snuggl e infornmation out of
the network, and therefore this channel will need to be rate-limted.
A similar covert channel rate-linmit problemexists for using
Differentiated Services (DS) or Explicit Congestion Notification
(ECN) fields with IPsec (Section 5.1.2 of RFC 4301 [ RFC4301]).

Second, since the NSIS-tunnel -aware endpoint is responsible for
adapti ng changes between the NSIS signaling both inside and outside
the tunnel, there could be additional risks for an |Psec endpoint
that is also an NSI S-tunnel -aware endpoint. For exanple, security
vul nerability (e.g., buffer overflow) on the NSIS stack of that |Psec
tunnel endpoint may be exposed to the unprotected outside network.
Neverthel ess, it should also be noted that if any node al ong the
signaling path is conpromi sed, the whol e end-to-end QS signaling
coul d be affected, whether or not the end-to-end path includes an

| Psec tunnel

Several other docunents discuss security issues for NSIS. Genera
threats for NSIS can be found in [RFC4081]. Security considerations
for NSIS NTLP and QoS NSLP are discussed in [RFC5971] and [ RFC5974],
respectively.
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