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Abstract

Thi s docunent di scusses the use of the Internet Control Message
Protocol (ICWMP) to performa variety of attacks against the

Transm ssion Control Protocol (TCP). Additionally, this docunent
descri bes a nunber of widely inplenmented nodifications to TCP' s
handl i ng of ICVMP error nessages that help to mtigate these issues.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww.rfc-editor.org/info/rfc5927
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1

I ntroduction

| VP [ RFC0792] [RFC4443] is a fundanmental part of the TCP/IP protoco
suite, and is used mainly for reporting network error conditions.
However, the current specifications do not reconmend any kind of

val i dati on checks on the received | CVMP error nessages, thus allow ng
a variety of attacks against TCP [ RFC0793] by neans of | CWP, which

i nclude blind connection-reset, blind throughput-reduction, and blind
per f or mance- degradi ng attacks. All of these attacks can be perforned
even when the attacker is off-path, without the need to sniff the
packets that correspond to the attacked TCP connecti on

Whil e the possible security inplications of | CMP have been known in
the research community for a long tinme, there has never been an

of ficial proposal on howto deal with these vulnerabilities. In
2005, a disclosure process was carried out by the UK s Nationa
Infrastructure Security Co-ordination Centre (N SCC) (now CPNI,
Centre for the Protection of National Infrastructure), with the

col I aborati on of other conputer energency response teans. A |arge
nurmber of inplenentations were found vulnerable to either all or a
subset of the attacks discussed in this docunment [N SCC][US-CERT].
The affected systenms ranged from TCP/I P i npl enent ati ons neant for
desktop computers, to TCP/IP inplenentati ons neant for core |nternet
routers.

It is clear that inplenmentations should be nore cautious when
processing | CMP error nessages, to eliminate or nitigate the use of
ICVMP to perform attacks agai nst TCP [ RFC4907] .

This docunent ains to raise awareness of the use of ICMP to performa
variety of attacks against TCP, and discusses several counter-
nmeasures that elimnate or nmininize the inpact of these attacks.

Most of the these counter-neasures can be inplenented while stil

remai ning conpliant with the current specifications, as they sinply
descri be reasons for not taking the advice provided in the
specifications in terns of "SHOULDs", but still conply with the
requirenents stated as " MJSTs"

W note that the counter-neasures discussed in this docunent are not
part of standard TCP behavior, and this docunent does not change that
state of affairs. The consensus of the TCPM W5 ( TCP Mai nt enance and
M nor Extensions Working Group) was to docunent this w despread

i mpl enent ati on of nonstandard TCP behavi or but to not change the TCP
st andar d.

Section 2 provides background information on | CMP. Section 3
di scusses the constraints in the general counter-measures that can be
i npl enent ed agai nst the attacks described in this docunent.
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Section 4 describes several general validation checks that can be

i npl enented to nitigate any | CMP-based attack. Finally, Section 5,
Section 6, and Section 7, discuss a variety of |ICMP attacks that can
be performed agai nst TCP, and describe attack-specific counter-
measures that elimnate or greatly nmitigate their inpact.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Background
2.1. The Internet Control Message Protocol (ICW)

The Internet Control Message Protocol (ICWP) is used in the Internet
architecture mainly to performthe fault-isolation function, that is,
the group of actions that hosts and routers take to determ ne that
there is sone network failure [ RFC0816].

When an internediate router detects a network problemwhile trying to
forward an I P packet, it will usually send an | CVP error nessage to
the source system to informthe source system of the network problem
taking place. |In the sane way, there are a nunber of scenarios in
whi ch an end-system may generate an |CMP error nessage if it finds a
probl em whil e processing a datagram The received ICMP errors are
handed to the correspondi ng transport-protocol instance, which wll
usual ly performa fault recovery function

It is inmportant to note that I CMP error nmessages are transmitted
unreliably and nmay be discarded due to data corruption, network
congestion, or rate-limting. Thus, while they provide usefu

i nformation, upper-layer protocols cannot depend on |ICVMP for correct
operati on.

It should be noted that there are no tineliness requirenents for |ICW
error nessages. |CMP error nessages could be del ayed for various
reasons, and at least in theory could be received with an arbitrarily
long delay. For exanple, there are no existing requirenents that a
router flush any queued | CVMP error nessages when it is rebooted.

2.1.1. 1Qw for IP version 4 (1CWwv4)

[ RFCO792] specifies the Internet Control Message Protocol (ICWP) to
be used with the Internet Protocol version 4 (IPv4) -- henceforth
"ICwPv4". It defines, anmong other things, a nunber of error nessages
that can be used by end-systens and internedi ate systens to report
errors to the sending system The Host Requirenments RFC [ RFC1122]
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classifies |CMPv4 error nessages into those that indicate "soft
errors", and those that indicate "hard errors", thus roughly defining
the semantics of them

The 1 CQwPv4 specification [ RFC0792] al so defines the | CMPv4 Source
Quench nmessage (type 4, code 0), which is nmeant to provide a
mechani sm for flow control and congestion control

[ RFC1191] defines a nechanismcalled "Path MU D scovery" (PMIUD)
whi ch makes use of | CWPv4 error nessages of type 3 (Destination
Unreachabl e), code 4 (fragnentati on needed and DF bit set) to allow
systens to determine the MIU of an arbitrary internet path.

Finally, [RFC4884] redefines selected | CMPv4 nessages to include an
extension structure and a length attribute, such that those | CVWv4
nmessages can carry additional information by encodi ng that
information in the extension structure.

Appendi x D of [RFC4301] provides information about which | CMPv4 error
messages are produced by hosts, internediate routers, or both.

2.1.2. 1CQw for IP version 6 (I CWVPVv6)

[ RFC4443] specifies the Internet Control Message Protocol (ICWPV6) to
be used with the Internet Protocol version 6 (IPv6) [RFC2460].

[ RFC4443] defines the "Packet Too Big" (type 2, code 0) error
message, which is anal ogous to the ICMPv4 "fragmentati on needed and
DF bit set” (type 3, code 4) error nessage. [RFC1981] defines the
Path MIU Di scovery mechanismfor |P version 6, which nmakes use of
these nessages to deternmine the MIU of an arbitrary internet path.

Finally, [RFC4884] redefines selected | CMPv6 nessages to include an
extension structure and a length attribute, such that those | CVPv6
messages can carry additional information by encodi ng that
information in the extension structure.

Appendi x D of [RFC4301] provides information about which | CMPv6 error
nmessages are produced by hosts, internmediate routers, or both.

2.2. Handling of 1CVW Error Messages
The Host Requirenents RFC [ RFC1122] states in Section 4.2.3.9 that

TCP MJST act on an | CWMP error nessage passed up fromthe | P |ayer,
directing it to the connection that triggered the error
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In order to allow | CMP nessages to be denultiplexed by the receiving
system part of the original packet that triggered the nessage is
included in the payload of the ICW error nmessage. Thus, the

recei ving system can use that information to match the 1CW error to
the transport protocol instance that triggered it.

Nei t her the Host Requirenents RFC [ RFC1122] nor the original TCP
specification [ RFC0793] recomrends any validation checks on the
received | CMP nessages. Thus, as long as the | CWP payl oad contai ns
the information that identifies an existing comruni cation instance,
it wll be processed by the correspondi ng transport-protoco

i nstance, and the corresponding action will be perforned.

Therefore, in the case of TCP, an attacker could send a crafted | CWP
error nessage to the attacked system and, as long as he is able to
guess the four-tuple (i.e., Source |IP Address, Source TCP port,
Destination | P Address, and Destination TCP port) that identifies the
comuni cation instance to be attacked, he will be able to use ICW to
performa variety of attacks

Generally, the four-tuple required to performthese attacks is not
known. However, as discussed in [Watson] and [ RFC4953], there are a
nunber of scenarios (notably that of TCP connections established
between two BGP routers [RFC4271]) in which an attacker may be able
to know or guess the four-tuple that identifies a TCP connection. In
such a case, if we assune the attacker knows the two systens invol ved
in the TCP connection to be attacked, both the client-side and the
server-side | P addresses could be known or be within a reasonable
nunber of possibilities. Furthernore, as nost Internet services use
the so-called "well-known" ports, only the client port nunber ni ght
need to be guessed. 1In such a scenario, an attacker would need to
send, in principle, at nost 65536 packets to performany of the
attacks described in this docunent. These issues are exacerbated by
the fact that nost systens choose the port nunbers they use for

out goi ng connections froma subset of the whole port nunber space,

t hus reducing the anpbunt of work needed to successfully performthese
att acks.

The need to be nore cauti ous when processing received | CVP error
messages in order to mtigate or elinmnate the inpact of the attacks
described in this RFC has been docunented by the Internet
Architecture Board (1 AB) in [RFC4907].

2.3. Handling of ICMP Error Messages in the Context of |Psec
Section 5.2 of [RFC4301] describes the processing of inbound IP

traffic in the case of "unprotected-to-protected". |In the case of
| CMP, when an unprotected |ICVP error nessage is received, it is
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mat ched to the correspondi ng security association by nmeans of the SP
(Security Paranmeters Index) included in the payl oad of the | CVMP error
message. Then, local policy is applied to determ ne whether to
accept or reject the nessage and, if accepted, what action to take as
aresult. For exanple, if an I CVMP Destination Unreachabl e nessage is
recei ved, the inplenentation nust deci de whether to act on it, reject
it, or act on it with constraints. Section 8 ("Path MIU DF
Processing") discusses the processing of unauthenticated | CMPv4
"fragmentati on needed and DF bit set" (type 3, code 4) and | CMPv6
"Packet Too Big" (type 2, code 0) nessages when an | Psec

i npl ementation is configured to process (vs. ignore) such nessages.

Section 6.1.1 of [RFC4301] notes that processing of unauthenticated
| CVMP error nmessages may result in denial or degradation of service,
and therefore it would be desirable to ignore such nessages.
However, it also notes that in many cases, ignoring these | CW
messages can degrade service, e.g., because of a failure to process
PMIUD and redirection nessages, and therefore there is also a
notivation for accepting and acting upon them It finally states
that to accommpdate both ends of this spectrum a conpliant |Psec

i mpl enentati on MUST pernit a |l ocal administrator to configure an

| Psec inplenentation to accept or reject unauthenticated | CW
traffic, and that this control MJST be at the granularity of |CW
type and MAY be at the granularity of |ICVP type and code
Additionally, an inplenentati on SHOULD i ncor porate mechani sns and
paraneters for dealing with such traffic.

Thus, the policy to apply for the processing of unprotected |ICW
error nessages is left up to the inplenentati on and adm ni strator

3. Constraints in the Possible Sol utions

If a host wants to performvalidation checks on the received | CWP
error nessages before acting on them it is linmted by the piece of
the packet that triggered the error that the sender of the I CVWP error
message chose to include in the | CWP payload. This constrains the
possi bl e validati on checks, as the nunber of bytes of the packet that
triggered the error nessage that is included in the |CWP payload is
limted.

For 1 CwWPv4, [RFC0792] states that the I P header plus the first

64 bits of the packet that triggered the | CMPv4 nessage are to be

i ncluded in the payload of the ICMPv4 error nessage. Thus, it is
assumed that all data needed to identify a transport protoco

i nstance and process the | CMPv4 error nmessage is contained in the
first 64 bits of the transport protocol header. Section 3.2.2 of

[ RFC1122] states that "the Internet header and at least the first 8
data octets of the datagramthat triggered the error" are to be
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i ncluded in the payload of | CMPv4 error nessages, and that "nore than
8 octets MAY be sent", thus allow ng inplenentations to include nore
data fromthe original packet than those required by the origina

| CMPv4 specification. The "Requirenments for I P Version 4 Routers”
RFC [ RFC1812] states that | CMPv4 error nessages "SHOULD contain as
much of the original datagram as possible without the I ength of the

| CMP dat agram exceedi ng 576 bytes"

Thus, for | CMPv4 nessages generated by hosts, we can only expect to
get the entire I P header of the original packet, plus the first

64 bits of its payload. For TCP, this nmeans that the only fields
that will be included in the | CWPv4 payl oad are the source port
nunber, the destination port nunber, and the 32-bit TCP sequence
number. This clearly inposes a constraint on the possible validation
checks that can be perforned, as there is not nuch infornmation
avai | abl e on which to performthem

This nmeans, for exanple, that even if TCP were signing its segnments
by neans of the TCP MD5 signature option [ RFC2385], this nmechani sm
could not be used as a counter-neasure agai nst | CVMP-based attacks,
because, as | CWP nessages include only a piece of the TCP segnent
that triggered the error, the M5 [ RFC1321] signature could not be
recal cul ated. In the sanme way, even if the attacked peer were
authenticating its packets at the | P |layer [ RFC4301], because only a
part of the original |IP packet would be available, the signature used
for authentication could not be recal cul ated, and thus the

aut henti cation header in the original packet could not be used as a
count er-neasure for | CWMP-based attacks agai nst TCP

[ RFC4884] updated [ RFC0792] and specified that | CMPv4 Destination
Unreachabl e (type 3), Tine Exceeded (type 11), and Paraneter Problem
(type 12) nessages that have an | CVP Extension Structure appended
include at least 128 octets in the "original datagrant field. This
woul d i nprove the situation, but at the tine of this witing,

[ RFC4884] is not yet w dely deployed for end-systens.

For | Pv6, the payload of | CMPv6 error nessages includes as nany
octets fromthe | Pv6 packet that triggered the | CVMPv6 error nessage
as will fit without making the resulting | CVWPv6 error nmessage exceed
the mninum | Pv6 MIU (1280 octets) [RFC4443]. Thus, nore information
is available than in the I Pv4 case.

Hosts could require |CMP error nessages to be authenticated

[ RFC4301], in order to act upon them However, while this

requi renent could nmake sense for those I CVP error nessages sent by
hosts, it would not be feasible for those |ICVWP error nessages
generated by routers, as this would inply either that the attacked
system shoul d have a security association [ RFC4301] with every
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existing internediate system or that it should be able to establish
one dynanmically. Current |evels of deploynent of protocols for
dynani ¢ establishnent of security associations nmakes this unfeasible.
Additionally, this would require routers to use certificates with
pat hs compatible for all hosts on the network. Finally, there may be
sonme scenarios, such as enbedded devices, in which the processing
power requirenments of authentication nmight not allow | Psec

aut hentication to be inplenented effectively.

4. General Counter-Measures against | CMP Attacks

The followi ng subsections describe a nunber of mitigation techniques
that help to elimnate or mtigate the inpact of the attacks

di scussed in this docunent. Rather than being alternative counter-
nmeasures, they can be inplenented together to increase the protection
agai nst these attacks.

4.1. TCP Sequence Nunmber Checking

The current specifications do not inpose any validity checks on the
TCP segnment that is contained in the | CWP payl oad. For instance, no
checks are perforned to verify that a received | CVMP error nmessage has
been triggered by a segnent that was "in flight" to the destination
Thus, even stale ICVP error nessages will be acted upon.

Many TCP i npl ement ati ons have incorporated a validation check such
that they react only to those I CVP error nessages that appear to
relate to segnents currently "in flight" to the destination system
These i npl enent ati ons check that the TCP sequence nunber contained in
the payload of the ICMP error nessage is within the range

SND. UNA =< SEG SEQ < SND. NXT. This neans that they require that the
sequence nunber be within the range of the data already sent but not
yet acknowl edged. If an I CVWP error nessage does not pass this check
it is discarded

Even if an attacker were able to guess the four-tuple that identifies
the TCP connection, this additional check would reduce the
possibility of considering a spoofed | CVWP packet as valid to

Fl i ght _Size/27""32 (where Flight_Size is the nunber of data bytes

al ready sent to the renote peer, but not yet acknow edged [ RFC5681]).
For connections in the SYN-SENT or SYN RECEI VED states, this would
reduce the possibility of considering a spoofed | CMP packet as valid
to 1/2~"32. For a TCP endpoint with no data "in flight", this would
completely elimnate the possibility of success of these attacks.

This validation check has been inplenmented in Linux [Linux] for many

years, in OpenBSD [ OpenBSD] since 2004, and in FreeBSD [ FreeBSD] and
Net BSD [ Net BSD] si nce 2005.
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It is inportant to note that while this check greatly increases the
nunber of packets required to performany of the attacks discussed in
this docunent, this may not be enough in those scenarios in which
bandwi dth is easily available and/or large TCP wi ndows [ RFC1323] are
in use. Additionally, this validation check does not help to prevent
on-path attacks, that is, attacks perforned in scenarios in which the
attacker can sniff the packets that correspond to the target TCP
connecti on.

It should be noted that, as there are no tineliness requirenments for
| CMP error nmessages, the TCP Sequence Nunmber check described in this
section mght cause legitinmate | CVMP error nessages to be di scarded.
Al'so, even if this check is enforced, TCP might end up responding to
stale |CWMP error nessages (e.g., if the Sequence Nunber for the
corresponding direction of the data transfer waps around).

4. 2. Port Random zati on

As discussed in the previous sections, in order to performany of the
attacks described in this docunent, an attacker would need to guess
(or know) the four-tuple that identifies the connection to be
attacked. |Increasing the port nunber range used for outgoing TCP
connections, and random zing the port nunber chosen for each outgoing
TCP connection, would nake it harder for an attacker to perform any
of the attacks discussed in this docunent.

[ PORT- RANDOM reconmends that transport protocols randoni ze the
epheneral ports used by clients, and proposes a number of
random zation al gorithns.

4.3. Filtering ICW Error Messages Based on the | CVWP Payl oad

The source address of | CWP error nessages does not need to be spoofed
to performthe attacks described in this docunent, as the | CWP error
messages might legitimately cone froman internediate system
Therefore, sinple filtering based on the source address of |CWVP error
nessages does not serve as a counter-nmeasure against these attacks.
However, a nore advanced packet filtering can be inplenented in

ni ddl ebox devi ces such as firewalls and NATs. M ddl eboxes

i npl ementi ng such advanced filtering | ook at the payl oad of the |ICW
error nessages, and performingress and egress packet filtering based
on the source address of the |IP header contained in the payl oad of
the I CVWP error nessage. As the source address contained in the

payl oad of the | CVMP error nessage does need to be spoofed to perform
the attacks described in this docunent, this kind of advanced
filtering serves as a counter-nmeasure agai nst these attacks. As with
traditional egress filtering [IP-filtering], egress filtering based
on the I CWMP payl oad can help to prevent users of the network being
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5.

5.

protected by the firewall from successfully perforning | CVP attacks
agai nst TCP connections established between external systens.
Additionally, ingress filtering based on the | CVWP payl oad can prevent
TCP connections established between internal systens from bei ng
attacked by external systenms. [ICMP-Filtering] provides exanples of
ICVWP filtering based on the | CVMP payl oad.

This filtering techni que has been inplemented in OpenBSD s Packet
Filter [OpenBSD-PF], which has in turn been ported to a nunber of
systens, including FreeBSD [ FreeBSD] .

Bl i nd Connecti on- Reset Attack
1. Description

When TCP is handed an I CWMP error nmessage, it will performits fault
recovery function, as follows:

o |If the network problembeing reported is a "hard error", TCP will
abort the correspondi ng connecti on.

o |If the network problembeing reported is a "soft error”, TCP will
just record this information, and repeatedly retransmt its data
until they either get acknow edged, or the connection tines out.

The Host Requirenents RFC [ RFC1122] states (in Section 4.2.3.9) that
a host SHOULD abort the correspondi ng connection when receiving an

| CMPv4 error nessage that indicates a "hard error”, and states that

| CMPv4 error nessages of type 3 (Destination Unreachable), codes 2
(protocol unreachable), 3 (port unreachable), and 4 (fragnentation
needed and DF bit set) should be considered as indicating "hard
errors". In the case of |ICWPv4 port unreachables, the specifications
are amnbi guous, as Section 4.2.3.9 of [RFCL1122] states that TCP SHOULD
abort the correspondi ng connection in response to them but

Section 3.2.2.1 of the sane RFC ([ RFC1122]) states that TCP MJST
abort the connection in response to them

Wil e [ RFC4443] did not exist when [RFC1122] was published, one could
extrapol ate the concept of "hard errors" to | CWv6 error nessages of
type 1 (Destination Unreachable), codes 1 (conmmunication with
destination adm nistratively prohibited), and 4 (port unreachable).

Thus, an attacker could use ICMP to performa blind connection-reset
attack by sending any I CVP error nessage that indicates a "hard
error" to either of the two TCP endpoints of the connection. Because
of TCP’s fault recovery policy, the connection would be i mediately
abort ed.
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Sonme stacks are known to extrapolate |CMP "hard errors" across TCP
connections, increasing the inpact of this attack, as a single | CW
packet could bring down all the TCP connections between the
correspondi ng peers.

It is inmportant to note that even if TCP itself were protected

agai nst the blind connection-reset attack described in [Wtson] and

[ TCPM TCPSECURE] by neans of authentication at the network | ayer

[ RFC4301], by neans of the TCP MD5 signature option [ RFC2385], by
means of the TCP- AO [ RFC5925], or by means of the mechani sm specified
in [ TCPM TCPSECURE], the blind connection-reset attack described in
this docunent would still succeed.

5.2. Attack-Specific Counter-Measures

An anal ysis of the circunstances in which | CMP nmessages that indicate
"hard errors" may be received can shed sonme |ight on opportunities to
mtigate the inpact of | CMP-based blind connection-reset attacks.

| CMPv4 type 3 (Destination Unreachable), code 2 (protoco
unr eachabl e)

This ICMP error nessage indicates that the host sending the |ICW
error nessage received a packet nmeant for a transport protocol it
does not support. For connection-oriented protocols such as TCP
one coul d expect to receive such an error as the result of a
connecti on-establishnent attenpt. However, it would be strange to
get such an error during the life of a connection, as this would

i ndi cate that support for that transport protocol has been renoved
fromthe system sending the error nessage during the life of the
correspondi ng connecti on.

| CMPv4 type 3 (Destination Unreachable), code 3 (port unreachabl e)

This error nessage indicates that the system sending the | CW
error nessage received a packet neant for a socket (IP address,
port nunber) on which there is no process |listening. Those
transport protocols that have their own mechanisns for signaling
this condition should not be receiving these error nmessages, as
the protocol would signal the port unreachable condition by means
of its own mechani sms. Assunming that once a connection is
established it is not usual for the transport protocol to change
(or be reloaded), it should be unusual to get these error
nessages.

| CMPv4 type 3 (Destination Unreachable), code 4 (fragnentation needed
and DF bit set)
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This error nessage indicates that an internediate node needed to
fragment a datagram but the DF (Don't Fragnent) bit in the IP
header was set. It is considered a "soft error” when TCP

i npl ements PMIUD, and a "hard error” if TCP does not inplenment
PMIUD. Those TCP/I P stacks that do not inplenment PMIUD (or have
di sabled it) but support IP fragnentation/reassenbly should not be
sending their I P packets with the DF bit set, and thus should not
be receiving these |CVMP error nmessages. Sone TCP/IP stacks that
do not inplenent PMIUD and that do not support |P fragnentation/
reassenbly are known to send their packets with the DF bit set,
and thus could legitinmately receive these | CMP error nessages.

| CMPv6 type 1 (Destination Unreachable), code 1 (comunication wth
destination adm nistratively prohibited)

This error nessage indicates that the destination is unreachable
because of an administrative policy. For connection-oriented
protocol s such as TCP, one could expect to receive such an error
as the result of a connection-establishnent attenpt. Receiving
such an error for a connection in any of the synchronized states
woul d mean that the adninistrative policy changed during the life
of the connection. However, in the sane way this error condition
(whi ch was not present when the connection was established)
appeared, it could get solved in the near term

| CMPv6 type 1 (Destination Unreachable), code 4 (port unreachabl e)

This error nessage is analogous to the |CMPv4 type 3 (Destination
Unr eachabl e), code 3 (port unreachable) error nessage di scussed
above. Therefore, the sane considerations apply.

The Host Requirenments RFC [ RFC1122] states in Section 4.2.3.9 that
TCP SHOULD abort the correspondi ng connection in response to | CMPv4
messages of type 3 (Destination Unreachable), codes 2 (protoco
unreachable), 3 (port unreachable), and 4 (fragmentati on needed and
DF bit set). However, Section 3.2.2.1 states that TCP MUST accept an
| CMPv4 port unreachable (type 3, code 3) for the sane purpose as a
RST. Therefore, for |ICMPv4 nessages of type 3, codes 2 and 4, there
is roomto go agai nst the advice provided in the existing
specifications, while in the case of | CMPv4 nmessages of type 3,

code 3, there is anmbiguity in the specifications that may or nay not
provi de sone roomto go agai nst that advice

Based on this analysis, nobst popular TCP inplenentations treat all

| CVMP "hard errors" received for connections in any of the
synchroni zed states (ESTABLI SHED, FIN-WAIT-1, FIN-WAIT-2, CLOSE-WAIT,
CLOSI NG LAST-ACK, or TIME-WAIT) as "soft errors”. That is, they do
not abort the correspondi ng connection upon receipt of them
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Additionally, they do not extrapolate |ICVP errors across TCP
connections. This policy is based on the prem se that TCP shoul d be
as robust as possible. Aborting the connection would be to ignore
the valuable feature of the Internet -- that for many interna
failures, it reconstructs its function w thout any disruption of the
endpoi nts [ RFC0816] .

It should be noted that treating ICMP "hard errors" as "soft errors"
for connections in any of the synchronized states nay prevent TCP
fromresponding quickly to a legitimate | CMP error nessage.

It is interesting to note that, as I CVP error nessages are
transmitted unreliably, transport protocols should not depend on them

for correct functioning. 1In the event one of these nmessages were
legitimate, the correspondi ng connection would eventually tinme out.
Al so, applications may still be notified asynchronously about the
error condition, and thus may still abort their connections on their

own if they consider it appropriate.

In scenarios such as that in which an internedi ate system sets the DF
bit in the segnents transmitted by a TCP that does not i npl enent
PMIUD, or the TCP at one of the endpoints of the connection is
dynami cal |l y di sabl ed, TCP would only abort the connection after a
USER TI MEQUT [ RFC0793], | o0sing responsiveness. However, these
scenarios are very unlikely in production environnents, and it is
probably preferable to potentially | ose responsiveness for the sake
of robustness. It should also be noted that applications may stil
be notified asynchronously about the error condition, and thus may
still abort their connections on their own if they consider it
appropri ate.

In scenarios of nultipath routing or route changes, failures in some
(but not all) of the paths may elicit ICVMP error nessages that woul d
likely not cause a connection abort if any of the counter-neasures
described in this section were inplemented. However, aborting the
connection would be to ignore the valuable feature of the Internet --
that for many internal failures, it reconstructs its function w thout
any di sruption of the endpoints [RFC0816]. That is, conmunication

shoul d survive if there is still a working path to the destination
system [DC ark]. Additionally, applications may still be notified
asynchronously about the error condition, and thus may still abort

their connections on their owm if they consider it appropriate.

Thi s counter-neasure has been inplenmented in BSDderived TCP/IP

i mpl enmentations (e.g., [FreeBSD], [NetBSD], and [OpenBSD]) for nore
than ten years [Wight][ MKusick]. The Linux kernel has al so

i npl emented this policy for nore than ten years [Linux].
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6. Blind Throughput-Reduction Attack
6.1. Description

The Host Requirenents RFC [ RFC1122] states in Section 4.2.3.9 that
hosts MJST react to | CMPv4 Source Quench nessages by sl owi ng

transm ssion on the connection. Thus, an attacker could send | CWPv4
Source Quench (type 4, code 0) nessages to a TCP endpoint to nake it
reduce the rate at which it sends data to the other endpoint of the
connection. [RFC1122] further adds that the RECOMMVENDED procedure is
to put the correspondi ng connection in the slowstart phase of TCP' s
congestion control algorithm][RFC5681]. 1In the case of those

i mpl enentations that use an initial congestion wi ndow of one segnent,
a sustained attack woul d reduce the throughput of the attacked
connection to about SMSS (Sender Maxi mum Segnent Size) [RFC5681]
bytes per RIT (round-trip tine). The throughput achieved during an
attack mght be a little higher if a larger initial congestion w ndow
is in use [ RFC3390].

6.2. Attack-Specific Counter-Measures

As discussed in the "Requirenents for IP Version 4 Routers" RFC

[ RFC1812], research seens to suggest that | CvPv4 Source Quench
messages are an ineffective (and unfair) antidote for congestion

[ RFC1812] further states that routers SHOULD NOT send | CMPv4 Source
Quench nessages in response to congestion. Furthernore, TCP

i mpl ements its own congestion control mechani sms ([ RFC5681]

[ RFC3168]) that do not depend on | CMPv4 Source Quench nessages.

Based on this reasoning, a |large nunber of inplenmentations conpletely
i gnore | CVMPv4 Source Quench nessages neant for TCP connections. This
behavi or has been inplenented in, at |east, Linux [Linux] since 2004,
and in FreeBSD [ FreeBSD], NetBSD [ Net BSD], and OpenBSD [ OpenBSD]
since 2005. However, it nust be noted that this behavior violates
the requirenent in [ RFC1122] to react to | CVWPv4 Source Quench
messages by slowi ng transmi ssion on the connection

7. Blind Performance- Degradi ng Attack
7.1. Description

When one I P systemhas a | arge anpbunt of data to send to another
system the data will be transnitted as a series of |IP datagrans. It
is usually preferable that these datagrans be of the |argest size
that does not require fragmentati on anywhere al ong the path fromthe
source to the destination. This datagramsize is referred to as the
Path MTU (PMIU) and is equal to the m nimum of the MIUs of each hop
in the path. A technique called "Path MIU Di scovery" (PMIUD) lets IP
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systens deternine the Path MIU of an arbitrary internet path.
[ RFC1191] and [ RFC1981] specify the PMIUD mechani smfor |Pv4 and
| Pv6, respectively.

The PMIUD nechani smfor | Pv4 uses the Don't Fragnent (DF) bit in the
| P header to dynamically discover the Path MIU. The basic idea
behi nd the PMIUD nechanismis that a source system assunes that the
MIU of the path is that of the first hop, and sends all its datagrans
with the DF bit set. |If any of the datagranms is too large to be
forwarded wi thout fragnmentation by sone internediate router, the
router will discard the correspondi ng datagramand will return an

| CMPv4 "Destination Unreachable, fragnmentati on needed and DF set"
(type 3, code 4) error nessage to the sending system This nessage
will report the MIU of the constricting hop, so that the sending
system can reduce the assuned Path-MIU accordi ngly.

For 1 Pv6, internedi ate systenms do not fragnent packets. Thus,
there’s an "inplicit" DF bit set in every packet sent on a network.
If any of the datagrans is too |large to be forwarded wi thout
fragmentation by sone internediate router, the router will discard
the correspondi ng datagram and will return an | CMPv6 "Packet Too
Bi g" (type 2, code 0) error nessage to the sending system This
message will report the MIU of the constricting hop, so that the
sendi ng system can reduce the assuned Path- MIU accordi ngly.

As discussed in both [ RFC1191] and [ RFC1981], the Path-MIU Di scovery
nmechani sm can be used to attack TCP. An attacker could send a
crafted | CMPv4 "Destination Unreachable, fragnmentation needed and DF
set" packet (or their ICMPv6 counterpart) to the sending system
advertising a small Next-Hop MIU. As a result, the attacked system
woul d reduce the size of the packets it sends for the corresponding
connection accordingly.

The effect of this attack is two-fold. On one hand, it will increase
the headers/data ratio, thus increasing the overhead needed to send
data to the renote TCP endpoint. On the other hand, if the attacked
system wanted to keep the sanme throughput it was achi eving before
being attacked, it would have to increase the packet rate. On
virtually all systens, this will lead to an increased processing

over head, thus degrading the overall system performance.

A particular scenario that nay take place is one in which an attacker
reports a Next-Hop MIU snaller than or equal to the anount of bytes
needed for headers (IP header, plus TCP header). For exanple, if the
attacker reports a Next-Hop MIU of 68 bytes, and the anmount of bytes
used for headers (1P header, plus TCP header) is larger than

68 bytes, the assumed Path-MIU wi Il not even allow the attacked
systemto send a single byte of application data w thout
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fragmentation. This particular scenario nmight lead to unpredictable
results. Another possible scenario is one in which a TCP connection
is being secured by neans of IPsec. |f the Next-Hop MIU reported by
the attacker is smaller than the anount of bytes needed for headers
(I'P and I Psec, in this case), the assumed Path-MIU wi |l not even

all ow the attacked systemto send a single byte of the TCP header

wi thout fragnmentation. This is another scenario that nmay lead to
unpredi ctabl e results.

For 1Pv4, the reported Next-Hop MIU could be as small as 68 octets,
as [RFQ0791] requires every internet nodule to be able to forward a
dat agram of 68 octets without further fragmentation. For IPv6, while
the required minimumIPv6e MIU is 1280, the reported Next-Hop MIU can
be smaller than 1280 octets [RFC2460]. |If the reported Next-Hop Mru
is smaller than the mninmum | Pv6 MIU, the receiving host is not
required to reduce the Path-MIU to a value snmaller than 1280, but is
required to include a fragnmentati on header in the outgoing packets to
that destination fromthat nonent on.

7.2. Attack-Specific Counter-Measures

The | ETF has standardi zed a Pat h- MU Di scovery nechani sm cal | ed
"Packeti zation Layer Path MIU D scovery” (PLPMIUD) that does not
depend on I CVWP error nessages. |Inplenentation of the aforenentioned
mechani smin replacenent of the traditional PMIUD (specified in

[ RFC1191] and [RFC1981]) elinminates this vulnerability. However, it
can also lead to an increase in PMIUD convergence tine

This section describes a nodification to the PMIUD nmechani sm
specified in [RFCL191] and [ RFC1981] that has been incorporated in
OpenBSD and Net BSD (since 2005) to inprove TCP's resistance to the
bl i nd performance-degradi ng attack described in Section 7.1. The
descri bed counter-nmeasure basically disregards | CMP nessages when a
connecti on makes progress, w thout violating any of the requirenments
stated in [RFC1191] and [ RFC1981].

Henceforth, we will refer to both ICvWPv4 "fragnentati on needed and DF
bit set" and | CWMPv6 "Packet Too Bi g" nessages as "I CWP Packet Too
Bi g" nessages.

In addition to the general validation check described in Section 4.1,
these inplenentations include a nodification to TCP's reaction to

| CMP "Packet Too Big" error nessages that disregards them when a
connecti on makes progress, and honors themonly after the
correspondi ng data have been retransnitted a specified nunber of
times. This nmeans that upon receipt of an | CW "Packet Too Big"
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error nessage, TCP just records this information, and honors it only
when the correspondi ng data have already been retransnitted a
speci fi ed nunber of tines.

VWhile this basic policy would greatly mitigate the inpact of the
attack agai nst the PMIUD nechanism it would also nean that it m ght
take TCP nore time to discover the Path-MIU for a TCP connecti on.
This would be particularly annoying for connections that have just
been established, as it mnmight take TCP several transnission attenpts
(and the corresponding tineouts) before it discovers the PMIU for the
correspondi ng connection. Thus, this policy would increase the tine
it takes for data to begin to be received at the destination host.

In order to protect TCP fromthe attack agai nst the PMIUD nmechani sm
while still allowing TCP to quickly deternmine the initial Path-MIU
for a connection, the aforenentioned inplenentations have divided the
tradi tional PMIUD nmechanisminto two stages: Initial Path-MIU

Di scovery and Pat h- MTU Updat e.

The Initial Path-MIU Di scovery stage is when TCP tries to send
segrments that are larger than the ones that have so far been sent and
acknow edged for this connection. That is, in the Initial Path-MIU
Di scovery stage, TCP has no record of these |arge segnments getting to
the destination host, and thus these inplenentations believe the
network when it reports that these packets are too large to reach the
destination host w thout being fragnented.

The Pat h- MTU Update stage is when TCP tries to send segnents that are
equal to or smaller than the ones that have al ready been sent and
acknow edged for this connection. During the Path-MU Update stage,
TCP al ready has know edge of the estinmated Path-MIU for the given
connection. Thus, in this case, these inplenentations are nore
cautious with the errors being reported by the network.

In order to allow TCP to distinguish segnments between those
performng Initial Path-MIU D scovery and those perform ng Path-MIU
Update, two new vari ables are introduced to TCP: naxsizesent and
maxsi zeacked

The maxsi zesent variable holds the size (in octets) of the | argest
packet that has so far been sent for this connection. It is
initialized to 68 (the m ninmum | Pv4 MIU) when the underlying |nternet
Protocol is IPv4, and is initialized to 1280 (the ni nimum | Pv6 MIU)
when the underlying Internet Protocol is IPv6. Wenever a packet

| arger than maxsizesent octets is sent, maxsizesent is set to that
val ue.
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On the other hand, naxsizeacked holds the size (in octets) of the

| argest packet (data, plus headers) that has so far been acknow edged
for this connection. It is initialized to 68 (the mininmmlPv4d MIU)
when the underlying Internet Protocol is IPv4, and is initialized to
1280 (the m nimum I Pv6 MIU) when the underlying Internet Protocol is
| Pv6. \Whenever an acknow edgenent for a packet |arger than

nmaxsi zeacked octets is received, maxsizeacked is set to the size of

t hat acknow edged packet. Note that because of TCP's cunul ative
acknow edgenment, a single ACK nay acknow edge the receipt of nore
than one packet. \When that happens, the algorithmmy "incorrectly"
assune it is in the "Path-MU Update" stage, rather than the "Initial
Pat h- MTU Di scovery" stage (as described bel ow).

Upon recei pt of an | QWP "Packet Too Big" error nessage, the Next-Hop

MIU cl ai ned by the | CWP nessage (henceforth "claimedntu") is conpared
wi th nmaxsizesent. |If clainedntu is |arger than maxsizesent, then the
| CMP error message is silently discarded. The rationale for this is

that the I CVMP error nessage cannot be legitimate if it clains to have
been triggered by a packet larger than the |argest packet we have so

far sent for this connection.

If this check is passed, clainedntu is conpared with maxsi zeacked.

If claimednmtu is equal to or larger than maxsizeacked, TCP is
supposed to be at the Initial Path-MIU D scovery stage, and thus the

| CMP "Packet Too Big" error nmessage is honored i mediately. That is,
t he assuned Pat h- MU i s updated according to the Next-Hop MU cl ai ned
in the ICWP error nmessage. Also, maxsizesent is reset to the mninum
MIU of the Internet Protocol in use (68 for |Pv4, and 1280 for |Pv6).

On the other hand, if clainedmu is smaller than naxsizeacked, TCP is
supposed to be in the Path-MIU Update stage. At this stage, these

i mpl enentations are nore cautious with the errors being reported by
the network, and therefore just record the received error nessage,
and del ay the update of the assuned Pat h- MTU

To performthis delay, one new variable and one new paraneter are

i ntroduced to TCP: nsegrto and MAXSEGRTO. The nsegrto variabl e holds
the nunber of tines a specified segnent has tinmed out. It is
initialized to zero, and is increnented by one every tinme the
correspondi ng segnent times out. MAXSEGRTO specifies the nunber of
times a given segnment nust tine out before an | CWP "Packet Too Big"
error nessage can be honored, and can be set, in principle, to any
val ue greater than or equal to O.
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Thus, if nsegrto is greater than or equal to MAXSEGRTO, and there's a
pendi ng | CVP "Packet Too Big" error nessage, the corresponding error
nmessage i s processed. At that point, maxsizeacked is set to

cl ai mednt u, and maxsi zesent is set to 68 (for 1Pv4) or 1280 (for

| Pv6) .

If, while there is a pending | CMP "Packet Too Big" error nessage, the
TCP SEQ cl ai med by the pending nessage i s acknow edged (i.e., an ACK
that acknow edges that sequence nunber is received), then the
"pending error"” condition is cleared.

The rational e behind perfornmng this delayed processing of | CwW
"Packet Too Bi g" nessages is that if there is progress on the
connection, the |CWP "Packet Too Big" errors nust be a false claim
By checking for progress on the connection, rather than just for

stal eness of the received | CMP nmessages, TCP is protected from attack
even if the offending | CMP nessages are "in wi ndow', and as a
corollary, is nmade nore robust to spurious | CVP nessages triggered
by, for exanple, corrupted TCP segnents.

MAXSEGRTO can be set, in principle, to any value greater than or
equal to 0. Setting MAXSEGRTO to 0 woul d make TCP performthe
tradi ti onal PMIUD nechani sm defined in [ RFC1191] and [ RFC1981]. A
MAXSEGRTO of 1 provides enough protection for nost cases. |n any
case, inplenentations are free to choose higher values for this
constant. MAXSEGRTO could be a function of the Next-Hop MU cl ai ned
in the received | CW "Packet Too Bi g" nessage. That is, higher

val ues for MAXSEGRTO coul d be i nmposed when the received | CVWP "Packet
Too Bi g" nmessage clains a Next-Hop MIU that is smaller than sone
specified value. Both QpenBSD and Net BSD set MAXSEGRTO to 1.

In the event a higher level of protection is desired at the expense
of a higher delay in the discovery of the Path-MIU, an inplenmentation
could consider TCP to always be in the Path-MU Update stage, thus

al ways del ayi ng the update of the assunmed Pat h- MIU

Section 7.3 shows this counter-neasure in action. Section 7.4 shows
this counter-nmeasure in pseudo-code

It is inmportant to note that the mechani smdescribed in this section
is an inprovenent to the current Path-MIU di scovery nechanism to
mtigate its security inplications. The current PMIUD nechani sm as
specified by [RFCL1191] and [ RFC1981], still suffers from sone
functionality problenms [RFC2923] that this document does not aimto
address. A mechani smthat addresses those issues is described in

[ RFC4821] .
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7.3. The Counter-Masure for the PMIUD Attack in Action

This section illustrates the operation of the counter-neasure for the
| CMP attack agai nst the PMIUD nechani smthat has been inplenmented in
OpenBSD and NetBSD. It shows both how the fix protects TCP from
bei ng attacked and how t he counter-nmeasure works in normal scenarios.
As discussed in Section 7.2, this section assunes the PMIUD specific
counter-measure is inplemented in addition to the TCP sequence number
checki ng described in Section 4.1.

Figure 1 illustrates a hypothetical scenario in which two hosts are
connected by neans of three internediate routers. It also shows the
MIU of each hypothetical hop. Al the follow ng subsections assune
the network setup of this figure.

Also, for simplicity' s sake, all subsections assune an | P header of
20 octets and a TCP header of 20 octets. Thus, for exanple, when the
PMIU i s assuned to be 1500 octets, TCP will send segnents that
contain, at nost, 1460 octets of data.

For sinmplicity’ s sake, all the follow ng subsections assune the TCP
i npl ementation at Host 1 (Hl) has chosen a MAXSEGRTO of 1

oo+ oo+ oo+ oo+ oo+

| HL | --eeee | RL|--eese- | R |--eese- | R3 | ----eee- | 2 |

oo+ oo+ oo+ oo+ oo+
MIru=4464 Mru=2048 Mru=1500 Mru=4464

Figure 1: Hypothetical Scenario
7.3.1. Normal Operation for Bulk Transfers

Thi s subsecti on shows the counter-neasure in nornmal operation, when a
TCP connection is used for bulk transfers. That is, it shows how the
count er-nmeasure works when there is no attack taking place and a TCP
connection is used for transferring | arge anounts of data. This
section assunes that just after the connection is established, one of
the TCP endpoints begins to transfer data in packets that are as

| arge as possible.
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Host 1 Host 2
1. --> <SEQ=100><CTL=SYN> -->
2. <-- <SEQ=X><ACK=101><CTL=SYN, ACK> <--
3. --> <SEQ=101><ACK=X+1><CTL=ACK> -->
4, --> <SEQ=101><ACK=X+1><CTL=ACK><DATA=4424> -->
5. <--- | CW "Packet Too Bi g" MIu=2048, TCPseq#=101 <--- Rl
6. --> <SEQ=101><ACK=X+1><CTL=ACK><DATA=2008> -->
7. <--- | CW "Packet Too Big" MIu=1500, TCPseqg#=101 <--- R2
8. --> <SEQ=101><ACK=X+1><CTL=ACK><DATA=1460> -->
9. <-- <SEQ=X+1><ACK=1561><CTL=ACK> <--

Figure 2: Nornmal Operation for Bulk Transfers

The nsegrto variable is initialized to zero. Both nmaxsizeacked and
maxsi zesent are initialized to the mnimum MIU for the Internet
Prot ocol being used (68 for IPv4, and 1280 for |Pv6).

Inlines 1 to 3, the three-way handshake takes place, and the
connection is established. Inline 4, Hl tries to send a full-sized
TCP segment. As described by [RFC1191] and [ RFC1981], in this case,
TCP will try to send a segment with 4424 bytes of data, which wll
result in an I P packet of 4464 octets. Therefore, maxsizesent is set
to 4464. \Wien the packet reaches Rl, it elicits an | CMP "Packet Too
Bi g" error nessage.

Inline 5 Hl receives the ICVW error nessage, which reports a Next-
Hop MIU of 2048 octets. After perforning the TCP sequence nunber
check described in Section 4.1, the Next-Hop MIU reported by the | CW
error nessage (clainedntu) is conpared with naxsizesent. As it is
smal | er than nexsi zesent, it passes the check, and thus is then
conpared with naxsizeacked. As clainmedntu is |arger than

maxsi zeacked, TCP assunes that the corresponding TCP segnent was
performng the Initial PMIU D scovery. Therefore, the TCP at Hl
honors the |1 CVMP nmessage by updating the assunmed Path-MIU. The

nmaxsi zesent variable is reset to the mnimum MU of the Internet
Protocol in use (68 for I1Pv4, and 1280 for |Pv6).

Inline 6, the TCP at Hl sends a segnent with 2008 bytes of data,
which results in an | P packet of 2048 octets. The maxsi zesent
variable is thus set to 2008 bytes. When the packet reaches R2, it
elicits an | CMP "Packet Too Bi g" error nessage.

Inline 7, Hl receives the ICVW error nessage, which reports a Next-
Hop MIU of 1500 octets. After perforning the TCP sequence nunber
check, the Next-Hop MIU reported by the ICVMP error nessage
(claimedntu) is conpared with maxsizesent. As it is smaller than
maxsi zesent, it passes the check, and thus is then conpared with

Gont I nf or mat i onal [ Page 23]



RFC 5927 | CMP Attacks against TCP July 2010

maxsi zeacked. As clainmedntu is larger than naxsi zeacked, TCP assunes
that the correspondi ng TCP segnment was perforning the Initial PMIU

Di scovery. Therefore, the TCP at Hl honors the | CWP nessage by
updati ng the assuned Pat h- MTU. The naxsi zesent variable is reset to
the m ni num MIU of the Internet Protocol in use.

Inline 8 the TCP at Hl sends a segnent with 1460 bytes of data,
which results in an | P packet of 1500 octets. Thus, naxsizesent is
set to 1500. This packet reaches H2, where it elicits an

acknow edgenment (ACK) segnent.

Inline 9, HlL finally gets the acknow edgenent for the data segnent.

As the correspondi ng packet was | arger than maxsi zeacked, TCP updates
maxsi zeacked, setting it to 1500. At this point, TCP has discovered
the Pat h-MIU for this TCP connection

7.3.2. (Operation during Path-MU Changes

Let us suppose a TCP connection between HL and H2 has al ready been
established, and that the PMIU for the connection has al ready been
di scovered to be 1500. At this point, both maxsizesent and

maxsi zeacked are equal to 1500, and nsegrto is equal to 0. Suppose
some time |later the PMIU decreases to 1492. For sinplicity, let us
suppose that the Path-MIU has decreased because the MIU of the |ink
between R2 and R3 has decreased from 1500 to 1492. Figure 3
illustrates how t he counter-neasure would work in this scenario.

Host 1 Host 2
1. (Pat h- MTU decr eases)
2. --> <SEQ=100><ACK=X><CTL=ACK><DATA=1460> -->
3. <--- | CW "Packet Too Bi g" MIU=1492, TCPseq#=100 <--- R2
4, (Segnent tinmes out)
5. --> <SEQ=100><ACK=X><CTL=ACK><DATA=1452> -->
6. <-- <SEQ@EX><ACK=1552><CTL=ACK> <--

Fi gure 3: Operation during Path-MIU Changes

Inline 1, the Path-MIU for this connection decreases from 1500 to
1492. In line 2, the TCP at Hl, wi thout being aware of the Path-MIU
change, sends a 1500-byte packet to H2. Wen the packet reaches R2,
it elicits an | CVMP "Packet Too Bi g" error nessage.

Inline 3, Hl receives the ICVW error nessage, which reports a Next-
Hop MIU of 1492 octets. After perforning the TCP sequence nunber
check, the Next-Hop MIU reported by the ICVMP error nessage
(claimedntu) is conpared with maxsizesent. As clainedntu is smaller
than maxsi zesent, it is then conpared with naxsi zeacked. As
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clainedntu is smaller than nmaxsi zeacked (full-sized packets were
getting to the renpte endpoint), this packet is assumed to be
perform ng Path-MIU Update, and a "pending error" condition is
recor ded.

In line 4, the segnent tinmes out. Thus, nsegrto is increnented by 1
As nsegrto is greater than or equal to MAXSEGRTO, the assuned Pat h-

MIU i s updated. The nsegrto variable is reset to 0, nmaxsizeacked is
set to clainmedntu, and maxsizesent is set to the minimum MU of the

Internet Protocol in use

Inline 5, Hl retransnits the data using the updated PMIU, and thus
maxsi zesent is set to 1492. The resulting packet reaches H2, where
it elicits an acknow edgenent (ACK) segnent.

Inline 6, HL finally gets the acknow edgenent for the data segnent.
At this point, TCP has discovered the new Path-MIU for this TCP
connecti on.

7.3.3. |ldle Connection Being Attacked
Let us suppose a TCP connection between HL and H2 has al ready been

est abli shed, and the PMIU for the connection has al ready been
di scovered to be 1500. Figure 4 shows a sanple tine-line diagram

that illustrates an idle connection being attacked.

Host 1 Host 2
1. -->  <SEQ=100><ACK=X><CTL=ACK><DATA=50> -->
2. <- - <SEQ=X><ACK=150><CTL=ACK> <--
3. <--- | CW "Packet Too Big" MIU=68, TCPseq#=100 <---
4, <--- | CW "Packet Too Big" MIU=68, TCPseq#=100 <---
5. <--- | CWP "Packet Too Big" MIU=68, TCPseq#=100 <---

Figure 4: Idle Connection Being Attacked

Inline 1, Hl sends its last bunch of data. In line 2, H2
acknow edges the receipt of these data. Then the connection becones
idle. Inlines 3, 4, and 5, an attacker sends forged | CMP "Packet

Too Big" error nessages to Hl. Regardl ess of how many packets it
sends and of the TCP sequence nunmber each | CVMP packet includes, none
of these ICVMP error nessages will pass the TCP sequence nunber check
described in Section 4.1, as HL has no unacknow edged data "in
flight" to H2. Therefore, the attack does not succeed.
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7.3.4. Active Connection Being Attacked after Discovery of the Path-MIU

Let us suppose an attacker attacks a TCP connection for which the
PMIU has al ready been discovered. |In this case, as illustrated in
Figure 1, the PMIU would be found to be 1500 bytes. Figure 5 shows a
possi bl e packet exchange.

Host 1 Host 2
1. --> <SEQ=100><ACK=X><CTL=ACK><DATA=1460> -->
2. --> <SEQ=1560><ACK=X><CTL=ACK><DATA=1460> -->
3. --> <SEQ=3020><ACK=X><CTL=ACK><DATA=1460> -->
4. --> <SEQ=4480><ACK=X><CTL=ACK><DATA=1460> -->
5. <--- | CW "Packet Too Big" MIU=68, TCPseq#=100 <---
6. <-- <SEQ@EX><CTL=ACK><ACK=1560> <--

Figure 5: Active Connection Being Attacked after Discovery of PMIU

As we assune the PMIU has al ready been discovered, we al so assune
bot h nmaxsi zesent and maxsi zeacked are equal to 1500. W assune
nsegrto is equal to zero, as there have been no segnent tineouts.

Inlines 1, 2, 3, and 4, Hl sends four data segnents to H2. In

line 5 an attacker sends a forged |CMP error nessage to HlL. W
assune the attacker is |lucky enough to guess both the four-tuple that
identifies the connection and a valid TCP sequence nunber. As the
Next-Hop MIU clainmed in the | CMP "Packet Too Bi g" nessage
(claimedntu) is smaller than maxsi zeacked, this packet is assuned to
be perform ng Path-MIU Update. Thus, the error nmessage is recorded.

In line 6, Hl receives an acknow edgenent for the segnent sent in
line 1, before it tines out. At this point, the "pending error"
condition is cleared, and the recorded | CMP "Packet Too Big" error
message is ignored. Therefore, the attack does not succeed.

7.3.5. TCP Peer Attacked when Sending Small Packets Just after the
Thr ee- WAy Handshake

This section anal yzes a scenario in which a TCP peer that is sending
smal | segnents just after the connection has been established is
attacked. The connection could be in use by protocols such as SMIP
[ RFC5321] and HTTP [ RFC2616], for exanple, which usually behave |ike
t hi s.

Figure 6 shows a possi bl e packet exchange for such a scenario.
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Host 1 Host 2
1. --> <SEQ=100><CTL=SYN> -->
2. <-- <SEQ@=X><ACK=101><CTL=SYN, ACK> <--
3. --> <SEQ@=101><ACK=X+1><CTL=ACK> -->
4. --> <SEQ=101><ACK=X+1><CTL=ACK><DATA=100> -->
5. <-- <SEQ@EX+1><ACK=201><CTL=ACK> <--
6. --> <SEQ=201><ACK=X+1><CTL=ACK><DATA=100> -->
7. --> <SEQ=301><ACK=X+1><CTL=ACK><DATA=100> -->
8. <--- | CW "Packet Too Big" MIU=150, TCPseqg#=201 <---

Figure 6: TCP Peer Attacked when Sending Snall Packets
Just after the Three-Way Handshake

The nsegrto variable is initialized to zero. Both nmaxsizesent and
maxsi zeacked are initialized to the m nimum MIU for the |nternet
Prot ocol being used (68 for IPv4, and 1280 for |Pv6).

Inlines 1 to 3, the three-way handshake takes place, and the
connection is established. At this point, the assuned Path-MIU for

this connection is 4464. 1In line 4, Hl sends a snall segnent (which
results in a 140-byte packet) to H2. Therefore, naxsizesent is set
to 140. In line 5, this segnent is acknow edged, and thus

maxsi zeacked is set to 140

Inlines 6 and 7, Hl sends two small segnments to H2. In line 8§,
while the segnents fromlines 6 and 7 are still "in flight" to H2, an

attacker sends a forged | CMP "Packet Too Big" error message to Hl
Assum ng the attacker is lucky enough to guess a valid TCP sequence
nunber, this I CVWP nessage will pass the TCP sequence nunber check
The Next-Hop MIU reported by the | CVMP error nessage (clainmedntu) is
then conmpared with maxsizesent. As claimedntu is larger than

maxsi zesent, the |CMP error nessage is silently discarded.
Therefore, the attack does not succeed.

7.4. Pseudo-Code for the Counter-Masure for the Blind Performance-
Degradi ng Attack

This section contains a pseudo-code version of the counter-neasure
described in Section 7.2 for the blind performance-degradi ng attack
described in Section 7. It is meant as gui dance for devel opers on
how to i npl enent this counter-neasure.

The pseudo-code nakes use of the follow ng variables, constants, and
functions:
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ack
Vari abl e hol di ng the acknow edgerment nunber contained in the TCP
segrment that has just been received.

acked_packet _si ze
Vari abl e hol di ng the packet size (data, plus headers) that the ACK
that has just been received is acknow edgi ng.

adj ust _ntu()
Function that adjusts the MIU for this connection, according to
the 1 CWP "Packet Too Big" that was |ast received

cl ai mednt u
Vari abl e hol di ng the Next-Hop MIU advertised by the | CMP "Packet
Too Bi g" error nessage.

cl ai nedt cpseq
Vari abl e hol di ng the TCP sequence nunber contained in the payl oad
of the I CWP "Packet Too Big" nessage that has just been received
or was | ast recorded.

current _ntu
Vari abl e hol di ng the assumed Path-MIU for this connection.

drop_nessage()
Function that performs the necessary actions to drop the | CW
nmessage being processed.

initial _mu
Vari abl e hol ding the MIU for new connections, as explained in
[ RFC1191] and [ RFC1981].

maxsi zeacked
Vari abl e hol di ng the | argest packet size (data, plus headers) that
has so far been acked for this connection, as explained in
Section 7. 2.

maxsi zesent
Vari abl e hol di ng the | argest packet size (data, plus headers) that
has so far been sent for this connection, as explained in
Section 7. 2.

nsegrto
Vari abl e hol ding the nunber of tines this segnent has tined out,
as explained in Section 7.2.

packet _si ze
Vari abl e hol ding the size of the |IP datagram being sent.
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pendi ng_nessage
Variable (flag) that indicates whether there is a pending | CW
"Packet Too Bi g" nessage to be processed.

save_nessage()
Function that records the | CMP "Packet Too Bi g" nessage that has
j ust been received.

M N MUM_MTU
Const ant hol ding the mninum MU for the Internet Protocol in use
(68 for 1Pv4, and 1280 for |Pv6).

MAXSEGRTO
Const ant hol di ng the nunber of tines a given segnent nust tinme out
before an | CWP "Packet Too Big" error nmessage can be honored.

EVENT: New TCP connecti on

current _nmntu initial _ntu;
maxsi zesent M NI MUM_MTU
maxsi zeacked = M Nl MUM_MIU
nsegrto = 0;

pendi ng_nessage = 0;

EVENT: Segnent is sent

i f (packet_size > naxsizesent)
maxsi zesent = packet_size

EVENT: Segnent is received

i f (acked_packet _size > maxsi zeacked)
maxsi zeacked = acked_packet _si ze;

i f (pendi ng_nessage)
if (ack > clai nedtcpseq){
pendi ng_nessage = 0;
nsegrto = 0O;

EVENT: | CVMP "Packet Too Bi g" nessage is received

if (claimedntu <= M Nl MUM_MTU)
drop_nessage() ;

if (claimedtcpseq < SND. UNA || clai nmedtcpseq >= SND. NXT)
drop_nessage() ;
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el se {
if (clainmedntu > nmaxsi
drop_nessage() ;

el se {
if (clainmednu >
adj ust_ntu()
current _ntu
maxsi zesent

}

el se {

pendi ng_nessage

tacks agai nst TCP

zesent clai nedntu >=

N
maxsi zeacked) {

cl ai nrednt u;
M N MUM_MTU

1

save_nessage();

}

EVENT: Segnent tines out

nsegrt o++;

i f (pending_nessage && nsegrto >=

adj ust _ntu();
nsegrto = 0O;
pendi ng_nessage
maxsi zeacked
maxsi zesent
current _ntu

0;

}

Not es:
Al l

MAXSEGRTO) {

cl ai nedntu
M NI MUM_
cl ai nednt u;

MTU;

sequence nunber arithmetic.

July 2010

current _ntu)

conpari sons between sequence nunbers nust be performed using

The pseudo-code i npl enents the nmechani sm described in Section 7.2,
the TCP sequence nunber checki ng described in Section 4.1, and the
val i dati on check on the advertised Next-Hop MIU described in

[RFC1191] and [ RFC1981].

8. Security Considerations

Thi s docunent describes the use of

| CMP error nmessages to performa

number of attacks against TCP, and describes a nunber of w dely
i mpl ement ed count er-neasures that either elinminate or reduce the
i npact of these attacks when they are perfornmed by off-path

attackers.

CGont
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Section 4.1 describes a validation check that could be enforced on

| CMP error nessages, such that TCP reacts only to those | CVP error
nmessages that appear to relate to segnents currently "in flight" to
the destination system This requires nore effort on the side of an
of f-path attacker at the expense of possible reduced responsiveness
to network errors.

Section 4.2 describes how randoni zati on of TCP epheneral ports
requires nore effort on the side of the attacker to successfully
exploit any of the attacks described in this docunent.

Section 4.3 describes how | CMP error nessages coul d possibly be
filtered based on their payload, to prevent users of the |oca
network from successfully perfornming attacks against third-party
connections. This is analogous to ingress filtering and egress
filtering of IP packets [IP-filtering].

Section 5.2 describes an attack-specific counter-neasure for the
blind connection-reset attack. |t describes the processing of | CwW
"hard errors" as "soft errors" when they are received for connections
in any of the synchronized states. This counter-neasure elininates
the af orenmenti oned vulnerability in synchronized connections at the
expense of possible reduced responsiveness in sone network scenari os.

Section 6.2 describes an attack-specific counter-nmeasure for the
blind throughput-reduction attack. It suggests that the

af orementi oned vulnerability can be elininated by ignoring | CVPv4
Source Quench nessages meant for TCP connections. This is in
accordance with research results that indicate that | CVPv4 Source
Quench nessages are ineffective and are an unfair antidote for
congesti on.

Finally, Section 7.2 describes an attack-specific counter-nmeasure for
the blind performance-degrading attack. It consists of the

val i dati on check described in Section 4.1, with a nodification that
makes TCP react to | CMP "Packet Too Big" error nessages such that
they are processed when an outstanding TCP segnent tinmes out. This
counter-measure parallels the Packetization Layer Path MIU Di scovery
(PLPMTUD) mechani sm [ RFC4821]. It should be noted that if this
counter-nmeasure is inplenmented, in some scenarios TCP may respond
nmore slowy to valid I CWP "Packet Too Big" error nessages.

A di scussion of these and other attack vectors for perfornming sinlar

attacks agai nst TCP (along with possible counter-neasures) can be
found in [CPNI -TCP] and [ TCP- SECURI TY]
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