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Heart beat Mechani sm for Proxy Mobile |IPv6
Abstr act

Proxy Mobile IPv6 (PMPv6) is a network-based nmobility nanagenent
protocol. The nobility entities involved in the Proxy Mbile | Pv6
protocol, the nobile access gateway (MAG and the local nobility
anchor (LMA), set up tunnels dynamcally to manage nobility for a
nobi |l e node within the Proxy Mobile | Pv6 domain. This docunent
descri bes a heartbeat nechani sm between the MAG and the LMA to detect
failures, quickly informpeers in the event of a recovery from node
failures, and allow a peer to take appropriate action.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc5847.
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Copyright Notice

Copyright (c) 2010 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1.

I ntroduction

Proxy Mobile I Pv6 (PM Pv6) [ RFC5213] enabl es network-based nobility
for 1Pv6 hosts that do not inplenent any nobility protocols. The
protocol is described in detail in [RFC5213]. 1In order to facilitate
t he networ k-based nmobility, the PM Pv6 protocol defines a nobile
access gateway (MAG, which acts as a proxy for the Mbile |IPv6

[ RFC3775] signaling, and the local nobility anchor (LMA), which acts
simlar to a honme agent, anchoring a nobile node’s sessions within a
PM Pv6 domain. The LMA and the MAG establish a bidirectional tunnel
for forwarding all data traffic belonging to the nobile nodes.

In a distributed environnment such as a PM Pv6 donmi n consi sting of
LMAs and MAGs, it is necessary for the nodes to 1) have a consi stent
state about each other’s reachability, and 2) quickly informpeers in
the event of recovery fromnode failures. So, when the LMA restarts
after a failure, the MAG should (quickly) learn about the restart so
that it can take appropriate actions (such as releasing any
resources). Wen there are no failures, a MAG should know about the
LMA's reachability (and vice versa) so that the path can be assuned
to be functioning.

Thi s docunent specifies a heartbeat nmechani sm between the MAG and the
LMA to detect the status of reachability between them This docunent
al so specifies a nechanismto indicate node restarts; the nechanism
could be used to quickly informpeers of such restarts. The

Heart beat nessage is a Mbility Header nessage (protocol type 135)
that is periodically exchanged at a configurable threshold of tinme or
sent unsolicited soon after a node restart. This docunment does not
specify the specific actions (such as rel easing resources) that a
node takes as a response to processing the Heartbeat nessages.

Ter i nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Heart beat Mechani sm

The MAG and the LMA exchange Heartbeat nessages every

HEARTBEAT | NTERVAL seconds to detect the current status of
reachability between them The MAG initiates the heartbeat exchange
to test if the LMA is reachable by sending a Heartbeat Request
message to the LMA. Each Heartbeat Request contains a sequence
nunber that is increnented nonotonically. The sequence nunber on the
| ast Heartbeat Request nessage is always recorded by the MAG and is
used to match the correspondi ng Heart beat Response. Sinilarly, the
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LMA also initiates a heartbeat exchange with the MAG by sending a
Hear t beat Request nessage, to check if the MAGis reachable. The
format of the Heartbeat nessage is described in Section 3.3.

A Heartbeat Request nessage can be sent only if the MAG has at | east
one proxy Binding Cache entry at the LMA for a nobile node attached
to the MAG |If there are no proxy Binding Cache entries at the LMA
for any of the nobile nodes attached to the MAG then the Heartbeat
nmessage SHOULD NOT be sent. Sinmilarly, the LMA SHOULD NOT send a
Heart beat Request nessage to a MAGif there is no active Binding
Cache entry created by the MAG A PM Pv6 node MIJST respond to a
Heart beat Request nessage with a Heartbeat Response nessage,
irrespective of whether there is an active Binding Cache entry.

The HEARTBEAT_I| NTERVAL SHOULD NOT be configured to a value less than
30 seconds. Deploynents should be careful in setting the value for

t he HEARTBEAT | NTERVAL. Sendi ng Heartbeat nessages too often may
becone an overhead on the path between the MAG and the LMA. It could
al so create congestion in the network and negatively affect network
performance. The HEARTBEAT | NTERVAL can be set to a nuch |arger

val ue on the MAG and the LMA, if required, to reduce the burden of
sendi ng periodi c Heartbeat nessages.

If the LMA or the MAG do not support the Heartbeat nessages, they
respond with a Binding Error message with status set to 2
(unrecogni zed nobility header (WMH) type value) as described in

[ RFC3775]. When the Binding Error nessage with status set to 2 is
received in response to a Heartbeat Request nessage, the initiating
MAG or the LMA MUST NOT use Heartbeat nessages with the other end
agai n.

If a PMPv6 node has detected that a peer PM Pv6 node has failed or
restarted without retaining the PMPv6 session state, it should mark
the correspondi ng binding update list or binding cache entries as
invalid. The PMPv6 node may al so take other actions, which are

out side the scope of this docunent.

The detection of failure and restart events nmay be signaled to

net wor k operators by using asynchronous notifications. Future work
may define such notifications in a Structure of Managenent
Information Version 2 (SMv2) Managenent |nformation Base (M B)
nodul e.

3.1. Failure Detection
A PM Pv6 node (MAG or LMA) matches every received Heartbeat Response

to the Heartbeat Request sent using the sequence nunber. Before
sendi ng the next Heartbeat Request, it increments a |local variable
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M SSI NG HEARTBEAT if it has not received a Hearthbeat Response for the
previous request. Wen this local variable M SSI NG HEARTBEAT exceeds
a configurabl e paraneter M SSI NG HEARTBEATS ALLOWED, the PM Pv6 node

concl udes that the peer PM Pv6 node is not reachable. |f a Heartbeat
Response nessage is received, the M SSI NG HEARTBEATS counter is
reset.

3.2. Restart Detection

The section describes a nechanismfor detecting failure recovery

W t hout session persistence. |In the case that the LMA or the MAG
crashes and reboots and |loses all state with respect to the PM Pv6
sessions, it would be beneficial for the peer PM Pv6 node to discover
the failure and the | oss of session state and establish the sessions
agai n.

Each PM Pv6 node (both the MAG and LMA) MJST maintain a nonotonically
i ncreasing Restart Counter that is increnented every tine the node
reboots and | oses PM Pv6 session state. The counter MJST NOT be
increnented if the recovery happens without losing state for the

PM Pv6 sessions active at the tine of failure. This counter MJST be
treated as state that is preserved across reboots. A PM Pv6 node
includes a Restart Counter nobility option, described in Section 3.4,
in a Heartbeat Response nessage to indicate the current value of the
Restart Counter. Each PM Pv6 node MJUST al so store the Restart
Counter for all the peer PM Pv6 nodes with which it currently has
sessions. Stored Restart Counter values for peer PM Pv6 nodes do not
need to be preserved across reboots.

The PM Pv6 node that receives the Heartbeat Response nessage conpares

the Restart Counter value with the previously received value. |[|f the
value is different, the receiving node assunes that the peer PM Pv6
node had crashed and recovered. |If the Restart Counter val ue changes

or if there was no previously stored value, the new value is stored
by the receiving PM Pv6 node.

If a PMPv6 node restarts and | oses PM Pv6 session state, it SHOULD
send an unsolicited Heartbeat Response nessage with an increnented
Restart Counter to all the PM Pv6 nodes that had previously

est abli shed PM Pv6 sessions. Note that this is possible only when
the PM Pv6 node is capable of storing information about the peers
across reboots. The unsolicited Heartbeat Response nessage all ows
the peer PM Pv6 nodes to quickly discover the restart. The sequence
nunber field in the unsolicited Heartbeat Response is ignored and no
response i s necessary; the nodes will synchronize during the next
request and response exchange.
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3.3. Heartbeat Message

The Heartbeat nessage is based on the Mbility Header defined in
Section 6.1 of [RFC3775]. The MH Type field in the Mbility Header
indicates that it is a Heartbeat nessage. The value MJST be set to
13. This docunment does not nake any other changes to the Mbility
Header nessage. Please refer to [RFC3775] for a description of the
fields in the Mobility Header nessage.

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Payload Proto | Header Len | WVH Type | Reser ved |
B Lt r s i i i o o T s ks S R S
| Checksum | |
B S Tk sl S S S S S S it s S |
| |

Message Data

B s T s s e T o e S T ks et s oot ST S S S o S S 3
Figure 1: Mbility Header Message Fornat
The Heartbeat nessage foll ows the Checksumfield in the above

message. The following illustrates the nmessage format for the
Heart beat Mbility Header nessage.

0 1 2 3
01234567890123456789012345678901
Bk o I I e S S T e e e e
| Reserved | UR|
B T T T o o S S S e i S S Tk e e Y S
| Sequence Numnber |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

| |
Mobility Options
i T i i o s e e S S S S e el el e S S et o i S
Fi gure 2: Heartbeat Message Format
Reserved

Set to 0 and ignored by the receiver.
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YU
Set to 1 in Unsolicited Heartbeat Response. Oherw se, set to O.
1R1

A 1-bit flag that indicates whether the nessage is a request or a
response. \Wen the 'R flag is set to 0, it indicates that the
Heart beat nessage is a request. Wien the 'R flag is set to 1, it
i ndi cates that the Heartbeat nmessage is a response.

Sequence Nunber

A 32-bit sequence nunber used for matching the request to the
reply.

Mobility Options

Vari abl e-1ength field of such Iength that the conplete Mbility
Header is an integer that is a nultiple of 8 octets long. This
field contains zero or nore TLV-encoded nobility options. The
recei ver MJST ignore and skip any options that it does not
understand. At the time of witing this docunent, the Restart
Counter nobility option, described in Section 3.4, is the only
valid option in this nessage.

3.4. Restart Counter Mbility Option

The followi ng shows the nessage format for a new nobility option for
carrying the Restart Counter value in the Heartbeat nessage. The
Restart Counter nobility option is only valid in a Heartbeat Response
message. It has an alignnent requirenment of 4n+2.

0 1 2 3
01234567890123456789012345678901
i T R i el i it S SRR R S SR SR S
| Type | Length
B Lt r s i i i o o T s ks S R S
Restart Counter |
B T T T o o S S S e i S S Tk e e Y S

Figure 3: Restart Counter Mbility Option
Type

An 8-bit field that indicates that it is a Restart Counter
mobility option. It MJST be set to 28.
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Length

An 8-bit field that indicates the length of the option in octets
excluding the Type and Length fields. It is set to 4.

Restart Counter
A 32-bit field that indicates the current Restart Counter val ue.
4. Exchangi ng Heart beat Messages over an | Pv4 Transport Network

In sone depl oynents, the network between the MAG and the LMA nay be

| Pv4-only and not capable of routing IPv6 packets. In this case, the
Mobi lity Header containing the Heartbeat nessage is carried as
specified in Section 4 of [RFC5844], i.e., the Mbility Header is
part of the UDP payl oad inside an |Pv4 packet (I Pv4-UDP-M).

5. Configuration Variabl es

The LMA and the MAG nust allow the following variables to be
confi gurabl e.

HEARTBEAT_| NTERVAL

This variable is used to set the tine interval in seconds between
two consecutive Heartbeat Request nessages. The default value is
60 seconds. It SHOULD NOT be set to less than 30 seconds or nore
t han 3600 seconds.

M SSI NG_HEARTBEATS_ALLOWED

This variabl e indicates the maxi num nunber of consecutive

Heart beat Request nessages for which a PM Pv6 node did not receive
a response before concluding that the peer PM Pv6 node is not
reachable. The default value for this variable is 3.

6. Security Considerations

The Heartbeat nessages are just used for checking reachability
between the MAG and the LMA. They do not carry information that is
useful for eavesdroppers on the path. Therefore, confidentiality
protection is not required. Integrity protection using |Psec

[ RFC4301] for the Heartbeat nessages MJST be supported on the MAG and
the LMA. RFC 5213 [RFC5213] describes how to protect the Proxy

Bi ndi ng Update and Acknow edgenent signaling nmessages with | Psec.

The Heartbeat nessage defined in this specification is nerely another
subtype of the sane Mobility Header protocol that is already being
protected by IPsec. Therefore, protecting this additional nessage is
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9.

9.

possi bl e using the nechani sms and security policy nodels fromthese
RFCs. The security policy database entries should use the new IVWH
Type, the Heartbeat nessage, for the MH Type sel ector

I f dynami c key negotiation between the MAG and the LMA is required,
I nternet Key Exchange Protocol version 2 (1KEv2) [RFC4306] shoul d be
used.

| ANA Consi der ati ons

The Heartbeat nessage defined in Section 3.3 nust have the type val ue
all ocated fromthe sane space as the 'IWH Type' name space in the
Mobi lity Header defined in RFC 3775 [ RFC3775].

The Restart Counter nobility option defined in Section 3.4 must have
the type value allocated fromthe sanme nanme space as the nobility
options defined in RFC 3775 [ RFC3775].
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