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Abstract

Thi s docunent describes extensions to OSPF to support nobile ad hoc
net works (MANETsS). The extensions, called OSPF-OR (OSPF-Overl appi ng
Rel ay), include nechanisns for |ink-local signaling (LLS), an OSPF-
MANET interface, a sinple technique to reduce the size of Hello
packets by only transmtting i ncremental state changes, and a nethod
for optimzed flooding of routing updates. OSPF-CR al so provides a
means to reduce unnecessary adjacencies to support |arger MANETs

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc5820
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I ntroduction

Mobi l e ad hoc networks (MANETs) have been an area of study for sone
time within various working groups and areas within the | ETF, various
mlitary branches, and various government agencies. Recently,
networks with nobile ad hoc requirenents have been proposed and are
bei ng seriously considered for deploynent in the near term which
means the concepts and research now need to be applied to depl oyed
networks. Towards that end, this docunent applies many of the
principles and concepts | earned through prior work to [ OSPFv3], al ong
wi th new concepts based on current requirenents.

Pr obl em St at enent

MANETs are synonynous w th packet radi o networks, which have been
around since the 1960s in a limted mlitary capacity. Wth the boom
in mobil e devices and wi rel ess conmuni cati ons, MANETs are finding
scope in comercial and military environnents. The aimof these
networks is to support robust and efficient communication in a nobile
wirel ess network by incorporating routing functionality into nobile
nodes.

A MANET is an autononmous set of nodes distributed over a w de

geogr aphi cal area that conmuni cate over bandw dt h-constrai ned
wireless Iinks. Each node nay represent a transnitter, receiver, or
relay station with varying physical capabilities. Packets nay
traverse through several internmediate (relay) nodes before reaching
their destination. These networks typically lack infrastructure:
nodes are nobile, and there is no central hub or controller; thus,
there is no fixed network topol ogy. Mreover, MANETs nust contend
with a difficult and variabl e comunication environment. Packet
transm ssions are plagued by the usual problens of radio

conmuni cati on, which include propagation path [oss, signal mnultipath
and fading, and thermal noise. These effects vary with ternina
nmovenent, which al so i nduces Doppl er spreading in the frequency of

the transmtted signal. Finally, transm ssions from nei ghboring
termnals, known as nulti-access interference, hostile jamers, and
i mpul sive interference, e.g., ignition systens, generators, and other

non-simlar in-band comunications, nmay contribute additiona
i nterference.

G ven this nature of MANETs, the existence of a communication |ink
between a pair of nodes is a function of their variable link quality,
i ncluding signal strength and bandw dth. Thus, routing paths vary,
based on environnment and the resulting network topology. In such

net wor ks, the topology nay be stable for periods of tine and then
suddenl y becone unpredictable. Since MANETs are typically
decentralized systens, there are no central controllers or specially
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designated routers to determ ne the routing paths as the topol ogy
changes. Al of the routing decisions and forwarding (relaying) of
packets must be done by the nodes thensel ves, and conmunication is on
a peer-to-peer basis.

1.2. Motivation for Extending OSPF to Support MANETS

The notivation to extend a standard protocol, OSPF (described in

[ OSPF] and [OSPFv3]), to operate on MANETs is twofold. The prinmary
reason is for interoperability -- MANET devices need to be able to
wor k when plugged into a wireline network in as many cases as

possi ble. The junction point between a MANET and wi re-1line network
shoul d al so be as fluid as possible, allowing a MANET to "plug in" to
just about any location within a wire-line network, and also find
connectivity, etc., as needed.

VWhil e routes could be redistributed between two routing protocol s,
one designed just for wire-line networks, and the other just for
MANETs, this adds conplexity and overhead to the MANET/wireline
interface, increases the odds of an error being introduced between
the two domai ns, and decreases flexibility.

The second notivation is that OSPF is a well-understood and wi dely
depl oyed routing protocol. This provides a strong basis of
experience and skills fromwhich to work. A protocol that is known
to work can be extended, rather than devel oping a new protocol that
nmust then be conpletely troubleshot, tested, and nodified over a
nunber of years. W rking with a well-known protocol allows

devel opnent effort to be placed in a narrowWy focused area, rather
than rebuilding, fromscratch, many things that are already known to
wor K.

2. Requirenents Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ KEY].

3. Proposed Enhancenents

Thi s docunment proposes nodifications to [ OSPFv3] to support nobile ad
hoc networks (MANETs). Note that it is possible to use the

mechani snms defined in Sections 3.2 and 3.3 independently of one

anot her.

The chal |l enges with depl oying standard [ OSPFv3] in a MANET

environment fit into two categories. First, traditional link-state
routing protocols are designed for a statically configured
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environnent. As a result, nost of the configuration is done nanually
when a new router is placed in the network. Thus, OSPF will not
function in an environment where routers interconnect and di sconnect

i n somewhat random topol ogi es and conbi nati ons. There are

nmodi fications that nust be nmade in order for routers running the sane
protocol to comunicate in a heterogeneous and dynami ¢ environnent.

Currently there is no defined interface type that describes a

wirel ess network. Wreless |links have characteristics of both nulti-
access and point-to-nultipoint links. Treating wireless links as

mul ti-access does not take into account that not all nodes on the
sanme Layer 2 link have bi-directional connectivity. However, any
transmission on a link will reach nodes that are within transm ssion
range. In this way, the link is nulti-access due to the fact that
two sinultaneous transnissions may collide. A new interface type
needs to be defined in order to accurately describe this behavior.

The second category of challenges involves scalability. A MANET nust
transmit nore state information to nmaintain reachability. Therefore,
OSPF will need scalability enhancenents to support MANETs. Wile
some flooding optinizations are present in OSPF, such as designated
router (DR) election, many of these were built under the assunption
of a true multi-access network. Wreless networks are not true

mul ti-access networks, because it cannot be assunmed that there is
2-way connectivity between everyone on the same Layer 2 link
Therefore, optimzations such as DR el ection will not perform
correctly in MANET networks. Wthout any further optimnizations in
link-state flooding, current OSPF would not be able to operate in a
hi ghly dynam ¢ environment in which |inks are constantly being forned
and broken. The anount of infornmation that woul d need to be flooded
woul d overl oad the network.

Anot her scalability issue is the periodic transm ssion of Hello
messages. Currently, even if there are no changes in a router’s
nei ghbor list, the Hello nessages still list all the neighbors on a
particular link. For a MANET router, where saving bandw dth and
transm ssion power is a critical issue, the transni ssion of
potentially large Hell o nessages is particularly wasteful

Finally, current routing protocols will forma neighbor relationship
with any router on a Layer 2 link that is correctly configured. For
MANET routers in a wireless network, this may lead to an excessive
nunber of parallel links between two routers if comunication is
achieved via multiple interfaces. 1In a statically configured
network, this is not a problem since the physical topology can be
built to prevent excessive redundancy. However, in a dynamnc
networ k, there nust exist additional mechanisnms to prevent too many
redundant links. (Note that |inks between two nodes on different
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radi o types, different antennae, different channels, etc., are
considered different links and not redundant links.) 1In scalability
tests, it has been denonstrated that the presence of too many
redundant links will both increase the size of routing updates and
cause extra flooding, resulting in even relatively small networks not
conver gi ng.

3.1. OSPF-MANET Interface

Interfaces are defined as the connection between a router and one of
its attached networks [OSPF]. Four types of interfaces have been
defined and supported in [OSPF] and [ OSPFv3]: broadcast, Non-

Br oadcast Multi-Access (NBMA), point-to-point, and point-to-

nmul ti point.

The point-to-multipoint nodel has been chosen to represent MANET
interfaces. (The features designed in this document MAY be incl uded
on other interface types as appropriate.) The MANET interface all ows
the foll ow ng:

0 OSPF treats all router-to-router connections over the MANET
interface as if they were point-to-point |inks.

o0 Link netric can be set on a per-nei ghbor basis.

0 Broadcast and multicast can be acconplished through Layer 2
broadcast or Layer 2 pseudo-broadcast.

*  The MANET interface supports Layer 2 broadcast if it is able to
address a single physical nessage to all of the attached
nei ghbors. One such exanple is 802.11

*  The MANET interface supports Layer 2 pseudo-broadcast if it is
able to pick up a packet fromthe broadcast queue, replicate
t he packet, and send a copy over each point-to-point |link. One
such exanple is Frane Rel ay.

0 An APl nust be provided for Layer 3 to deternine the Layer 2
broadcast capability. Based on the return of the APlI, OSPF
classifies the MANET interfaces into the follow ng three types:
MANET broadcast, MANET pseudo- broadcast, and MANET non- broadcast.

o Milticast SHOULD be used for OSPF packets. Wen the MANET
i nterface supports Layer 2 broadcast or pseudo-broadcast, the
mul ticast process is transparent to OSPF. O herw se, OSPF MJUST
replicate nulticast packets by itself.
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3.1.1. Interface Qperation

A MANET node has at | east one MANET interface. MANET nodes can
comruni cate with each other through MANET interfaces. MANET nodes
can conmmuni cate with non- MANET routers only through normal
interfaces, such as Ethernet, ATM etc.

For scalability reasons, it is not required to configure |IPv6 gl obal
uni cast addresses on MANET interfaces. Instead, a nanagenent

| oopback interface with an | Pv6 gl obal unicast address MAY be
configured on each MANET node.

The Iink state advertisenents (LSAs) associated with a MANET

i nterface SHOULD have the DC-bit set in the OSPFv3 Options Field and
the DoNot Age bit set in the LS Age field as described in [ OSPFv3].
Demand Circuits are an optional feature; hence, the DC-bit setting
recomendation | evel is SHOULD.

3.1.2. LSA Formats and Exanpl es
LSA formats are specified in [ OSPFv3].
In order to display exanple LSAs, a network map is included bel ow.
Rout er nanes are prefixed with the letters RT, network nanes with the
letter N, and router interface names with the letter 1.

o Four MANET nodes, RT1, RT2, RT3, and RT4, reside in area 2.

o0 RT1 has one MANET interface, 111. Through the interface, RT1 is
full -adjacent to RT2, RT3, and RT4.

0 RT2 has two MANET interfaces, 121 and |22, and one Ethernet
interface, 123. RT2 is full-adjacent to RT1 and RT4 through the
interface 121, and full-adjacent to RT4 through the interface |22.
Stub network N1 is attached with RT2 through the interface 123.

o RT3 has one MANET interface, 131, and is full-adjacent to RT1
t hrough the interface.

0 RT4 has two MANET interfaces, 141 and 142. It is full-adjacent to
RT2 through the interface 141, and full-adjacent to RT1 and RT2
through the interface 142.

0o Mreover, each MANET node is configured with a nanagement | oopback
i nterface.
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Node Interface Interface ID Li nk- Local address
RT1 LOOPBACK 1 n/ a

111 2 f e80: 0002: : EUI 11
RT2 LOOPBACK 1 n/ a

121 2 f e80: 0002: : EUI 21

122 3 f e80: 0003: : EUI 22

123 4 f e80: 0004: : EUI 23
RT3 LOOPBACK 1 n/ a

131 2 f e80: 0002: : EUI 31
RT4 LOOPBACK 1 n/ a

141 2 f e80: 0002: : EUI 41

142 3 f e80: 0003: : EUI 42

3.1.2.1. Router-LSAs
As an exanpl e, consider the router-LSAs that node RT2 woul d
originate. Two MANET interfaces, consisting of 3 point-to-point
links, are presented.

RT2’s router-LSA

LS age = DoNot Age+0 ;newly originated
LS type = 0x2001 ;router-LSA
Link State ID=0 ;first fragnent

Advertising Router = 192.0.2.2 ; RT2's Router ID

bit E=0 ;not an AS boundary router
bit B=0 ;not an area border router
Options = (V6-bit|E-bit|Rbit)

Type = 1 ;p2p link to RT1 over 121
Metric = 10 ;cost to RT1

Interface ID = 2 ;Interface 1D of |21

Nei ghbor Interface ID = 2 ;Interface 1D of 111

Nei ghbor Router ID = 192.0.2.1 ;RT1's Router ID

Type = 1 ;p2p link to RT4 over 121
Metric = 25 ;cost to RT4

Interface ID = 2 ;Interface ID of 121

Nei ghbor Interface ID = 3 ;Interface 1D of 142

Nei ghbor Router ID = 192.0.2.4 ;RT4’s Router ID

Type =1 ;p2p link to RT4 over 122
Metric = 15 ;cost to RT4

Interface ID = 3 ;Interface ID of 122

Nei ghbor Interface ID = 2 ;Interface 1D of 141

Nei ghbor Router ID = 192.0.2.4 ;RT4’s Router ID
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3.1.2.2. Link-LSAs
A MANET node originates a separate |ink-LSA for each attached
interface. As an exanple, consider the link-LSA that RT3 will build
for its MANET interface |31.

RT3’s |ink-LSA for MANET interface |31

LS age = DoNot Age+0 ;newly originated
LS type = 0x0008 ;11 nk-LSA

Link State ID = 2 ;Interface 1D of 131
Advertising Router = 192.0.2.3 ; RT3’ s Router ID
Rtr Pri =1 ;default priority

Options = (V6-bit|E-bit|Rbit)
Li nk-1ocal Interface Address = fe80: 0002:: EU 31
# prefixes =0 ;no gl obal unicast address

3.1.2.3. Intra-Area-Prefix-LSAs

A MANET node originates an intra-area-prefix-LSA to advertise its own
prefixes and those of its attached stub links. As an exanpl e,
consider the intra-area-prefix-LSA that RT2 will build.

RT2's intra-area-prefix-LSA for its own prefixes

LS age = DoNot Age+0

LS type = 0x2009

Link State ID = 177
Advertising Router = 192.0.2.2
# prefixes = 2

new y ori gi nat ed

i ntra-area-prefix-LSA
or sonething el se
RT2's Router 1D

Ref erenced LS type = 0x2001 ;router-LSA reference
Ref erenced Link State ID =0 ;always O for router-LSA
;reference

Ref erenced Advertising Router = 192.0.2.2
y RT2’s Router |ID

Prefi xLength = 64 ;prefix on RT2's LOOPBACK
PrefixOptions = 0
Metric = 0 ;cost of RT2's LOOPBACK

Address Prefix = 2001: DB8: 0002: :
PrefixLength = 60

PrefixOptions = 0

Metric = 10 ;cost of 123
Address Prefix = 2001: DB8: 0012: :

;prefix on 123

Not e: MANET nodes may originate intra-area-prefix-LSAs for attached
transit (broadcast/NBMA) networks. This is normal behavior (defined
in [OSPFv3]), which is irrelevant to MANET interfaces. Please
consult [OSPFv3] for details.
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3.2. Increnental OSPF- MANET Hel | os

In MANETs, reducing the size of periodically transnitted packets can
be very inportant in decreasing the total anount of overhead
associated with routing. Towards this end, renoving the list of

nei ghbors from Hel |l o packets, unless that informati on changes, can
reduce routing protocol overhead. While the reduction for each Hello
packet is small, over time it will be significant.

A new option bit is defined in this docunent to facilitate the
operation of incremental Hello packets. A new State Check Sequence
TLV (SCS TLV) and Nei ghbor Drop TLV are al so defined, transnmitted
using LLS [LLS].

3.2.1. The | Option Bit

Anew l-bit is defined in the LLS Type 1 Extended Options and Fl ags
field. The bit is defined for Hell o packets and indicates that only
increnental information is present. See Section 5 for placenent of
the I-bit.

3.2.2. State Check Sequence TLV (SCS TLV)

A new TLV is defined that indicates the current state, which is
represented by a State Check Sequence (SCS) nunber of the
transmitting router

0 1 2 3
012345678901234567 8 9012345678901
i S T S S S e e S i e S S i S S S

| Type | Length |
B R e e L i i i o S T T T a ks ae S S S S S S S S
| SCS Nunber | Rl FS| N | Reserved

o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e ea oo +

0 Length: Set to 4.

0 SCS Nunber: A circular two-octet unsigned integer indicating the
current state of the transmtting device. Note that when the
increnental Hello nmechanismis invoked (or re-started), an initial
SCS val ue of '1' SHOULD be used for the first incremental Hello
packet. This sequence nunber is referred to as Initial SCS. Note
that Initial SCS also inplies a full state.
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(o]

(0]

R Request bit. |If set, this is a request for current state. The
list of routers that should respond to this request is indicated
in the Request From TLV (RF TLV) (defined below). |If the RF TLV
is not present, it is assuned that the request is nmeant for al
nodes.

FS: Full State bit. If set, the Hell o packet contains full state
as far as the neighbor(s) in the Full State For TLV (FSF TLV)
(defined below) are concerned. |f the FSF TLV is not present, the
Hel | o packet contains full state for all neighbors.

N: Inconplete bit. |If NOT set, the conplete state associated with
the SCS nunber is included in the Hello packet. |If set, this

i ndi cates that the appended TLVs are being sent ’'persistently’,
and that there is nore state associated with the SCS nunber that
was sent originally, but is not included in this Hello packet.
This bit allows any desired TLVs to be sent 'persistently for a
nunber of Hellos with the sane SCS nunber w thout requiring all of
the TLVs associated with that SCS nunmber to be transmitted. The
first tinme an SCS nunber is sent, the entire state associated with
that SCS nunber is transnmitted, and the N-bit MJST NOT be set.

Reserved: Set to O. Reserved for future use.

A Hello with the SCS TLV appended and with the R-bit set will be
referred to as a Hello request.

3. 2.

Nei ghbor Drop TLV

A new TLV is defined in this docunent that indicates nei ghbor(s) that
have been renoved fromthe list of known nei ghbors.

1 2 3

01234567890123456789012345678901

B S S T o S S S S s S S S S S S S

Type | Length |

R T S I T i T S S D S S S Tk

Dr opped Nei ghbor ('s) |

Type: 7
Length: Set to the nunber of dropped nei ghbors included in the TLV
mul tiplied by 4.

Dr opped Nei ghbor(s) - Router ID of the neighbor being dropped.
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3.2.4. Request From TLV (RF TLV)

A new TLV is defined in this docunment that indicates neighbor(s) from
which the latest Hello state is being requested.

0 1 2 3

01234567890123456789012345678901
T T R o o i e S  E  E e e s o i N SR
| Type | Length |
B T T T o o S S S e i S S Tk e e Y S
| Request From Nei ghbor (s) |

0 Length: Set to the nunber of neighbors included in the TLV
mul tiplied by 4.

0 Request From Nei ghbor(s) - Router ID of the neighbor(s) from which
Hello state is being requested.

3.2.5. Full State For TLV (FSF TLV)

A new TLV is defined in this docunent that indicates neighbor(s) to
which the transmitting node is responding with full state.

0 1 2 3

01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| Type | Length |
T T i i o e e e i i ok it SR R TR SR R SRS
| Ful | State For Nei ghbor(s) |

0 Length: Set to the number of neighbors included in the TLV
mul tiplied by 4.

o Full State For Neighbor(s) - Router ID of the neighbor(s) should
process this packet.
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3.2.6. Neighbor Adjacencies

This section describes building nei ghbor adjacencies and the failure
of such adjacencies using the increnental Hello signaling.

3.2.6.1. Building Neighbor Adjacencies

Hel | o packets are sent periodically in accordance with [ OSPF] and

[ OSPFv3]. An OSPF inplenmentation that supports sending only partia
nei ghbor information in Hello packets SHOULD al ways set the I-bit in
its transmitted Hell o packets, except as described elsewhere in this
docunent. Hello packets MAY be suppressed frombeing transnitted
every Hellolnterval if other packet transm ssions are sent by the
router during that tine.

On receiving a Hell o packet froma new neighbor (in this context, a
new nei ghbor is a neighbor in less than Init state as defined in
Section 10.1 [OSPF]), if the Hello has the |-bit set, a router wll:

o Place the new neighbor in the neighbor list described in [ OSPFv3],
Appendi x A. 3. 2.

0o Increnment the router’s SCS nunber that it will use in its next
Hello (indicated in the SCS TLV).

0 Renove the neighbor fromthe neighbor |ist described in [ OSPFv3],
Appendi x A. 3.2, when the nei ghbor has reached the Exchange state
(as described in [OSPF], Section 10.1).

0 Renopve the neighbor fromthe neighbor Iist described in [ OSPFv3]
Appendix A 3.2, if the neighbor is not a DR or backup designated
router (BDR) on an OSPF broadcast link, and if the neighbor is
advertised as connected in the network-LSA advertised by the DR

3.2.6.2. Adjacency Failure

On discovering an adjacency failure (going to state |less than
Exchange), a router using |-bit signaling SHOULD

0 Renove the adjacent router fromlocal tables, and take the
appropriate actions for a failed adjacency described in [ OSPF] and
[ CSPRv3] .

0 Add the fornerly adjacent router to a Nei ghbor Drop TLV.

o Increnment the router’s SCS nunber that it will transmt inits
next Hell o.
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3.

2

0 Transnmit Hellos with this Neighbor Drop TLV. It may be desirable
to send the Neighbor Drop TLV in three consecutive Hellos to
i ncrease the probability of reception. 1In this case, ’persistent’
Hel | o packets would be sent with the sane SCS nunber, the Nei ghbor
Drop TLV, and the N-bit set. Thus, the receiver knows that the
Nei ghbor Drop TLV is being sent persistently, and there is nore
state associated with the SCS in case it mnmust request m ssing
state presumably transmitted in a previous Hello.

.7. Sending Hellos

When a device is first attached to a network (whether by being
brought within range of another device, powering the device on
enabling the device’'s radio interface, etc.), it will need to obtain
conpl et e nei ghbor state fromeach of its neighbors before it can
utilize the increnmental Hello nmechanism Thus, upon initialization
a device MAY send a nulticast Hello request (and onmit the Request
From TLV). Neighbors will receive the request and respond with a
Hello with their conpl ete nei ghbor state.

If a device is in INIT state with a neighbor and receives a Hello
fromthe neighbor without its router IDIlisted in the neighbor Iist,
the devi ce SHOULD request the current state fromthe nei ghbor. Note
that this is to avoid a "race" condition, since the received Hello
can either nmean that the device is NOT SEEN by the nei ghbor, or that
the device is adjacent and not listed in the increnental list. Thus,
by receiving a Hello request, the neighbor will respond with its

nei ghbor state for the nei ghbor.

The first Hello packet with a particular SCS nunmber MJST contain the
full state associated with that SCS nunber, i.e., all state changes
since the last SCS nunber. The N-bit MJUST NOT be set in the State
Check Sequence TLV.

Increnental Hello packets can be sent persistently (sent in k
successive Hell o packets), with flexibility in the actual anount of
i nformati on being sent. The three options include:

0 The entire incremental Hello packet is sent persistently. This is
acconpl i shed by sinply sending the entire state associated with a
SCS nunber for k successive Hellos. Since the SCS nunmber remains
the sane, the N-bit is not set in these increnental Hell o packets.

o Partial information for a particular SCS nunber is sent
persistently. After the first Hello packet with a particular SCS
nunber is sent, only the TLVs that are desired to be sent
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3. 2.

persistently are sent in subsequent Hellos with the sane SCS
nunber and the N-bit set.

0o No information is sent persistently. This is sinply the default
behavi or where an increnental Hello packet with a particular SCS
nunber is only sent once.

8. Receiving Hellos

Each OSPF devi ce supporting increnental Hello signaling, as described
in this docunent, MJST keep the last known SCS nunber from each

nei ghbor it has received Hellos fromas |ong as the nei ghbor

adj acency structure is nmintai ned.

If a device receives a Hello from an adjacent nei ghbor wth an SCS
nunber | ess than the | ast known SCS nunber fromthat neighbor, it
MUST first check if the SCS nunber is a wap around. "Wap around”
is a condition when the |Iast known SCS nunber is MAX SCS (65535) and
the new SCS nunber is 1. |If it is not a wap around, then the device
MJUST send a Hell o request to the neighbor

If it is a wap around, or if a device receives a Hello from an
adj acent nei ghbor with an SCS nunber one greater than the |ast known
SCS nunber from that neighbor, it MJST

0o Exanine the neighbor list described in [OSPFv3], Appendix A 3.2
I f any neighbors are contained in this list, increment the SCS
nunber contained in the adjacent neighbor’s data structure.

0 Examine the Neighbor Drop TLV as described in Section 3.2.6.2. |If
this list contains a neighbor other than the |ocal router
i ncrenent the SCS nunber contained in the adjacent neighbor’s data
structure.

o Exami ne the Neighbor Drop TLV as described in Section 3.2.6.2. |If
the local router identifier is contained in this list, destroy the
transmitting adjacent neighbor’'s data structures.

0 Examine any other TLVs increnmentally signaled, as described in
docunents referring to this RFC. |If there are other state changes
i ndi cated, increment the SCS nunber contained in the adjacent
nei ghbor’s data structure.

o |If no state change information is contained in the received Hell o,
send a request for current state (by setting the "R -bit) in the
next Hell o.
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If a device receives a Hello from an adjacent nei ghbor with an SCS
nunmber greater than the | ast known SCS nunber + 1 fromthat nei ghbor
it MIST send a Hello request to the neighbor, since it nay be mi ssing
some nei ghbor state.

3.2.8.1. Receiving Hellos with the N-bit Set

If a device receives a Hello with the SCS TLV included and the N-bit
set in this TLV, it MJST verify that it has already received the SCS
nunber with the N-bit NOT set fromthe neighbor. |If the device
determnes that this is the first receipt of the SCS nunber fromthis
nei ghbor, then it MJST send a Hello request to the neighbor, since it
m ssed the initial Hello packet with the SCS nunber and thus is

m ssing state.

3.2.8.2. Receiving Hellos with the R bit Set

If a device receives a Hello with the SCS TLV included and the R-bit
set, it looks for the RF TLV. If its router IDis listed in the RF
TLV or the TLV is not found, it includes its full state in the next
Hell o. This MJST i ncl ude:

o0 The nei ghbor I D of the requesting neighbor(s) in the list of
nei ghbors described in [ OSPFv3], Appendix A 3.2.

0 An SCS TLV with the transmitter’s current SCS nunber and the
FS-bit set. Note that the transmitter’'s SCS nunber is NOT
i ncr enment ed.

0 Any other TLVs, defined in other docunents referencing this RFC
indicating the current state of the local system

o The neighbor I D of all the neighbors who have requested current
state, in the FSF TLV.

If the full state is being sent to a | arge nunber of existing
nei ghbors, an inplenentation could choose to instead generate a ful
state for all neighbors and onit the FSF TLV.
3.2.8.3. Receiving Hellos with the FS-bit Set
Wien a device receives a Hello with the SCS TLV included and the

FS-bit set, the Hell o packet contains the neighbor’'s full state for
the device. The packet SHOULD be processed as foll ows:
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2.

o |If the received SCS nunber is equal to the | ast known SCS nunber,
t he packet SHOULD be ignored, since the device already has the
| atest state information.

o |If the received SCS nunber is different than the |ast known SCS
nunber, this Hello has new infornmati on and MJST be parsed.

o If it islistedin the FSF TLV, or if the FSF TLV is not present,
the devi ce MUST save the SCS nunber, process the Hello as
described in Section 3.2.8, and process any ot her appended TLVs.

9. Interoperability

On receiving a Hell o packet from a new nei ghbor without the |-bit
set, the local router will continue to place that router’s identifier
intransmtted Hellos on this link as described in [ OSPFv3],

Appendi x A. 3. 2.

3.2.10. Support for OSPF Graceful Restart

OSPF graceful restart, as described in [ OSPFREST] and [ OSPFGR]

relies on the lack of neighbors in the Iist of neighbors described in
[ OSPFv3], Appendix A 3.2, to determ ne that an adjacent router has
restarted, and other signaling to deternine that the adjacency should
not be torn down. |If all Hello packets transmitted by a given router
have an enpty Hello list, reliance on an enpty Hello packet to signa
a restart (or to reliably tear down an OSPF adjacency) is no |onger
possi ble. Hence, this signaling nust be slightly altered. Wen a
router would like to tear down all adjacencies, or signal that it has
restarted:

0 Oninitially restarting, during the first RouterDeadlnterval after
restart, the router will transmt Hello packets with an enpty
nei ghbor list and the I-bit cleared. Any nornmal restart or other
signaling may be included in these initial Hello packets.

0 As adjacencies are |earned, these newy |earned adjacent routers
are included in the nulticast Hellos transnmitted on the |ink

0 After one RouterDeadl nterval has passed, the increnental Hello
mechani smis invoked. An increnental Hello packet with full state
is sent with the I-bit set, the SCS TLV included with the FS-bit
set, and the Initial SCS value (e.g., SCS of "1'). Subsequent
Hell o packets will include only incremental state.

Routers that are neighboring with a restarting router MJST conti nue
sending their Hello packets with the I-bit set.
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3.3. Optimzed Flooding (Overl appi ng Rel ays)

A conponent that may influence the scalability and convergence
characteristics of OSPF ([ OSPF], [OSPFv3]) in a MANET environnent is
how nmuch information needs to be flooded. The ideal solution is that
arouter will receive a particular routing update only once.

However, there nust be a trade-off between protocol conplexity and
ensuring that every speaker in the network receives all of the
information. Note that a speaker refers to any node in the network
that is running the routing protocol and transmitting routing updates
and Hel |l o messages.

Controlling the anbunt of information on the |link has increased
i mportance in a MANET environment due to the potential transnission
costs and resource availability in general

In sone environments, a group of speakers that share the sane |ogica
segrment may not be directly visible to each other; sone of the
possi bl e causes are the follow ng: |ow signal strength, |ong distance
separation, environnental disruptions, partial VC (virtual circuit)
meshing, etc. In these networks, a |ogical segnent refers to the

| ocal flooding domain dynanically deternined by transm ssion radius.
In these situations, sone speakers (the ones not able to directly
reach the sender) nmay never be able to synchroni ze their databases.
To solve the synchronization i ssues encountered in these
environnents, a mechanismis needed through which all the nodes on
the sane | ogi cal segment can receive the routing information

regardl ess of the state of their adjacency to the source.

3.3.1. CQperation Overview

The optim zed flooding operation relies on the ability of a speaker
to advertise all of its locally connected neighbors. 1In OSPF, this
ability is realized through the use of link state advertisenents
(LSA)s ([CsSPF], [GCsPFv3]).

A speaker receives router-LSAs fromits adjacent neighbors. A
speaker’s router-LSA conveys the list of the adjacent speakers of the
originator ("neighbor list"). The local speaker can conpare the

nei ghbor list reported by each speaker to its own neighbor list. If
the | ocal neighbor |ist contains adjacent speakers that the
originator cannot reach directly (i.e., those speakers that are not
in the originator’s neighbor list), then these speakers are locally
known as non-overl appi ng nei ghbors for the originator.

The | ocal speaker should relay any routing information to non-

over | appi ng nei ghbors of the sender based on the algorithmoutlined
in Section 3.3.8. Because nore than one such speaker nay exist, the
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mechani smis called "overl apping relays". The algorithm however,
does select the set of overlapping relays that should transnit first.
This set is known as the active set of overlapping relays for a
speaker .

3.3.2. Deternination of Overlapping Rel ays

The first step in the process is for each speaker to build and
propagate their neighbor lists in router-LSA packets. Every speaker
is then in a position to determ ne their 2-hop nei ghborhood, i.e.
those nodes that are neighbors of the speaker’s 1-hop nei ghbors.

A bidirectional neighbor is considered an overlapping relay for a
speaker if it can reach a node in the 2-hop nei ghborhood of the
speaker, i.e., if it has 1-hop neighbors (excluding the speaker
itself).

The set of Active Overlapping Relays for a speaker is the nininmum set
of direct neighbors such that every node in the 2-hop nei ghborhood of
t he speaker is a neighbor of at |east one overlapping relay in the
active set.

Each speaker SHOULD sel ect a set of Active Overl appi ng Rel ays based
on a selection algorithm (one such algorithmis suggested in
Section 3.3.4 and is based on the nmultipoint relay (MPR) sel ection
al gorithmdescribed in [OLSR]). The behavior of the overl appi ng
rel ays MUST follow that specified in Section 3.3.8.

Note that a speaker MJUST NOT choose a nei ghbor to serve as an Active
Overlapping Relay if that neighbor set the NNbit in its Active

Overl apping Relay TLV as defined in Section 3.3.6, unless the

nei ghbor is the only neighbor to reach a 2-hop nei ghbor.

El ection of Active Overlapping Relays is done across interfaces, and
thus, it is node-based and not |ink-based.

3.3.3. Termnol ogy

The followi ng heuristic and term nol ogy for Active Overlappi ng Rel ay
selection is largely taken from[OLSR]:

0 FULL: Neighbor state FULL as defined in [ OSPF] and [ OSPFv3]. Note
that all neighbor references in this docunent are assunmed to be
FULL nei ghbors.

o N Nis the set of FULL neighbors of the node.
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2-hop FULL neighbors (N2): The list of 2-hop neighbors of the node
that are FULL and that can be reached fromdirect neighbors,
excl udi ng any directly connected nei ghbors.

Active Set: A (sub)set of the neighbors sel ected, such that
t hrough these sel ected nodes, all 2-hop FULL nei ghbors are
reachabl e.

D(y): The degree of a 1-hop neighbor node y (where y is a nenber
of N) is defined as the nunmber of FULL nei ghbors of node v,
EXCLUDI NG al | the nenmbers of N and EXCLUDI NG t he node perforn ng
t he conputati on.

Overl apping Rel ay Di scovery Process

A possible algorithmfor discovering overlapping relays is the
fol | owi ng:

1

Start with an active set nade of all nenbers of N that have set
the A-bit in their Active Overlapping Relay TLV (AOR TLV) as
defined in Section 3.3.6.

Calculate D(y), where y is a nenber of N, for all nodes in N

Add to the active set those nodes in N, which are the *only* nodes
to provide reachability to a node in N2, i.e., if node b in N2 can
be reached only through a symmetric link to node a in N, then add
node a to the active set. Renpove the nodes from N2 that are now
covered by a node in the active set.

Wil e there exist nodes in N2 that are not covered by at |east one
node in the active set:

A. For each node in N, calculate the reachability, i.e., the
nunber of nodes in N2 that are not yet covered by at |east one
node in the active set and that are reachable through this
1- hop nei ghbor.

B. Select as an Active Overl apping Relay the node wi th the highest
W1 1lingness value (Section 3.3.7) anong the nodes in Nwth

non-zero reachability. 1In the case of nultiple choices, select
the node that provides reachability to the nmaxi mum nunber of
nodes in N2. |In the case of nultiple nodes providing the same

amount of reachability, select as active the node whose D(y) is
greater. As a final tie breaker, the node with the highest
router I D should be chosen. Renbve the nodes from N2 that are
now covered by a node in the active set.
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3.3.5.

As an optim zation, process each node, y, in the active set in
i ncreasing order of WIlingness value. |If all nodes in N2 are
still covered by at |east one node in the active set, excluding
node y, and if WIIlingness of node y is snaller than
MAX_W LLI NGNESS, then node y should be renoved fromthe active
set.

The F Option Bit

A single new option bit, the F-bit, is defined in the LLS Type 1
Extended Options and Flags field. The F-bit indicates that the node
supports the optinm zed fl oodi ng nechanismas specified in this
docunent. See Section 5 for placenent of the F-bit.

3.3.6.

Active Overlapping Relay TLV (AOR TLV)

A new TLV is defined so that each speaker can convey its set of
Active Overlapping Relays in the Hello nessages. The TLV is
transmitted using LLS [LLS]

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| Type | Length |
B e i S T e i T e S R S e e e s i i T S
Rel ays Added | Al N| Reserved

T T e i s T e e i e i i S o S R R S
| Router 1D(s) of Active Overlapping Rel ay(s)

B T e o i S I i i S S N iy St S I S S
+-

i e T S i i i i i e e S e o s
Type: 10

Length - variable. Length of TLV in bytes, NOT including Type and
Lengt h.

Rel ays Added - variable. Nunmber of Active Overl apping Rel ays that
are being added. Note that the nunber of Active Overl apping

Rel ays that are being dropped is then given by

[(Length - 4)/4 - Rel ays Added].

A-bit - If this bit is set, the node is specifying that it wll
al ways flood routing updates that it receives, regardl ess of
whether it is selected as an Active Overl apping Rel ay.

N-bit - If this bit is set, the node is specifying that it nost
likely will not flood routing updates. The node SHOULD NOT be
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chosen to be an Active Overlapping Relay unless it is the *only*
nei ghbor that can reach 2-hop neighbor(s). Note that if the node
is selected as an Active Overl apping Relay and the node cannot
performthe required duties, network behavior is not conprom sed,
since it results in the same behavior as if the node was not
chosen as an Active Overl appi ng Rel ay.

0 Reserved - Reserved for future use. MJST be set to zero by the
sender, and MJST be ignored upon receipt.

0 Router 1D(s) of Active Overlapping Relay(s) - The router 1D(s) of
nei ghbor (s) that are either chosen to serve as an Active
Overl apping Relay or renpved fromserving as an Active Overl apping
Rel ay. The Active Overl appi ng Relays that are being added MJST be
listed first, and the nunber of such relays MJST equal Add Length.
The remaining listed relays are being dropped as Active
Overl appi ng Rel ays, and the nunber of such relays MJIST equa
[(Length - 4)/4 - Relays Added].

Note that the A-bit and N-bit are independent of any particul ar
selection algorithmto determine the set of Active Overl apping
Rel ays. However, the bits SHOULD be considered as input into the
sel ection algorithm

If a node is selected as an Active Overl apping Relay and it does not
support the Increnental Hello nechani smdefined in Section 3.2, then
it SHOULD al ways be included as an Active Overlapping Relay in the
TLV. Note that while a node needs to know whether it is an Active
Overl apping Relay, it does not necessarily have to know the
identities of the other Active Overl appi ng Rel ays.

3.3.7. WIIlingness TLV

A new TLV is defined so that each speaker can convey its willingness
to serve as an Active Overlapping Relay in the Hell o nessage. The
TLV is transnmitted using the LLS [LLS]

0 1 2 3
01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Type | Length |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| W1 lingness | Reser ved
B Lt r s i i i o o T s ks S R S

o Type: 11

0 Length - 4 bytes. It does not include the Type and Length fields.
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0 WIllingness - 1 byte to indicate the willingness of the node to
serve as an Active Overlapping Relay for its neighbors.
* 0: M N_WLLI NGNESS
* 128: DEFAULT_W LLI NGNESS
* 255: MAX_W LLI NGNESS

The TLV is optional and MUST be silently ignored if not understood.
If the WIlingness TLV is not included in the Hell o packet, the
W I 1lingness val ue SHOULD be taken as DEFAULT_W LLI NGNESS

3.3.8. Flooding and Rel ay Deci si ons

The decision whether to relay any received LSAs, and when to rel ay
such information, is made dependi ng on the topol ogy and whet her the
node is part of the set of Active Overlapping Rel ays.

Upon receiving an LSA froma bi-directional neighbor, a node makes
fl oodi ng deci sions based on the followi ng al gorithm

1. If the node is an Active Overlapping Relay for the adjacent
speaker, then the router SHOULD i mmedi ately relay any information
recei ved fromthe adjacent speaker.

2. If the node is a non-Active Overlapping Relay for the adjacent
speaker, then the router SHOULD wait a specified amount of tine
(Pushbackl nterval plus jitter (see Section 3.3.10)) to decide
whether to transnmit. [Jitter is used to try to avoid several non-
Active Overl apping Rel ays from propagati ng redundant i nfornmation.]
Note that a node with the N-bit set in the 'Active Overl apping
Rel ays’ extension will not be chosen as an Active Overl apping
Relay unless it is the only node to provide reachability to a
2-hop nei ghbor. However, it MJST performthe duties of a non-
Active Overlapping Relay as required. Non-Active Overl apping
Rel ays MJST foll ow t he acknow edgrment mechani smoutlined in
Section 3.3.9.

A. During this time, if the node determ nes that flooding the LSA
will only result in a redundant transm ssion, the node MJST
suppress its transmssion. Oherwise, it MJST transmt upon
expiration of Pushbacklnterval plus jitter.

B. If a non-Active Overlapping Relay hears a re-flood from anot her
node that covers its non-overl appi ng nei ghbors before its timer
to transmit expires, it SHOULD reset its Pushbacklnterval plus
jitter timer. (Note that the inplenentation should take care
to avoid resetting the Pushbacklnterval tinmer based on
transm ssions from Active Overlapping Relays.) During this
time, if the node determnes that flooding the update will only
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result in a redundant transmi ssion, the node MJST suppress its
transm ssion. Oherwise, it MJST transmt upon expiration of
Pushbackl nterval plus jitter.

C. If a non-Active Overl apping Relay hears an old instance of the
LSA during this tinme, it SHOULD ignore the LSA, and it SHOULD
NOT send a uni cast packet to the neighbor with the nost recent
LSA as specified in [ OSPFv3].

3. For LSAs that are received uni cast because of retransm ssion by
the originator, the node MIST determ ne whether it has already
received the LSA from another speaker. |If it already has the
current instance of the LSAin its database, it MJST do nothing
further in terms of flooding the LSA (since it would have taken
appropriate action when it initially received the LSA). However,
if it does not have the current instance of the LSAin its
dat abase, it MJST take action according to the rul es above, just
as if it received the nulticast LSA. The acknow edgnment nechani sm
outlined in Section 3.3.9 MIST be followed, and any tineout
nmechani sm for uni cast LSAs MAY be fol | owed.

Note that a node can determ ne whether further flooding an LSA will
only result in a redundant transm ssion by already having heard |ink
state acknow edgnments (ACKs) or floods for the LSA fromall of its
nei ghbors.

Due to the dynamic nature of a network, the set of Active Overl apping
Rel ays may not be up to date at the tinme the relay decision is made
or may not be able to performthe flooding duties, e.g., due to poor
link quality. The non-Active Overl apping Rel ays prevent this
situation from causi ng dat abase synchroni zation i ssues and, thus,
packet | oss.

Since the originator of the information, the relay, and the receiver

are all in the sane dynamically determ ned | ocal flooding domain, the
relay MUST NOT change the routing update information. |n general
LSAs SHOULD be sent to a well-known nulticast address. In sone

cases, routing updates MAY be sent using unicast packets.
3.3.9. Intelligent Transnission of Link State Acknow edgments

In order to optinize the bandwidth utilization on the link, a speaker
MJUST fol |l ow t hese recomendations related to ACK transni ssi ons:

1. All ACKs MJUST be sent via nulticast.

2. Typically, LSAs are acknow edged by all of the adjacent speakers.
In the case of relayed information, the relay MJST only expect
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either explicit or inplicit acknow edgnents from nei ghbors that
have not previously acknow edged this LSA.

Because routing updates are sent via nulticast, the set of
over | appi ng speakers will usually receive the sane update nore
than once. A speaker SHOULD only acknow edge the first update
received on the link

An Active Overl apping Rel ay SHOULD NOT explicitly acknow edge
information that it is relaying. The relayed information wll
serve as an acknow edgnent to the sender. |If no information is
being rel ayed, then an explicit ACK MUST be sent.

Several ACKs MAY be bundled into a single packet. The wait
(Acklnterval) before sending one such packet reduces the nunber of
packet transm ssions required in acknow edgi ng multiple LSAs.

Al'l ACK packets SHOULD reset the RouterDeadlnterval at the
receiver. |If there is no state waiting to be transmitted in a
Hell o packet at the sender, then the Hellolnterval at the sender
SHOULD be reset. Note that an ACK serves as a Hello packet with
no state change

Any LSA received via unicast MIST be acknow edged. (Note that
acknow edgnment is via nulticast as specified in rule (1) above.)

An ACK received froma non-overl appi ng nei ghbor shoul d prevent
redundant transm ssion of the information to it by another
over | appi ng rel ay.

3.3.10. Inportant Tiners

This section details the tiners that were introduced in Sections
3.3.8 and 3.3.09.

(0]

Pushbackl nterval : The length of tine in seconds that a non-Active
Overl apping Rel ay SHOULD wait before further flooding an LSA if
needed. This timer MJST be less than 1/2 of the Rxntlnterva

([ CSPF], [OSPFv3]) minus propagation delays, i.e.

(Pushbackl nterval + propagation delay) < Rkmtinterval/2. The
Pushbackl nterval is set by a non-Active Overl appi ng Relay upon
recei pt of an LSA

Acklnterval: After a node deternmines that it nust transnmit an ACK
and the Acklnterval tiner is not already set, the node SHOULD set
the Acklnterval timer. The Acklnterval is the length of time in

seconds that a node should wait in order to transmt many ACKs in
t he acknow edgnent packet. This wait reduces the nunber of packet
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transm ssions required in acknow edging nultiple LSAs. The
Ackl nterval MJST be | ess than the Pushbackl nterval mninus
propagati on del ays, i.e.

(Ackl nterval + propagation delay) < Pushbackl nterval

3.3.11. M scell aneous Protocol Considerations

The mechani sm described refers to the operation of relays on a comon

medi a segment. | n other words, an LSA is only relayed out the same
interface through which it was received. However, the concept of
information relay may be extended to the flooding of all link state

adverti senents received on any interface (and forwarded on any ot her
interface). OSPF works on the prem se that all of the nodes in a

fl ooding domain will receive all of the routing information. Note
that one of the inportant properties is that the routing i nformation
is not altered when rel ayed.

I f each speaker advertised all of its adjacent nei ghbors on al
interfaces, then the overlap check would result in the determ nation
of which speakers are adjacent to both speakers. As a result, link
state information should only be flooded to non-overl appi ng nei ghbors
(taking all of the interfaces into account).

The fl oodi ng mechanismin OSPF relies on a designated router to
guarantee that any new LSA received by one router attached to the
broadcast network will be re-flooded properly to all the other
routers attached to the broadcast network. Such designated routers
must be able to reach all of the other speakers on the sane subnet.
A designated router SHOULD NOT be elected if overlapping relays are
used.

I f such designated routers already exist, then the relays MJST be
capabl e of differentiating themand then making the rel aying
deci si ons based on the OSPF' s nornmal operation. As a result, there
may be groups of neighbors to which sonme information should not be
rel ayed. This node of operation is NOT RECOVWENDED, as it adds to
the conplexity of the system

The intent of the overlapping relay mechanismis to optimnize flooding
of routing control information. However, other information (such as
data) may al so be relayed in some networks using the same mechani sm

3.3.12. Interoperability
On receiving a Hell o packet from a new nei ghbor w thout the F-bit
set, the local router will assume that the new neighbor will flood

normal |y as described in [OSPFv3]. Thus, the |ocal router SHOULD
i nclude the neighbor in its overlapping relay set since the neighbor
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will flood by default. This will allowthe local router to nore
optimally select its entire overlapping relay set.

If the F-bit is set and the I-bit as defined in Section 3.2 is not
set in the neighbor’s Hello, and the neighbor is selected as an

overl apping relay by the local router, the local router will continue
to include the neighbor’s identifier inits active relay set.

3.4. New Bits in LLS Type 1 Extended Options and Fl ags

Two new option bits are defined in the "LLS Type 1 Extended Options
and Flags" Field [LLS] as follows:

o I-bit - defined in Section 3.2.1: The I-bit is only defined for
Hel | o packets and indicates that only increnmental information is
present.

0 F-bit - defined in Section 3.3.5: The F-bit indicates that the
node supports the optim zed fl oodi ng nechani smas specified in
this docunent.

3.5. Smart Peering

There is significant overhead in OSPF when a router has to establish
adj acencies with every peer with whomit can verify 2-way
connectivity. OSPF supports the broadcast network type for these
scenari os, where you only have to peer with the designated router
(DR). However, a full nesh of connectivity is required for proper
operation, and this doesn’t help in networks with overl apping partia
meshes of connectivity. This docunent proposes a technique to reduce
t he nunber of adjacencies based on shortest path tree (SPT)
reachability information.

3.5.1. Rationale for Smart Peering

In OSPF ([ OSPF], [OSPFv3]), nodes establish an adjacency by first
verifying 2-way connectivity between them and then synchroni zi ng
their link state databases. Once the peering relationship is

conpl ete and the adjacency is established, the nodes will continue to
advertise each other in their LSAs. As a result, the peers are

mai ntained in the Iink state database and are included in all SPF
(Shortest Path First) calculations. During the reliable flooding
process, a node nust ensure that each peer has indeed received the

fl ooded routing update via an acknow edgnent and retransm ssion
nmechani sm

Consequently, maintaining an adjacency for a particular peer is a
trade-of f between the added redundancy in routing paths and network
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reachability versus the associ ated overhead (nmenory consunption, SPF
conput ati ons, routing overhead, and network convergence).

Consi der the possibility of reducing the nunber of adjacencies that a
node mai ntains w thout conprom sing reachability and redundancy.
This will have direct inplications on network scalability and is
especially attractive in environnents where the network topology is
dynam c. For exanple, in a nobile ad hoc network (MANET), where
nodes are nobile and the topology is constantly changing, it seens
highly desirable to "intelligently’ becone adjacent with only

sel ected peers and not establish a peering session with every node
that cones within transm ssion range. Selective peering can be
particularly useful in avoiding the peering process for unstable
nodes, i.e., nodes that come in and out of transm ssion range.

3.5.2. Previ ous Rel ated Wrk

The formation of a FULL adjacency requires discovery (2-way

rel ati onshi p) and database synchroni zation. To prevent achieving the
FULL state, others have taken the approach of nodifying link state
protocol s to use periodic advertisenments (instead of a database
exchange). The result is that neighbor discovery is still required,
but routing information is |learned over time. An exanple of this
approach is:

0 OSPFv2 Wreless Interface Type [ W NTF]

* where the use of periodic advertisenments "elimninates the
formation of full adjacencies on wireless interfaces; al
nei ghbor states beyond 2-Way are not reached, and no dat abase
synchroni zation is perforned"

What we propose in this specification goes a step further by not
requiring the formati on and mai nt enance of nei ghbor state (2-way, or
other) *and* w thout changing the route distribution mechanisns in
the link state protocols. 1In other words, the nechani smdescribed is
conpl etely backward conpati bl e.

3.5.3. Smart Peering Solution

Two routers are defined as synchroni zed when they have identical |ink
state databases. To limt the nunber of neighbors that are forned,
an algorithmis needed to sel ect which neighbors with whomto peer

The al gorithm MJUST provide reachability to every possible destination
in the network, just as when normnal adjacency formation processes are
used. We should always peer with a neighbor if it provides our only

path to currently unreachabl e destinations.
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3.5.3.1. SPT Reachability Heuristics

The peering decision is really a local nmatter to a router. |If a
router can ensure that reachability to other nodes is avail able

wi t hout bringing up a new adj acency, it can choose not to bring up
t he new adj acency.

W propose an algorithmthat uses the existing information about a
new nei ghbor’s reachability in the SPT. |If the two routers can

al ready reach each other in the SPT, it is not necessary to forman
adj acency between them

The decision to peer or not is made when a Hello is received. Wen a
Hello is received froma new nei ghbor or a neighbor in a state | ower
t han Exchange

0 A check is nmade in the link state database to see if the peer is
al ready reachable in the SPT.

* |f the peer is either not known in the SPT or is not reachable,
we start the Exchange process.

* |f the peer is reachable, then bringing up adjacency with this
nei ghbor does not provide reachability to any new destinati ons.

Let's take an exanple of a single OSPF area. This check would | ook
for the neighbor’s router-LSA. If the LSA is present in the database
and is reachable in the SPT, we have a chance to suppress adjacency
formation.

It’s worth noting that as the nunber of |inks and redundancy in the
network is reduced, the likelihood of suboptimal routing increases.

3.5.3.2. State Mchine
The state machine of a basic inplenentation of this algorithmis
provi ded below. An inplenentation MAY use sone heuristics (Step (3)

bel ow), beyond the SPT reachability, to decide whether or not it
consi ders a new adj acency to be of val ue.
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| Receive a Hello |
(1) |froma new potenti al
| nei ghbor |
|
|
|

: |
| Check to see if there

(2) |is arouter-LSA from |----no--(4)forma
| the new potenti al | new
| nei ghbor in the link | nei ghbor
| stat e database, which
|is reachable in SPT

|
| yes
| (3b) . e |
| (3a), | Determine if the |
| | Determine if the new | | nunber of redundant |
| [link cost is better | | paths to the potential |
| | than the current path| | nei ghbor is < the |
| | cost by a configured | | maxi mum confi gured |
| | amount | | val ue | |
| \ / |
Voo /... |
| | User configurable |
| | sel ection algorithm|
| IR A |
| / \ |
7(717171717171717171717/71717111111\17171717171717171717171
/ \
requirenents requirenents
net not met
/ \
/ \
(4) forma new nei ghbor (5) do not becone

nei ghbors
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3.5.4. Advertising 2-Way Links in Router-LSAs

The techni que described in Section 3.5.3 nmininzes the nunber of

adj acencies in highly neshed environments. This is especially usefu
when the network is in notion and the average adjacency lifetinme is
smal | .

However, it suffers froman undesirable side effect of linting the
nunmber of transit links available to forward traffic.

An inplenentation may choose to allow sone (or even all) of these
2-way state neighbors to be announced in the router-LSA.  Since the
state renmmi ns 2-way, we don’t incur control plane (database sync and
fl oodi ng) overhead. However, advertising the link in the router-LSA
makes the link available to the data pl ane.

This can be safely done if the neighbor is reachable in a special SPT
constructed by ignoring any other 2-way links in the network. This
optional optinization is described bel ow.

3.5.4.1. Unsynchroni zed Adjacencies
If the new neighbor is already reachable in the SPT, there is no
urgency in doing a full database sync with it. These are the steps
we need to perform when a nei ghbor has reached 2-way state.

Note that when we say "SPT" in this section, we nmean the special SPT
constructed based on rules in Section 3.5.4.2.

o0 After a 2-WayReceived event, check if the neighbor is reachable in
the SPT. |If yes, mark the neighbor as FULL with respect to link
adverti senent.

0 This nmeans that the router-LSA or network-LSA |ink corresponding
to the neighbor is advertised as if the neighbor is FULL.

o The adjacency information is constructed with the U-bit (see
bel ow) .

o Database synchroni zation i s postponed:
* By a configured anount of tinme -OR
* Until the time it’s absolutely "necessary"
In either case, if a database sync is currently pending, it is

started as soon as we detect that the neighbor is no | onger reachabl e
in the SPT. The database sync can be done by Qut-of-Band Sync [ OOB],
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whi ch naintains the current adjacency and does the sync in the
background. A nornmal resync can alternately be done with the
drawback of adjacency fl ap.

In standard OSPF, we first bring up adjacency and then announce a
transit link. The approach described above allows the link to be
used as a forwarding path very quickly and still allows the database
to be synchronized in a tinmely fashion when the alternate fl oodi ng
path has recently been broken.

There is a circul ar dependency issue that also needs to be resol ved.
Once you start announcing the link, the shortest path will likely be
via this very link. So it’s non-trivial to detect when the alternate
dependent path is gone. W would like to be able to detect that the
nei ghbor is reachable via a path that doesn't traverse an
unsynchroni zed pat h.

We have generally solved this class of problens by running an SPF and
pretending that the link in question doesn't exist. |t doesn't
require a full SPF, but just enough to see if ANY other path is

avail able to reach the neighbor. The worst case is when the
alternate path is really gone, which we find that out by building a
full SPT. This needs to be done every tinme the |ink state database
changes, and for EACH |link that has SPT dependence for its viability.
Thi s approach has scalability concerns and is not considered further
her e.

We can achieve the sane results with just ONE additional SPF that is
capabl e of ignoring these Unsynchronized Iinks. The result fromthis
SPT can be used to satisfy the reachability condition for ANY nunber
of Unsynchroni zed Adjacencies. This basically requires that we can
actually tell the difference between a nornal FULL adjacency and this
new Unsynchroni zed Adj acency. W can do this in one of two ways:

(A) Defining LD Options and using a bit init, as shown bel ow

T T i e i i e T e b s S S SN S
| Type | LD Options | Metric

i T e i e S e e e R o s o it R R TR SR R SR
| Interface ID |
B T e o i S I i i S S N iy St S I S S
| Nei ghbor Interface ID

e e i i e T T i ik i NI SR S S
| Nei ghbor Router ID

i T i e e e e e e st o S o S R R S

Li nk Description in a Router-LSA
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LD Options
Li nk Description options. Used to specify sone specia
capability or state of a link.

-+
| Ul
-+

+— +
+— +

- +-
|
- +-

+— +
+— +

- +-
|
- +-

+— +

LD Opti ons

U-bit
The "Unsynchroni zed" bit. This is set if the adjacency is
bei ng announced before databases are fully synchronized.

Thi s approach is backward conpati bl e, because the only routers
| ooking at this bit are those that support the nechani sns
specified in this docunent.

(B) Introducing a new link type in router-LSA

This is a much nore conplex solution, with backward conpatibility
concerns, due to the fact that unknown link type handling is not
defined in the OSPF standard [OSPF]. Hence, this solution isn’t
consi dered further.

3.5.4.2. Unsynchroni zed SPT

Whenever |ink state changes happen, we need to run ONE additional SPF
by ignoring all links with the U-bit set. This SPT is then consulted
to see if any of our Unsynchroni zed Adjacencies need to start

dat abase sync. This SPT is al so consulted when a new nei ghbor goes
into 2-way state to decide if we should formthe adjacency

i mediately or defer it for later.

3.5.4.3. Flooding Considerations

One of the main goals in trying to delay the database synchroni zati on
is to be able to reduce unnecessary OSPF packets traversing these
links. Since the unsynchronized Adjacencies remain in 2-way state,
OSPF updates will not be flooded over the corresponding interfaces,
resulting in additional savings.

An option is provided to enable or disable flooding over these
Unsynchroni zed Adj acencies. The advantage of allowing flooding is
being able to use nore links for control plane purposes. W wll
still have the savings of not having to formthe adjacency.
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3.5.4.4. Overlapping Relay (OR) El ection |npact

The overlapping relay election algorithmuses the 2-hop nei ghborhood
it gleans fromour neighbor’s router-LSAs. The introduction of
Unsynchroni zed Adj acenci es needs to be considered in the relay

el ection al gorithm

If flooding is enabled on unsynchroni zed Adjacencies, no change is
needed in the relay election algorithm |If flooding is disabled,
then the relay election al gorithmneeds to prune nei ghbors that are
connected via an Unsynchroni zed Adjacency from our 1-hop and 2-hop
nei ghbor 1lists.

4. Security Considerations

In a MANET, security is both nore difficult and inportant, due to the
wi rel ess nature of the nedium Controlling the ability of devices to
connect to a MANET at Layer 2 will be relegated to Layer 2 security
mechani snms, such as 802.1x, and others. Controlling the ability of
attached devices to transnit traffic will require some type of
security system (outside the scope of this docunent) that can

aut henti cate, and provi de authorization for, individual nenbers of
the routing domain.

Addi tional security considerations are sinmlar to any MANET protoco
extension. The following text is from|[MR]:

As with OSPFv3 [ OSPFv3], OSPF-OR can use the | Pv6 Authentication
Header (AH) [AH and/or the | Pv6 Encapsul ati on Security Payl oad (ESP)
[ESP] to provide authentication, integrity, and/or confidentiality.
The use of AH and ESP for OSPFv3 is described in [ OSPFv3- SEC]

Ceneric threats to routing protocols are described and categorized in
[ THREATS]. The mechani sms described in [ OSPFv3- SEC] provide
protection against many of these threats, but not all of them In
particular, as nentioned in [ OSPFv3], these nechani sns do not provide
protection agai nst conpromni sed, nal functioning, or msconfigured
routers (also called Byzantine routers); this is true for both OSPFv3
and OSPF- OR

The extension of OSPFv3 to include MANET routers does not introduce
any new security threats. However, the use of a wireless nedium and
| ack of infrastructure, inherent with MANET routers, may render sone
of the attacks described in [ THREATS] easier to nount. Depending on
the network context, these increased vulnerabilities may increase the
need to provide authentication, integrity, and/or confidentiality, as
wel |l as anti-replay service
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For exanple, sniffing of routing information and traffic analysis are
easier tasks with wireless routers than with wired routers, since the
attacker only needs to be within the radio range of a router. The
use of confidentiality (encryption) provides protection agai nst
sniffing but not traffic analysis.

Simlarly, interference attacks are al so easier to nount agai nst
MANET routers due to their wireless nature. Such attacks can be
mount ed even if OSPF packets are protected by authentication and
confidentiality, e.g., by transmtting noise or replaying outdated
OSPF packets. As discussed below, an anti-replay service (provided
by both ESP and AH) can be used to protect against the latter attack

The following threat actions are also easier with MANET routers
spoofing (assumng the identity of a legitinate router),
falsification (sending false routing information), and overl oadi ng
(sending or triggering an excessive amount of routing updates).

These attacks are only possible if authentication is not used, or the
attacker takes control of a router or is able to forge legitinmacy
(e.g., by discovering the cryptographic key).

[ OSPFv3- SEC] mandat es the use of nmnual keying when current |Psec
protocols are used with OSPFv3. Routers are required to use nmanually
configured keys with the sane security association (SA) paraneters
for both inbound and outbound traffic. For MANET routers, this
inmplies that all routers attached to the sane MANET nust use the sane
key for nulticasting packets. This is required in order to achieve
scalability and feasibility, as explained in [ OSPFv3-SEC]. Future
specifications can explore the use of automated key nmanagenent
protocols that nay be suitable for MANETSs.

As discussed in [ OSPFv3-SEC], the use of manual keys can increase

vul nerability. For exanple, nmanual keys are usually long lived, thus
giving an attacker nore time to discover the keys. |In addition, the
use of the same key on all routers attached to the same MANET | eaves
all routers insecure against inpersonation attacks if any one of the
routers i s conprom sed

Al t hough [AH and [ESP] state that inplenmentations of AH and ESP
SHOULD NOT provide anti-replay service in conjunction with SAs that
are manual ly keyed, it is inportant to note that such service is
allowed if the sequence nunber counter at the sender is correctly
mai nt ai ned across local reboots until the key is replaced.
Therefore, it may be possible for MANET routers to nmake use of the
anti-replay service provided by AH and ESP
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When an OSPF routing donain includes both MANETs and fi xed networKks,
the frequency of OSPF updates either due to actual topol ogy changes
or mal feasance could result in instability in the fixed networks. In
situations where this is a concern, it is reconmended that the border
routers segregate the MANETs fromthe fixed networks with either
separate OSPF areas or, in cases where |legacy routers are very
sensitive to OSPF update frequency, separate OSPF instances. Wth
separate OSPF areas, the 5-second MnLSInterval w Il danmpen the
frequency of changes originated in the MANETs. Additionally, OSPF
ranges can be configured to aggregate prefixes for the areas
supporting MANETs. Wth separate OSPF instances, nore conservative

| ocal policies can be enployed to lint the volune of updates
emanating fromthe MANETSs.

5. | ANA Consi derations

| ANA has made the assignnents as expl ai ned bel ow using the policies
outlined in [ ANA].

0o I|-bit and F-bit from"LLS Type 1 Extended Options and Fl ags"
registry as defined bel ow

T T 2 L T
=1 *r*=r=r*>r*tr*t..r*r*r*0*0Fl1] RY LR
T T L T St

Bits in Extended Options and Flags TLV

0 New TLV types fromthe "Link Local Signalling TLV Identifiers (LLS
Types)" registry as defined bel ow

TLV Nane TLV Type
State Check Sequence TLV 6
Nei ghbor Drop TLV 7
Request From TLV 8
Full State For TLV 9
Active Overlapping Relay TLV 1
WIlingness TLV 1

0 A newregistry has been defined for LD Options as defined in
Section 3.5.4.1. The Ubit is allocated by this docunent.

Al'l future additions to LD Options are subject to OSPF W5 revi ew
and require | ETF Revi ew.
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