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Abstr act

This meno defines the Virtual Router Redundancy Protocol (VRRP) for
IPv4 and IPv6. It is version three (3) of the protocol, and it is
based on VRRP (version 2) for IPv4 that is defined in RFC 3768 and in
"Virtual Router Redundancy Protocol for IPv6". VRRP specifies an

el ection protocol that dynamically assigns responsibility for a
virtual router to one of the VRRP routers on a LAN. The VRRP router
controlling the IPv4 or |IPv6 address(es) associated with a virtua
router is called the Master, and it forwards packets sent to these

| Pv4 or |1 Pv6 addresses. VRRP Master routers are configured with
virtual IPv4 or |IPv6 addresses, and VRRP Backup routers infer the
address famly of the virtual addresses being carried based on the
transport protocol. Wthin a VRRP router, the virtual routers in
each of the IPv4 and | Pv6 address famlies are a domain unto

t hemsel ves and do not overlap. The election process provides dynanmc
failover in the forwarding responsibility should the Master becone
unavail able. For 1Pv4, the advantage gained fromusing VRRP is a

hi gher-availability default path wi thout requiring configuration of
dynanmic routing or router discovery protocols on every end-host. For
| Pv6, the advantage gained fromusing VRRP for IPv6 is a quicker

swi tchover to Backup routers than can be obtained with standard | Pv6
Nei ghbor Di scovery mechani sns.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww.rfc-editor.org/info/rfc5798
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1. Introduction

This meno defines the Virtual Router Redundancy Protocol (VRRP) for
IPv4 and IPv6. It is version three (3) of the protocol. It is based
on VRRP (version 2) for IPv4 that is defined in [ RFC3768] and in

[ VRRP-1Pv6]. VRRP specifies an election protocol that dynam cally
assigns responsibility for a virtual router to one of the VRRP
routers on a LAN. The VRRP router controlling the IPv4 or |Pv6
address(es) associated with a virtual router is called the Mster,
and it forwards packets sent to these IPv4 or |Pv6 addresses. VRRP
Master routers are configured with virtual |1Pv4 or |Pv6 addresses,
and VRRP Backup routers infer the address famly of the virtua
addresses being carried based on the transport protocol. Wthin a
VRRP router, the virtual routers in each of the |Pv4 and | Pv6 address
fanmilies are a domain unto thenmsel ves and do not overlap. The

el ection process provides dynam c failover in the forwarding
responsibility should the Master becone unavail abl e.

VRRP provides a function sinilar to the proprietary protocols "Hot
St andby Router Protocol (HSRP)" [RFC2281] and "I P Standby Protocol"
[1PSTH].

1.1. A Note on Term nol ogy

Thi s docunent di scusses both IPv4 and | Pv6 operation, and with
respect to the VRRP protocol, many of the descriptions and procedures
are comon. |n this docunent, it would be | ess verbose to be able to
refer to "IP" to nean either "IPv4 or IPv6". However, historically,
the term"IP" usually refers to IPv4. For this reason, in this
specification, the term"IPvX' (where Xis 4 or 6) is introduced to
mean either "I Pv4" or "IPv6". In this text, where the IP version
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matters, the appropriate termis used and the use of the term"IP" is
avoi ded.

1.2. |Pv4

There are a nunber of methods that an | Pv4 end-host can use to
deternmine its first-hop router towards a particular |Pv4 destination
These include running (or snooping) a dynam c routing protocol such
as Routing Information Protocol [RFC2453] or OSPF version 2

[ RFC2328], running an | CMP router discovery client [RFC1256], or
using a statically configured default route.

Runni ng a dynanic routing protocol on every end-host nmay be

i nfeasible for a nunber of reasons, including adnministrative

over head, processing overhead, security issues, or lack of a protoco
i npl ementation for some platforns. Neighbor or router discovery
protocols may require active participation by all hosts on a network,
|l eading to large tiner values to reduce protocol overhead in the face
of large nunbers of hosts. This can result in a significant delay in
the detection of a lost (i.e., dead) neighbor; such a delay may

i ntroduce unacceptably | ong "black hol e" peri ods.

The use of a statically configured default route is quite popular; it
m ni m zes configuration and processi ng overhead on the end-host and
is supported by virtually every |IPv4 inplenentation. This node of
operation is likely to persist as dynam ¢ host configuration
protocol s [ RFC2131] are depl oyed, which typically provide
configuration for an end-host | Pv4 address and default gateway.
However, this creates a single point of failure. Loss of the default
router results in a catastrophic event, isolating all end-hosts that
are unable to detect any alternate path that nmay be avail abl e.

The Virtual Router Redundancy Protocol (VRRP) is designed to
elimnate the single point of failure inherent in the static default-
routed environnment. VRRP specifies an election protocol that
dynanical ly assigns responsibility for a virtual router to one of the
VRRP routers on a LAN. The VRRP router controlling the |IPv4
address(es) associated with a virtual router is called the Master and
forwards packets sent to these | Pv4 addresses. The election process
provi des dynanmic failover in the forwarding responsibility should the
Mast er beconme unavailable. Any of the virtual router’s |Pv4
addresses on a LAN can then be used as the default first hop
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router by end-hosts. The advantage gained fromusing VRRP is a
hi gher availability default path w thout requiring configuration of
dynamic routing or router discovery protocols on every end-host.

1.3. |Pve

| Pv6 hosts on a LAN will usually |learn about one or nore default
routers by receiving Router Advertisenents sent using the | Pv6

Nei ghbor Di scovery (ND) protocol [RFC4861]. The Router
Advertisenments are nulticast periodically at a rate that the hosts
will learn about the default routers in a few mnutes. They are not
sent frequently enough to rely on the absence of the Router
Advertisenent to detect router failures.

Nei ghbor Di scovery (ND) includes a mechani smcalled Nei ghbor
Unreachability Detection to detect the failure of a nei ghbor node
(router or host) or the forwarding path to a neighbor. This is done
by sendi ng uni cast ND Nei ghbor Solicitation nmessages to the nei ghbor
node. To reduce the overhead of sending Nei ghbor Solicitations, they
are only sent to neighbors to which the node is actively sending
traffic and only after there has been no positive indication that the
router is up for a period of tinme. Using the default paraneters in
ND, it will take a host about 38 seconds to learn that a router is
unreachabl e before it will switch to another default router. This
del ay woul d be very noticeable to users and cause sone transport
protocol inplenentations to time out.

Whil e the ND unreachability detection could be nade qui cker by
changi ng the paraneters to be nore aggressive (note that the current
lower limt for this is 5 seconds), this would have the downsi de of
significantly increasing the overhead of ND traffic, especially when
there are many hosts all trying to deternine the reachability of one
of nore routers.

The Virtual Router Redundancy Protocol for |IPv6 provides a nuch
faster switchover to an alternate default router than can be obtained
usi ng standard ND procedures. Using VRRP, a Backup router can take
over for a failed default router in around three seconds (using VRRP
default paraneters). This is done without any interaction with the
hosts and a m ni mum amount of VRRP traffic.

1. 4. Requirenments Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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1

1

5.

6.

Scope

The renmai nder of this document describes the features, design goals,
and theory of operation of VRRP. The nessage formats, protocol
processing rules, and state nachine that guarantee convergence to a
single Virtual Router Master are presented. Finally, operationa

i ssues related to MAC address mappi ng, handling of ARP requests,
generation of |ICWP redirect nessages, and security issues are

addr essed.

Definitions

VRRP Rout er A router running the Virtual Router
Redundancy Protocol. It may participate as
one or nore virtual routers.

Virtual Router An abstract object nanaged by VRRP that acts
as a default router for hosts on a shared
LAN. It consists of a Virtual Router
Identifier and either a set of associ ated
| Pv4 addresses or a set of associated |Pv6
addr esses across a conmon LAN. A VRRP Router
may back up one or nore virtual routers.

| P Address Owner The VRRP router that has the virtual router’s
| PvX address(es) as real interface
address(es). This is the router that, when
up, will respond to packets addressed to one
of these I PvX addresses for |CWVWP pings, TCP
connections, etc.

Primary | P Address In | Pv4, an | Pv4 address selected fromthe
set of real interface addresses. One
possi bl e selection algorithmis to al ways
select the first address. In |IPv4 node, VRRP
adverti senents are always sent using the
primary | Pv4 address as the source of the
| Pv4 packet. In IPv6, the link-local address
of the interface over which the packet is
transmitted i s used.

Virtual Router Master The VRRP router that is assuning the
responsi bility of forwardi ng packets sent to
the I PvX address(es) associated with the
virtual router, answering ARP requests
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for the I Pv4 address(es), and answering ND
requests for the I Pv6 address(es). Note that
if the | PvX address owner is available, then
it will always becone the Master.

Vi rtual Router Backup The set of VRRP routers available to assune
forwardi ng responsibility for a virtua
router should the current Master fail

2. Required Features

This section outlines the set of features that were considered
mandat ory and that gui ded the design of VRRP

2.1. 1 PvX Address Backup

Backup of an I PvX address or addresses is the primary function of
VRRP. Wile providing election of a Virtual Router Master and the
additional functionality described bel ow, the protocol should
strive to:

0O Mnimze the duration of black hol es.

0 Mnimze the steady-state bandw dth overhead and processing
conpl exity.

o Function over a wide variety of nultiaccess LAN technol ogi es
capabl e of supporting IPvX traffic.

o Alownultiple virtual routers on a network for |oad bal anci ng.
0 Support multiple logical IPvX subnets on a single LAN segnent.
2.2. Preferred Path Indication

A sinple nodel of Master election anong a set of redundant routers is
to treat each router with equal preference and claimvictory after
converging to any router as Master. However, there are likely to be
many environnents where there is a distinct preference (or range of
preferences) anong the set of redundant routers. For exanple, this
preference may be based upon access |link cost or speed, router
performance or reliability, or other policy considerations. The
protocol should allow the expression of this relative path preference
in an intuitive manner and guarantee Master convergence to the nost
preferential router currently avail able.
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2.3. Mninzation of Unnecessary Service Disruptions

Once Master election has been performed, any unnecessary transitions
bet ween Master and Backup routers can result in a disruption in
service. The protocol should ensure after Master election that no
state transition is triggered by any Backup router of equal or |ower
preference as long as the Master continues to function properly.

Some environnents may find it beneficial to avoid the state
transition triggered when a router that is preferred over the current
Mast er becones available. It may be useful to support an override of
the i medi ate convergence to the preferred path.

2.4, Efficient Operation over Extended LANs

Sendi ng | PvX packets (that is, sending either IPv4 or I1Pv6) on a

mul ti access LAN requires mapping froman I PvX address to a MAC
address. The use of the virtual router MAC address in an extended
LAN enpl oyi ng | earning bridges can have a significant effect on the
bandwi dt h over head of packets sent to the virtual router. |If the
virtual router MAC address is never used as the source address in a
link-level frame, then the station location is never |earned,
resulting in flooding of all packets sent to the virtual router. To
i mprove the efficiency in this environnent, the protocol should:

1) use the virtual router MAC address as the source in a packet sent
by the Master to trigger station learning; 2) trigger a nessage

i mediately after transitioning to the Master to update the station
| earning; and 3) trigger periodic nmessages fromthe Master to

mai ntain the station | earning cache.

2.5. Sub-Second Operation for |IPv4d and | Pv6

Sub-second detection of Master VRRP router failure is needed in both
| Pv4 and | Pv6 environnents. Earlier work proposed that sub-second
operation was for 1 Pv6; this specification |everages that earlier
approach for |Pv4 and | Pv6.

One possible problematic scenari o when using snal |
VRRP_Advertisenent _Intervals may occur when a router is delivering
nmore packets onto the LAN than can be accommopdat ed, and so a queue

builds up in the router. It is possible that packets being
transmtted onto the VRRP-protected LAN coul d see | arger queueing
del ay than the smallest VRRP Advertisenent Interval. 1In this case

the Master_Down_Interval will be small enough so that nornal queuing
del ays night cause a VRRP Backup to conclude that the Master is down,
and therefore pronote itself to Master. Very shortly afterwards, the
del ayed VRRP packets fromthe Master cause a switch back to Backup
status. Furthernore, this process can repeat nany tines per second,
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causing significant disruption to traffic. To mitigate this problem
priority forwardi ng of VRRP packets should be considered. It should
be possible for a VRRP Master to observe that this situation is
occurring frequently and at | east |og the problem

3. VRRP Overvi ew

VRRP specifies an election protocol to provide the virtual router
function described earlier. Al protocol nessaging is perforned
using either I1Pv4d or I Pv6 nulticast datagrams; thus, the protocol can
operate over a variety of multiaccess LAN technol ogi es supporting
IPvX multicast. Each link of a VRRP virtual router has a single

wel | - known MAC address allocated to it. This docunent currently only
details the napping to networks using the | EEE 802 48-bit MAC
address. The virtual router MAC address is used as the source in all
peri odi c VRRP nessages sent by the Master router to enable bridge

| earning in an extended LAN.

A virtual router is defined by its virtual router identifier (VR D)
and a set of either IPv4 or I Pv6 address(es). A VRRP router nmay
associate a virtual router with its real address on an interface.

The scope of each virtual router is restricted to a single LAN. A
VRRP router may be configured with additional virtual router mappings
and priority for virtual routers it is willing to back up. The
mappi ng between the VRID and its | PvX address(es) nust be coordinated
anong all VRRP routers on a LAN

There is no restriction against reusing a VRRDwith a different
address mapping on different LANs, nor is there a restriction agai nst
using the sane VRID nunber for a set of |Pv4 addresses and a set of

| Pv6 addresses; however, these are two different virtual routers.

To minimze network traffic, only the Master for each virtual router
sends periodic VRRP Advertisenment nmessages. A Backup router will not
attenpt to preenpt the Master unless it has higher priority. This
elimnates service disruption unless a nore preferred path becones
available. 1t’'s also possible to adm nistratively prohibit al
preenption attenpts. The only exception is that a VRRP router wll
al ways beconme Master of any virtual router associated with addresses
it owns. |If the Master becones unavail able, then the highest-
priority Backup will transition to Master after a short del ay,
providing a controlled transition of the virtual router
responsibility with mininmal service interruption

The VRRP protocol design provides rapid transition from Backup to

Master to minimze service interruption and incorporates
optim zations that reduce protocol conplexity while guaranteeing
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controlled Master transition for typical operational scenarios. The
optimzations result in an election protocol with mininmal runtine
state requirenments, ninimal active protocol states, and a single
nmessage type and sender. The typical operational scenarios are
defined to be two redundant routers and/or distinct path preferences
anong each router. A side effect when these assunptions are viol ated
(i.e., nore than two redundant paths, all with equal preference) is
that duplicate packets nmay be forwarded for a brief period during
Master election. However, the typical scenario assunptions are
likely to cover the vast majority of deploynents, |oss of the Master
router is infrequent, and the expected duration in Master el ection
convergence is quite small ( << 1 second ). Thus, the VRRP
optinmizations represent significant sinplifications in the protoco
design while incurring an insignificant probability of brief network
degr adat i on.

4. Sanpl e Configurations
4.1. Sanple Configuration 1

The following figure shows a sinple network with two VRRP routers
i mpl ementing one virtual router.

S + oo e e e e - +
| Rrl | | Rtr2 |
| (MR VRID=1)| |(BR VRID=1) |
| || |
VRID=1 +----------- SR SRR +
IPvX A--------- >* LSRR | PvX B
| |
| |
---------------- T T
AN AN AN AN
| |
default rtr IPvX addrs------- > (IPvX A (I1PvX A (I1PvX A (I1PvX A
| | |
| PvX H1->* | pvX H2->* | PvX H3->* | pvX H4->*
+- - - -+ +- - - -+ +- - - -+ +- - - -+
| HL | | H2 | | H3 | | H4
+-- - - - + +-- - - - + +--4- -+ +--4- -+

Legend:

EER SR S S Et hernet, Token Ring, or FDD

H = Host conputer
MR = Master Router
BR = Backup Router
* =

| PvX Address; X is 4 everywhere in |Pv4 case
Xis 6 everywhere in | Pv6 case
(IPvX) = default router for hosts
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Elinmnating all nention of VRRP (VRID=1) fromthe figure above | eaves
it as a typical deploynent.

In the IPv4 case (that is, IPvXis |IPv4d everywhere in the figure),
each router is permanently assigned an | Pv4 address on the LAN
interface (Rtrl is assigned IPv4 A and Rtr2 is assigned |Pv4 B), and
each host installs a static default route through one of the routers
(inthis exanple they all use Rirl’s |Pv4d A).

In the I Pv6 case (that is, IPvXis |IPv6 everywhere in the figure),
each router has a link-local |1Pv6 address on the LAN interface (Rtrl
is assigned | Pv6 Link-Local A and Rtr2 is assigned |Pv6 Link-

Local B), and each host learns a default route from Router
Advertisenents through one of the routers (in this exanple, they all
use Rtrl’s | Pv6 Link-Local A).

Moving to an | Pv4 VRRP environnent, each router has the exact sane
permanent|y assigned I Pv4 address. Rtrl is said to be the IPv4
address owner of IPv4 A and Rir2 is the | Pv4 address owner of
IPv4 B. A virtual router is then defined by associating a unique
identifier (the virtual router ID) with the address owned by a
router.

Moving to an | Pv6 VRRP environnent, each router has the exact sane
Li nk- Local I Pv6 address. Rirl is said to be the |IPv6 address owner
of IPv6 A, and Rr2 is the | Pv6 address owner of IPv6 B. A virtual
router is then defined by associating a unique identifier (the
virtual router I1D) with the address owned by a router.

Finally, in both the IPv4 and | Pv6 cases, the VRRP protocol nanages
virtual router failover to a Backup router.

The | Pv4 exanpl e above shows a virtual router configured to cover the
| Pv4 address owned by Rirl1 (VRI D=1, |Pv4_Address=A). When VRRP is
enabled on Rtrl for VRID=1, it will assert itself as Master, with
priority = 255, since it is the | P address owner for the virtual
router | P address. Wen VRRP is enabled on Rtr2 for VRID=1, it wll
transition to Backup, with priority = 100 (the default priority is
100), since it is not the IPv4 address owner. |If Rirl1 should fail,
then the VRRP protocol will transition Rtr2 to Master, tenporarily
taki ng over forwarding responsibility for IPv4 A to provide

uni nterrupted service to the hosts. Wen Rrl returns to service, it
will re-assert itself as Master.

The | Pv6 exanpl e above shows a virtual router configured to cover the
| Pv6 address owned by Rirl1 (VRI D=1, |Pv6_Address=A). When VRRP is
enabled on Rtrl for VRID=1, it will assert itself as Master, with
priority = 255, since it is the |Pv6 address owner for the virtual
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router | Pv6 address. Wien VRRP is enabled on Rtr2 for VRID=1, it
will transition to Backup, with priority = 100 (the default priority
is 100), since it is not the |IPv6 address owner. |If Rtrl should
fail, then the VRRP protocol will transition Rir2 to Master,
tenporarily taking over forwarding responsibility for 1Pv6 Ato
provi de uninterrupted service to the hosts.

Note that in both cases, in this exanple IPvX B is not backed up; it
isonly used by Rtr2 as its interface address. 1In order to back up

I PvX B, a second virtual router must be configured. This is shown in
t he next section.

4.2. Sanple Configuration 2

The following figure shows a configuration with two virtual routers
with the hosts splitting their traffic between them

[ S + [ S +
| Rrl I |  Rr2 |
| (MR VRID=1) | | (BR VRI D=1) |
| (BR VRI D=2) | | (MR VRI D=2) |
VRIDEL H---mmmmm--- + temmeaaaaas + VRI D=2
IPVX A -------- >* Ao | PvX B
| |
| |
---------------- e e T
AN AN AN AN
default rtr IPvX addrs ----- > (IPvX A)  (IPvX A)  (IPvX B)  (IPvX B)
| | |
| PvX H1->* | pvX H2->* | PvX H3->* |pvX H4->*
+-- -+ +-- -+ +-- -+ +-- -+
| HL | | H2 | | H3 | | H4
+-- - - - + +-- - - - + +- - - -+ +- - - -+

Legend:

R Rt Et hernet, Token Ring, or FDD

H = Host conputer
MR = Master Router
BR = Backup Router
* = |1PvX Address; X is 4 everywhere in | Pv4 case
X'is 6 everywhere in | Pv6 case
(IPvX) = default router for hosts

In the | Pv4 exanpl e above (that is, IPvX is IPv4d everywhere in the
figure), half of the hosts have configured a static route through
Rtrl’'s IPv4 A and half are using Rtr2's IPv4 B. The configuration
of virtual router VRID=1 is exactly the sanme as in the first exanple
(see Section 4.1), and a second virtual router has been added to
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cover the I Pv4 address owned by Rtr2 (VRID=2, |Pv4 _Address=B). In
this case, Rir2 will assert itself as Master for VRID=2 while Rirl
will act as a Backup. This scenario denonstrates a depl oynent
providing load splitting when both routers are available, while
providing full redundancy for robustness.

In the | Pv6 exanpl e above (that is, IPvX is IPv6 everywhere in the
figure), half of the hosts have | earned a default route through
Rtrl's IPv6 A and half are using Rir2's IPv6 B. The configuration
of virtual router VRID=1 is exactly the sanme as in the first exanple
(see Section 4.1), and a second virtual router has been added to
cover the I Pv6 address owned by Rtr2 (VRID=2, |Pv6_Address=B). In
this case, Rir2 will assert itself as Master for VRID=2 while Rtrl
will act as a Backup. This scenario denonstrates a depl oynent
providing load splitting when both routers are available, while
providing full redundancy for robustness.

Note that the details of |oad bal ancing are out of scope of this
docunment. However, in a case where the servers need different

wei ghts, it may not make sense to rely on router advertisements al one
to bal ance the host | oad between the routers.

5. Pr ot ocol

The purpose of the VRRP packet is to comunicate to all VRRP routers
the priority and the state of the Master router associated with the
VRI D.

When VRRP is protecting an |IPv4 address, VRRP packets are sent
encapsul ated in | Pv4 packets. They are sent to the IPv4 nulticast
address assigned to VRRP.

Wien VRRP is protecting an | Pv6 address, VRRP packets are sent

encapsul ated in | Pv6 packets. They are sent to the IPv6 nulticast
address assigned to VRRP.
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5.1. VRRP Packet For mat

This section defines the format of the VRRP packet and the rel evant
fields in the I P header.

0 1 2 3
01234567890123456789012345678901
e e e i T e T e i S e R e
| | Pv4d Fields or IPv6 Fields |
| |

i S S S e i S S e s s S S S e

| Version| Type | Virtual Rtr 1D Priority | Count | PvX Addr
B Lt r s i i i o o T s ks S R S
| (rsvd) | Max Adver I nt | Checksum

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| PvX Address(es)

|
+
|
+
+
+
+
|
+
|
+

et I I I it S

i T S e i et s S R e S e s el S T S R S S S e i o
5.1.1. 1Pv4 Field Descriptions
5.1.1.1. Source Address

This is the primary | Pv4 address of the interface the packet is being
sent from

5.1.1.2. Destination Address
The 1 Pv4 nulticast address as assigned by the 1 ANA for VRRP is:
224.0.0.18
This is a link-local scope nulticast address. Routers MJST NOT

forward a datagramwith this destination address, regardless of its
TTL.
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5.1.1.3. TTL

The TTL MUST be set to 255. A VRRP router receiving a packet with
the TTL not equal to 255 MJST di scard the packet.

5.1.1.4. Protoco

The 1 Pv4 protocol nunber assigned by the 1ANA for VRRP is 112
(deci mal).

5.1.2. 1Pv6 Field Descriptions
5.1.2.1. Source Address

This is the I1Pv6 Iink-local address of the interface the packet is
bei ng sent from

5.1.2.2. Destination Address
The 1 Pv6 nulticast address assigned by the 1ANA for VRRP is:
FF02: 0:0:0:0:0:0: 12
This is a link-local scope nulticast address. Routers MJST NOT
forward a datagramwith this destination address, regardless of its
Hop Limt.
5.1.2.3. Hop Limt

The Hop Limt MJST be set to 255. A VRRP router receiving a packet
with the Hop Linmt not equal to 255 MJST discard the packet.

5.1.2. 4. Next Header

The 1 Pv6 Next Header protocol assigned by the 1ANA for VRRP is 112
(deci nal ).

5.2. VRRP Field Descriptions
5.2.1. Version

The version field specifies the VRRP protocol version of this packet.
Thi s docunent defines version 3.
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5.2.2. Type

The type field specifies the type of this VRRP packet. The only
packet type defined in this version of the protocol is:

1 ADVERTI SEMENT
A packet wi th unknown type MJST be di scarded.
5.2.3. Virtual Rtr ID (VR D

The Virtual Rr IDfield identifies the virtual router this packet is
reporting status for

5.2.4. Priority
The priority field specifies the sending VRRP router’s priority for
the virtual router. Higher values equal higher priority. This field
is an 8-bit unsigned integer field.

The priority value for the VRRP router that owns the | PvX address
associated with the virtual router MJST be 255 (decimal).

VRRP routers backing up a virtual router MJST use priority val ues
bet ween 1-254 (decinal). The default priority value for VRRP routers
backing up a virtual router is 100 (decimal).
The priority value zero (0) has special neaning, indicating that the
current Master has stopped participating in VRRP. This is used to
trigger Backup routers to quickly transition to Master w thout having
to wait for the current Master to time out.

5.2.5. Count |PvX Addr

This is the nunber of either | Pv4 addresses or | Pv6 addresses
contained in this VRRP advertisenent. The mininmnumvalue is 1

5.2.6. Rsvd

This field MIUST be set to zero on transm ssion and i gnored on
reception.

5.2.7. Maxi nrum Advertisenent Interval (Max Adver Int)
The Maxi num Advertisenent Interval is a 12-bit field that indicates

the tine interval (in centiseconds) between ADVERTI SEMENTS. The
default is 100 centiseconds (1 second).
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Note that higher-priority Master routers with slower transm ssion
rates than their Backup routers are unstable. This is because |ow
priority nodes configured to faster rates could conme online and

deci de they should be Masters before they have heard anything from
the higher-priority Master with a slower rate. Wen this happens, it
is tenporary: once the lower-priority node does hear fromthe higher-
priority Master, it will relinquish nastershinp.

5.2.8. Checksum

The checksumfield is used to detect data corruption in the VRRP
nessage.

The checksumis the 16-bit one's conpl ement of the one’'s conpl enent
sum of the entire VRRP nessage starting with the version field and a
"pseudo- header" as defined in Section 8.1 of [RFC2460]. The next
header field in the "pseudo-header"” should be set to 112 (deci mal)
for VRRP. For conputing the checksum the checksumfield is set to
zero. See RFCl1071 for nore detail [RFCLO071].

5.2.9. | PvX Address(es)

6.

6.

1

This refers to one or nore | PvX addresses associated with the virtua
router. The nunber of addresses included is specified in the "Count

I P Addr" field. These fields are used for troubl eshooting

m sconfigured routers. |f nore than one address is sent, it is
recomended that all routers be configured to send these addresses in
the sane order to nmake it easier to do this conparison

For | Pv4 addresses, this refers to one or nore | Pv4 addresses that
are backed up by the virtual router

For I Pv6, the first address nust be the I Pv6 |ink-1ocal address
associated with the virtual router.

This field contains either one or nore | Pv4 addresses, or one or nore
| Pv6 addresses, that is, |Pv4 and | Pv6 MJUST NOT both be carried in
one | PvX Address fi el d.
Protocol State Machi ne

Paraneters Per Virtual Router
VRI D Virtual Router ldentifier. Configurable

itemin the range 1-255 (decimal). There
is no default.
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Priority

| Pv4_Addr esses

| Pv6_Addresses

Advertisenent _Interva

Mast er _Adver Interva

Skew Ti me

(((256 -

Mast er _Down_| nt erval

Nadas

pri

Priority value to be used by this VRRP
router in Master election for this
virtual router. The value of 255
(decimal) is reserved for the router that
owns the | PvX address associated with the
virtual router. The value of 0 (zero) is
reserved for the Master router to
indicate it is releasing responsibility
for the virtual router. The range 1-254
(decimal) is available for VRRP routers
backing up the virtual router. Higher

val ues indicate higher priorities. The
default value is 100 (decinal).

One or nore | Pv4 addresses associ at ed
with this virtual router. Configured
itemwith no default.

One or nore | Pv6 addresses associ at ed
with this virtual router. Configured
itemwi th no default. The first address
nust be the Link-Local address associ ated
with the virtual router.

Time interval between ADVERTI SEMENTS
(centiseconds). Default is 100
centi seconds (1 second).

Advertisenment interval contained in
ADVERT| SEMENTS recei ved fromthe Mster
(centiseconds). This value is saved by
virtual routers in the Backup state and
used to conpute Skew Ti ne and

Master Down_Interval. The initial value
is the sane as Advertisenent I nterval

Time to skew Master_Down_Interval in
centiseconds. Calculated as

ority) * Master_Adver _Interval) / 256)
Tinme interval for Backup to declare
Mast er down (centiseconds).

Cal cul ated as

(3 * Master_Adver_Interval) + Skew tinme
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Pr eenpt _Mode

Accept _Mode

Vi rtual _Rout er MAC Address

6.2. Tiners

Control s whether a (starting or
restarting) higher-priority Backup router
preenpts a lower-priority Master router.
Val ues are True to allow preenption and
Fal se to prohibit preenption. Default is
Tr ue.

Note: The exception is that the router
that owns the | PvX address associ at ed
with the virtual router always preenpts,
i ndependent of the setting of this flag.

Controls whether a virtual router in
Master state will accept packets
addressed to the address owner’'s | PvX
address as its own if it is not the |IPvX
address owner. The default is Fal se.
Depl oynments that rely on, for exanple,

pi ngi ng the address owner’s | PvX address
may wi sh to configure Accept Mode to

Tr ue.

Note: |1 Pv6 Nei ghbor Solicitations and
Nei ghbor Adverti senents MJUST NOT be
dropped when Accept _Mode is Fal se.

The MAC address used for the source MAC
address in VRRP advertisenents and
advertised in ARP responses as the MAC
address to use for |P_Addresses.

Mast er _Down_Ti nmer Timer that fires when ADVERTI SEMENT has not
been heard for Master_Down_Interval.

Adver _Ti ner Tinmer that fires to trigger sending of
ADVERTI SEMENT based on
Advertisenent _Interval.

Nadas
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6.3. State Transition D agram

I +

[ S >| |< ------------- +

| | Initialize |

|- | |- +

o R REEEEEEEE + |

| |

|V v
Fom e e e e e oo oo + Fom e e e e e oo oo +
| R RRREREEEEREE > |
| Mast er | | Backup |
| | <o | |
. + . +

6.4. State Descriptions

In the state descriptions below, the state nanmes are identified by
{state-nane}, and the packets are identified by all-uppercase
characters.

A VRRP router inplenents an instance of the state machine for each
virtual router election it is participating in.

6.4.1. Initialize
The purpose of this state is to wait for a Startup event, that is, an
i mpl ement ati on-defined nechanismthat initiates the protocol once it
has been configured. The configuration nmechanismis out of scope of
this specification.
(100) If a Startup event is received, then

(105) - If the Priority = 255 (i.e., the router owns the | PvX
address associated with the virtual router), then

(110) + Send an ADVERTI SEMENT

(115) + If the protected IPvX address is an | Pv4 address, then:
(120) * Broadcast a gratuitous ARP request containing the
virtual router MAC address for each |P address associ ated
with the virtual router.

(125) + else // 1Pv6

(130) * For each IPv6 address associated with the virtua
router, send an unsolicited ND Nei ghbor Advertisenent with
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the Router Flag (R) set, the Solicited Flag (S) unset, the
Override flag (O set, the target address set to the |Pv6
address of the virtual router, and the target |ink-Iayer
address set to the virtual router MAC address.
(135) +endif // was protected addr |Pv4?
(140) + Set the Adver_Tinmer to Advertisenent_|nterval
(145) + Transition to the {Master} state
(150) - else // rtr does not own virt addr
(155) + Set Master Adver Interval to Advertisenent Interval
(160) + Set the Master_Down_Tiner to Master_Down_I nterval
(165) + Transition to the {Backup} state
(170) -endif // priority was not 255
(175) endif // startup event was recv

6.4.2. Backup

The purpose of the {Backup} state is to nonitor the availability and
state of the Master router.

(300) Wiile in this state, a VRRP router MJST do the follow ng:
(305) - If the protected IPvX address is an | Pv4 address, then:

(310) + MJST NOT respond to ARP requests for the | Pv4
address(es) associated with the virtual router.

(315) - else // protected addr is |IPv6

(320) + MUST NOT respond to ND Nei ghbor Solicitation nmessages
for the IPv6 address(es) associated with the virtual router.

(325) + MJST NOT send ND Router Advertisenent nessages for the
virtual router.

(330) -endif // was protected addr |Pv4?

(335) - MJIST discard packets with a destination link-layer MAC
address equal to the virtual router MAC address.
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(340) - MJST NOT accept packets addressed to the | PvX address(es)
associated with the virtual router.

(345) - If a Shutdown event is received, then:
(350) + Cancel the Master_Down_Ti ner
(355) + Transition to the {Initialize} state
(360) -endif // shutdown recv
(365) - If the Master _Down Tiner fires, then:
(370) + Send an ADVERTI SEMENT
(375) + If the protected IPvX address is an | Pv4 address, then:
(380) * Broadcast a gratuitous ARP request on that interface
containing the virtual router MAC address for each | Pv4
address associated with the virtual router.
(385) + else // ipv6
(390) * Conpute and join the Solicited-Node nulticast
address [RFC4291] for the | Pv6 address(es) associated with
the virtual router.
(395) * For each I Pv6 address associated with the virtual
router, send an unsolicited ND Nei ghbor Advertisenent with
the Router Flag (R) set, the Solicited Flag (S) unset, the
Override flag (O set, the target address set to the | Pv6
address of the virtual router, and the target |ink-Iayer
address set to the virtual router MAC address.
(400) +endif // was protected addr ipv4?
(405) + Set the Adver Tiner to Advertisenent | nterval
(410) + Transition to the {Master} state
(415) -endif // Master_Down_Tiner fired
(420) - If an ADVERTI SEMENT is received, then:
(425) + If the Priority in the ADVERTI SEMENT is zero, then:

(430) * Set the Master_Down_Tinmer to Skew Ti ne
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(440) + else // priority non-zero
(445) * If Preenpt_Mode is False, or if the Priority in the
ADVERTI SEMENT is greater than or equal to the |ocal
Priority, then:

(450) @ Set Master Adver Interval to Adver Interval
contai ned in the ADVERTI SEMENT

(455) @ Reconpute the Master_Down_I nterval

(460) @ Reset the Master _Down Tiner to
Mast er _Down_| nt er val

(465) * else // preenpt was true or priority was |ess
(470) @D scard the ADVERTI SEMENT
(475) *endif // preenpt test
(480) +endif // was priority zero?
(485) -endif // was advertisenment recv?
(490) endwhile // Backup state
6.4.3. Master

VWhile in the {Master} state, the router functions as the forwarding
router for the | PvX address(es) associated with the virtual router.

Note that in the Master state, the Preenpt Mde Flag is not
consi der ed.

(600) Waile in this state, a VRRP router MJST do the foll ow ng:
(605) - If the protected IPvX address is an | Pv4 address, then:

(610) + MJIST respond to ARP requests for the | Pv4 address(es)
associated with the virtual router.

(615) - else // ipv6
(620) + MUST be a menber of the Solicited-Node nulticast

address for the | Pv6 address(es) associated with the virtual
router.
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(625) + MUIST respond to ND Nei ghbor Solicitation nessage for
the 1 Pv6 address(es) associated with the virtual router.

(630) ++ MUST send ND Router Advertisenents for the virtual
router.

(635) ++ If Accept _Mdde is False: MJST NOT drop | Pv6 Nei ghbor
Solicitations and Nei ghbor Advertisenents.

(640) +-endif // ipva?

(645) - MJST forward packets with a destination link-layer MAC
address equal to the virtual router MAC address.

(650) - MJIST accept packets addressed to the | PvX address(es)
associated with the virtual router if it is the |PvX address owner
or if Accept_Mdde is True. Oherw se, MJST NOT accept these
packets.
(655) - If a Shutdown event is received, then:

(660) + Cancel the Adver _Ti mer

(665) + Send an ADVERTI SEMENT with Priority = 0

(670) + Transition to the {Initialize} state
(675) -endif // shutdown recv
(680) - If the Adver _Tiner fires, then:

(685) + Send an ADVERTI SENMENT

(690) + Reset the Adver_Tinmer to Advertisenment_Interval
(695) -endif // advertisenent tiner fired
(700) - If an ADVERTI SEMENT is received, then:

(705) -+ If the Priority in the ADVERTI SEMENT is zero, then:

(710) -* Send an ADVERTI SEMENT

(715) -* Reset the Adver_Tiner to Advertisenent_Interval

(720) -+ else // priority was non-zero
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(725) -* If the Priority in the ADVERTI SEMENT is greater
than the local Priority,

(730) -* or

(735) -* If the Priority in the ADVERTI SEMENT is equal to
the local Priority and the primary |IPvX Address of the
sender is greater than the local primary |PvX Address, then:

(740) - @ Cancel Adver _Ti mer

(745) -@ Set Master_ Adver Interval to Adver Interval
contai ned in the ADVERTI SEMENT

(750) - @Reconpute the Skew Time
(755) @ Reconpute the Master_Down_I nterval
(760) @ Set Master Down_Tinmer to Master_ Down_ | nterval
(765) @Transition to the {Backup} state
(770) * else // new Master logic
(775) @ Di scard ADVERTI SEMENT
(780) *endif // new Master detected
(785) +endif // was priority zero?
(790) -endif // advert recv
(795) endwhile // in Master
7. Sending and Receiving VRRP Packets
7.1. Receiving VRRP Packets
The following functions are perforned when a VRRP packet is received:
- If the received packet is an | Pv4 packet, then:
+ MJST verify that the IPv4 TTL is 255.
- else // ipv6 recv

+ MJST verify that the I1Pv6 Hop Limt is 255.
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-endi f
- MJST verify that the VRRP version is 3.

- MJST verify that the received packet contains the conplete VRRP
packet (including fixed fields, and | PvX address).

- MJST verify the VRRP checksum
- MJST verify that the VRID is configured on the receiving
interface and the local router is not the |IPvX address owner
(Priority = 255 (decinmal)).
If any one of the above checks fails, the receiver MJST discard the
packet, SHOULD | og the event, and MAY indicate via network nmanagenent
that an error occurred.

- MAY verify that "Count |PvX Addrs" and the list of |PvX
address(es) natch the | PvX Address(es) configured for the VRI D

I f the above check fails, the receiver SHOULD | og the event and MAY
i ndi cate via network managenent that a mnisconfiguration was detected.

7.2. Transmitting VRRP Packets

The follow ng operati ons MJST be performed when transnitting a VRRP
packet :

- Fill in the VRRP packet fields with the appropriate virtua
router configuration state

- Conpute the VRRP checksum
- If the protected address is an |Pv4 address, then

+ Set the source MAC address to virtual router MAC Address

+ Set the source |IPv4 address to interface prinary | Pv4 address
- else // ipvé

+ Set the source MAC address to virtual router MAC Address

+ Set the source |Pv6 address to interface |link-local |Pv6
addr ess

-endi f
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- Set the IPvX protocol to VRRP
- Send the VRRP packet to the VRRP I PvX multicast group

Not e: VRRP packets are transmitted with the virtual router MAC
address as the source MAC address to ensure that |earning bridges
correctly determ ne the LAN segnent the virtual router is
attached to.

7.3. Virtual Router MAC Address

The virtual router MAC address associated with a virtual router is an
| EEE 802 MAC Address in the follow ng format:

| Pv4 case: 00-00-5E-00-01-{VRID} (in hex, in Internet-standard bit-
order)

The first three octets are derived fromthe | ANA's O gani zational

Uni que lIdentifier (QU). The next two octets (00-01) indicate the
address bl ock assigned to the VRRP for |IPv4 protocol. {VRID} is the
VRRP Virtual Router ldentifier. This mapping provides for up to 255
| Pv4 VRRP routers on a network.

| Pv6 case: 00-00-5E-00-02-{VRID} (in hex, in Internet-standard bit-
order)

The first three octets are derived fromthe ANA's OQUI. The next two
octets (00-02) indicate the address bl ock assigned to the VRRP for

| Pv6 protocol. {VRID} is the VRRP Virtual Router Identifier. This
mappi ng provides for up to 255 IPv6 VRRP routers on a network.

7.4. | Pvbe Interface ldentifiers

| Pv6 routers running VRRP MUST create their Interface ldentifiers in
the normal manner (e.g., "Transm ssion of |Pv6 Packets over Ethernet
Net wor ks" [ RFC2464]). They MJUST NOT use the virtual router MAC
address to create the Mdified Extended Unique ldentifier (EU)-64
identifiers.

This VRRP specification describes how to advertise and resolve the

VRRP router’s | Pv6 link-1ocal address and ot her associated |Pv6
addresses into the virtual router MAC address.
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8. Operational |ssues
8.1. |IPv4
8.1.1. ICW Redirects

| CVP redirects may be used nornally when VRRP is running between a
group of routers. This allows VRRP to be used in environnents where
the topology is not symetric.

The 1 Pv4 source address of an I CWP redirect should be the address
that the end-host used when neking its next-hop routing decision. |f
a VRRP router is acting as Master for virtual router(s) containing
addresses it does not own, then it nust determ ne which virtua

router the packet was sent to when selecting the redirect source
address. One nethod to deduce the virtual router used is to exanine
the destinati on MAC address in the packet that triggered the
redirect.

It may be useful to disable redirects for specific cases where VRRP
is being used to | oad-share traffic between a nunber of routers in a
symretric topol ogy.

8.1.2. Host ARP Requests

When a host sends an ARP request for one of the virtual router |Pv4
addresses, the Virtual Router Master MJIST respond to the ARP request
with an ARP response that indicates the virtual MAC address for the
virtual router. Note that the source address of the Ethernet frane
of this ARP response is the physical MAC address of the physica
router. The Virtual Router Master MJST NOT respond with its physica
MAC address in the ARP response. This allows the client to always
use the sane MAC address regardless of the current Master router

When a VRRP router restarts or boots, it SHOULD NOT send any ARP
messages using its physical MAC address for the | Pv4 address it owns
it should only send ARP nessages that include virtual MAC addresses.

This may entail the follow ng:

o When configuring an interface, Virtual Router Master routers
shoul d broadcast a gratuitous ARP request containing the virtua
router MAC address for each |IPv4 address on that interface.

0 At system boot, when initializing interfaces for VRRP operation

del ay gratuitous ARP requests and ARP responses until both the
| Pv4 address and the virtual router MAC address are confi gured.
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o Wen, for exanple, ssh access to a particular VRRP router is
requi red, an | P address known to belong to that router nust be
used.

8.1.3. Proxy ARP

If Proxy ARP is to be used on a VRRP router, then the VRRP router
nmust advertise the virtual router MAC address in the Proxy ARP
nmessage. Doing otherw se could cause hosts to learn the real MAC
address of the VRRP router.

8.2. |Pv6
8.2.1. |ICWVv6 Redirects

| CMPV6 redirects may be used normally when VRRP is running between a
group of routers [RFC4443]. This allows VRRP to be used in
environnents where the topology is not symetric (e.g., the VRRP
routers do not connect to the sane destinations).

The 1 Pv6 source address of an | CWPv6 redirect should be the address
that the end-host used when meking its next-hop routing decision. If
a VRRP router is acting as Master for virtual router(s) containing
addresses it does not own, then it nust determi ne which virtua
router the packet was sent to when selecting the redirect source
address. A method to deduce the virtual router used is to exam ne
the destination MAC address in the packet that triggered the
redirect.

8.2.2. ND Neighbor Solicitation

Wien a host sends an ND Nei ghbor Solicitation message for the virtua
router | Pv6 address, the Virtual Router Master MJUST respond to the ND
Nei ghbor Solicitation nmessage with the virtual MAC address for the
virtual router. The Virtual Router Master MJST NOT respond with its
physical MAC address. This allows the client to always use the sane
MAC address regardl ess of the current Master router

When a Virtual Router Master sends an ND Nei ghbor Solicitation
message for a host’s I Pv6 address, the Virtual Router Master MJIST
include the virtual MAC address for the virtual router if it sends a
source |link-layer address option in the neighbor solicitation
message. It MJST NOT use its physical MAC address in the source

i nk-1ayer address option

When a VRRP router restarts or boots, it SHOULD NOT send any ND

messages with its physical MAC address for the I Pv6 address it owns;
it should only send ND nessages that include virtual MAC addresses
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This may entail the follow ng:

o When configuring an interface, Virtual Router Master routers
shoul d send an unsolicited ND Nei ghbor Advertisenent nmessage
containing the virtual router MAC address for the | Pv6 address on
that interface.

o0 At systemboot, when initializing interfaces for VRRP operation
all ND Router and Nei ghbor Advertisements and Solicitation
messages nmust be delayed until both the I Pv6 address and the
virtual router MAC address are confi gured.

Note that on a restarting Master router where the VRRP protected
address is the interface address, (that is, priority 255) duplicate

address detection (DAD) may fail, as the Backup router may answer
that it owns the address. One solution is to not run DADin this
case.

8.2.3. Router Advertisenents

Wien a Backup VRRP router has become Master for a virtual router, it
is responsible for sending Router Advertisenents for the virtua
router as specified in Section 6.4.3. The Backup routers nust be
configured to send the sane Router Advertisenent options as the
address owner.

Rout er Advertisenent options that advertise special services (e.g.
Home Agent Information Option) that are present in the address owner
shoul d not be sent by the address owner unl ess the Backup routers are
prepared to assune these services in full and have a conplete and
synchroni zed dat abase for this service.

8.3. 1PvX
8.3.1. Potential Forwarding Loop

If it is not the address owner, a VRRP router SHOULD NOT forward
packets addressed to the | PvX address for which it becones Master.
Forwar di ng t hese packets would result in unnecessary traffic. Also,
in the case of LANs that receive packets they transmt (e.g., Token
Ring), this can result in a forwarding |oop that is only term nated
when the I PvX TTL expires.

One such nechanismfor VRRP routers is to add/delete a reject host

route for each adopted | PvX address when transitioning to/from MASTER
state.
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8.3.2. Reconmendations Regarding Setting Priority Val ues

A priority value of 255 designates a particular router as the "I PvX
address owner". Care nust be taken not to configure nore than one
router on the link in this way for a single VRID

Routers with priority 255 will, as soon as they start up, preenpt al
lower-priority routers. No nore than one router on the Iink is to be
configured with priority 255, especially if preenptionis set. If no

router has this priority, and preenption is disabled, then no
preenption will occur.

When there are nmultiple Backup routers, their priority values should
be uniformy distributed. For exanple, if one Backup router has the
default priority of 100 and anot her Backup Router is added, a
priority of 50 would be a better choice for it than 99 or 100, in
order to facilitate faster convergence

8.4. VRRPv3 and VRRPv2 | nteroperation
8.4.1. Assunptions
1. VRRPv2 and VRRPv3 interoperation is optional

2. Mxing VRRPv2 and VRRPv3 should only be done when transitioning
fromVRRPv2 to VRRPv3. Mxing the two versions should not be
consi dered a permanent sol ution.

8.4.2. VRRPv3 Support of VRRPv2

As nentioned above, this support is intended for upgrade scenarios
and is NOT recommended for pernanent depl oyments.

An i npl enentation MAY inplenent a configuration flag that tells it to
listen for and send both VRRPv2 and VRRPv3 advertisenents.

When a virtual router is configured this way and is the Master, it
MUST send both types at the configured rate, even if sub-second.

When a virtual router is configured this way and is the Backup, it
shoul d tine out based on the rate advertised by the Master; in the
case of a VRRPv2 Master, this neans it nust translate the timeout
value it receives (in seconds) into centiseconds. Al so, a Backup
shoul d i gnore VRRPv2 advertisenents fromthe current Master if it is
al so receiving VRRPv3 packets fromit. It MAY report when a VRRPv3
Master is *not* sending VRRPv2 packets: that suggests they don’t
agree on whether they re supporting VRRPv2 routers.
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8.4.3. VRRPv3 Support of VRRPv2 Considerations
8.4.3.1. Slow, High-Priority Masters

See al so Section 5.2.7, "Maxi mum Adverti senent |nterva
(Max Adver Int)".

The VRRPv2 Master router interacting with a sub-second VRRPv3 Backup
router is the nost inportant exanple of this.

A VRRPv2 i npl enentation should not be given a higher priority than a
VRRPv2/ VRRPv3 inplenentation it is interacting with if the VRRPv2/
VRRPv3 rate is sub-second

8.4.3.2. Overwhel ming VRRPv2 Backups

It seenms possible that a VRRPv3 Master router sending at centisecond
rates could potentially overwhel ma VRRPv2 Backup router with
potentially unclear results.

In this upgrade case, a deploynment should initially run the VRRPv3
Master routers with | ower frequencies (e.g., 100 centiseconds) unti
the VRRPv2 routers are upgraded. Then, once the depl oynent has
convinced itself that VRRPv3 is working properly, the VRRPv2 support
may be unconfigured and then the desired sub-second rates configured.

9. Security Considerations

VRRP for |IPvX does not currently include any type of authentication.
Earlier versions of the VRRP (for |Pv4) specification included
several types of authentication ranging fromnone to strong.

Oper ational experience and further analysis determnined that these did
not provide sufficient security to overcone the vulnerability of

m sconfi gured secrets, causing nultiple Masters to be elected. Due
to the nature of the VRRP protocol, even if VRRP nessages are
cryptographically protected, it does not prevent hostile nodes from
behaving as if they are a VRRP Master, creating nultiple Msters.

Aut henti cation of VRRP nessages could have prevented a hostil e node
fromcausing all properly functioning routers fromgoing into Backup
state. However, having multiple Masters can cause as nuch di sruption
as no routers, which authentication cannot prevent. Al so, even if a
hostil e node could not disrupt VRRP, it can disrupt ARP and create
the sane effect as having all routers go into Backup
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10.

Some L2 switches provide the capability to filter out, for exanple,
ARP and/ or ND nessages from end-hosts on a switch-port basis. This
mechani smcould also filter VRRP nessages fromswitch ports

associ ated with end-hosts and can be considered for deploynents wth
untrusted hosts.

It should be noted that these attacks are not worse and are a subset
of the attacks that any node attached to a LAN can do independently
of VRRP. The kind of attacks a malicious node on a LAN can do

i ncl ude promi scuously receiving packets for any router’s MAC address;
sendi ng packets with the router’s MAC address as the source MAC
address in the L2 header to tell the L2 switches to send packets
addressed to the router to the malicious node instead of the router;
send redirects to tell the hosts to send their traffic somewhere

el se; send unsolicited ND replies; answer ND requests; etc. Al of
this can be done independently of inplenmenting VRRP. VRRP does not
add to these vulnerabilities.

I ndependent of any authentication type, VRRP includes a nechani sm
(setting TTL = 255, checking on receipt) that protects agai nst VRRP
packets being injected fromanother renote network. This linits nost
vul nerabilities to |local attacks.

VRRP does not provide any confidentiality. Confidentiality is not
necessary for the correct operation of VRRP, and there is no
information in the VRRP nessages that nust be kept secret from other
nodes on the LAN

In the context of IPv6 operation, if SEcure Nei ghbor Discovery (SEND)
is deployed, VRRP is conpatible with the "trust anchor" and "trust
anchor or cga" nodes of SEND [ RFC3971]. The SEND confi gurati on needs
to give the Master and Backup routers the sane prefix delegation in
the certificates so that Master and Backup routers advertise the same
set of subnet prefixes. However, the Master and Backup routers
shoul d have their own key pairs to avoid private key sharing.
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| ANA Consi der ati ons

| ANA has assigned an I Pv6 |ink-local scope multicast address for VRRP
for IPv6. The IPv6 nmulticast address is as follows:

FF02: 0:0:0:0:0:0: 12
The val ues assi gned address should be entered into Section 5.1.2.2.

The | ANA has reserved a bl ock of | ANA Et hernet unicast addresses for
VRRP for IPv6 in the range

00- 00- 5E- 00- 02- 00 to 00-00-5E-00-02-FF (in hex)
Sim | ar assignnents are docunented at:
http://ww.iana.org
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Appendi x A.  Operation over FDDI, Token Ring, and ATM LANE
A.1l. Operation over FDD

FDDI interfaces renove fromthe FDD ring frames that have a source
MAC address matching the device's hardware address. Under sone
conditions, such as router isolations, ring failures, protoco
transitions, etc., VRRP nay cause there to be nore than one Mster
router. |If a Master router installs the virtual router MAC address
as the hardware address on a FDDI device, then other Masters’
ADVERTI SEMENTS wi Il be renmoved fromthe ring during the Master
conver gence, and convergence wll fail.

To avoid this, an inplementati on SHOULD configure the virtual router
MAC address by adding a unicast MAC filter in the FDDH device, rather
than changing its hardware MAC address. This will prevent a Master
router fromrenoving any ADVERTI SEMENTS it did not originate.

A. 2. Operation over Token Ring

Token Ring has several characteristics that make running VRRP
difficult. These include the foll ow ng:

0O In order to switch to a new Master |ocated on a different bridge
Token- Ri ng segnent fromthe previous Master when using source-
route bridges, a mechanismis required to update cached source-
route information.

o0 No general nulticast mechanismis supported across old and new
Token- Ri ng adapter inplenentations. Wile many newer Token-Ri ng
adapters support group addresses, Token-Ring functional -address
support is the only generally available nulticast mechanism Due
to the linmted nunber of Token-Ring functional addresses, these
may collide with other usage of the sanme Token-Ring functiona
addr esses.

Due to these difficulties, the preferred node of operation over Token
Ring will be to use a Token-Ring functional address for the VRID
virtual MAC address. Token-Ring functional addresses have the two

hi gh-order bits in the first MAC address octet set to B 1'. They
range from 03-00-00-00-00-80 to 03-00-02-00-00-00 (canonical format).
However, unlike nulticast addresses, there is only one unique
functional address per bit position. The functional addresses

03- 00- 00- 10- 00- 00 t hrough 03-00-02-00-00-00 are reserved by the
Token-Ring Architecture [ TKARCH for user-defined applications.
However, since there are only 12 user-defined Token-Ri ng functiona
addresses, there may be ot her non-1PvX protocols using the sane
functional address. Since the Novell IPX [IPX protocol uses the
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03- 00- 00- 10- 00- 00 functional address, operation of VRRP over Token
Ring will avoid use of this functional address. |In general, Token-
Ring VRRP users will be responsible for resolution of other user-
defined Token-Ring functional address conflicts.

VRI Ds are mapped directly to Token-Ring functional addresses. In
order to decrease the likelihood of functional-address conflicts,
allocation will begin with the |argest functional address. Mst non-
| PvX protocols use the first or first couple user-defined functiona
addresses, and it is expected that VRRP users will choose VRI Ds
sequentially, starting with 1

VRI D Token- Ri ng Functional Address
03- 00- 02- 00- 00- 00
03- 00- 04- 00- 00- 00
03- 00- 08- 00- 00- 00
03- 00- 10- 00- 00- 00
03- 00- 20- 00- 00- 00
03- 00- 40- 00- 00- 00
03- 00- 80- 00- 00- 00
03- 00- 00- 01- 00- 00
03- 00- 00- 02- 00- 00
03- 00- 00- 04- 00- 00
03- 00- 00- 08- 00- 00

POOO~NOUITAWNPEP

I

O, nore succinctly, octets 3 and 4 of the functional address are
equal to (0x4000 >> (VRID - 1)) in non-canonical fornmat.

Since a functional address cannot be used as a MAC-level source
address, the real MAC address is used as the MAC source address in
VRRP advertisenents. This is not a problemfor bridges, since
packets addressed to functional addresses will be sent on the
spanni ng-tree explorer path [ISO 10038. 1993].

The functional - address node of operation MJST be inpl enented by
routers supporting VRRP on Token Ri ng

Additionally, routers MAY support the unicast node of operation to

t ake advantage of newer Token-Ri ng adapter inplenentations that
support non-prom scuous reception for nultiple unicast MAC addresses
and to avoid both the nulticast traffic and usage conflicts
associated with the use of Token-Ring functional addresses. Unicast
node uses the same mapping of VRIDs to virtual MAC addresses as

Et hernet. However, one inportant difference exists. ND
request/reply packets contain the virtual MAC address as the source
MAC address. The reason for this is that sone Token-Ring driver
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i mpl enent ati ons keep a cache of MAC address/source-routing
i nformation independent of the ND cache.

Hence, these inplenentations have to receive a packet with the
virtual MAC address as the source address in order to transmt to
that MAC address in a source-route-bridged network

Uni cast node on Token Ring has one limtation that should be
considered. |If there are VRID routers on different source-route-

bri dge segnents, and there are host inplenentations that keep their
source-route information in the ND cache and do not listen to
gratuitous NDs, these hosts will not update their ND source-route

i nformati on correctly when a switchover occurs. The only possible
solution is to put all routers with the sane VRID on the same source-
rout e-bri dge segnment and use techniques to prevent that bridge
segrment from being a single point of failure. These techniques are
beyond the scope of this documnent.

For both the nulticast and unicast node of operation, VRRP
advertisenents sent to 224.0.0.18 should be encapsul ated as descri bed
in [ RFC1469] .

A.3. Operation over ATM LANE

Operation of VRRP over ATM LANE on routers with ATM LANE i nterfaces
and/ or routers behind proxy LAN Enulation Cients (LECs) are beyond
the scope of this docunent.
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