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Abstr act

This docunent is an informational snapshot taken by the IRTF s

I nternet Congestion Control Research Goup (ICCRG in Cctober 2008.
It provides a survey of congestion control topics described by
docunents in the RFC series. This does not nodify or update the
specifications or status of the RFC docunents that are discussed. It
may be used as a reference or starting point for the future work of
the research group, especially in noting gaps or open issues in the
current | ETF standards.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Research Task Force
(IRTF). The I RTF publishes the results of Internet-related research
and devel opnent activities. These results mght not be suitable for
depl oynent. This RFC represents the consensus of the Internet
Congestion Control Research Goup of the Internet Research Task Force
(I RTF). Docunents approved for publication by the IRSG are not a
candidate for any level of Internet Standard; see Section 2 of RFC
5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc5783
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1

I ntroduction

In this docunent, we define congestion control as the feedback-based
adjustnent of the rate at which data is sent into the network
Congestion control is an indispensable set of principles and
mechani sns for naintaining the stability of the Internet. Congestion
control has been closely associated with TCP since 1988 [Jac88], but
there has al so been a great deal of congestion control work outside
of TCP (e.g., for real-time nultimedia applications, multicast, and
rout er-based nmechani snms). Several such proposal s have been produced
within the I ETF and published as RFCs, along with RFCs that give
architectural guidance (e.g., by pointing out the inportance of
perform ng some form of congestion control). Several of these
nmechani snms are in use within the |Internet.

When designing a new Internet transport protocol, it is therefore

i mportant to not only understand how congestion control works in TCP
but al so have a broader understandi ng of the other congestion contro
RFCs -- sone give guidance, sone of them describe nechani sns that nay
have a direct influence on a newy designed protocol, and sone of
them may only be "related work" worth knowi ng about. The purpose of
this docunent is to facilitate and encourage this search for

know edge by providing an overview of RFCs related to congestion
control that have been published thus far. This docunent is a
product of the IRTF' s Internet Congestion Control Research G oup
(ICCRG. It was devel oped because a strong grasp of the existing
literature should benefit further |1 CCRG work. The | CCRG devel oped
consensus on the content of this document during a two-year

devel opnent period based on review comments and | CCRG mailing |ist

di scussions. A list of the main review contributors is contained in
t he Acknow edgenents section of this docunent.

While the | CCRG agreed to the docunment’s production, any opinions
expressed are the authors’ own, and as this docunent is not an | ETF
publication, it does not update or nodify the status of any published
RFCs. The format of this docunent is simlar to an annotated

bi bl i ography. Al though host and router requirenments for congestion
control functions are discussed, this is only an infornmationa
docunent and does not contain any formal standards bearing of its
own.

Congestion control is a large and active topic, and so the scope of
this docunent is linted to published RFCs and a snall nunber of
current working group drafts. This allows the docunment to focus on
congestion control principles and nechani sns that are anong the nost
wel | -supported, well-accepted, or widely used. Significant
contributions to this subject also exist in both the academc
literature and in the formof Internet-Drafts; however, we exclude
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these fromthis study. In nany cases the RFC descri bing some
mechanismw || contain references to rel evant academni ¢ publications
in journals or conference proceedings that presented the research and
val i dation of the mechanism For instance, RFC 2581 cites Jacobson’s
1988 SI GCOWM paper that has a | ess standards-oriented but nore
illustrative treatnent and expl anation of sonme of the nechanisns in
RFC 2581.

The majority of the documents di scussed here pertain to end-host-
based congestion control. Many network-based nechani sns, such as a
nunber of queue managenent al gorithnms, do not require any protoco
exchanges between el enents, but nerely operate within a single host
or router. Thus, network-based congestion control nechani sns have

of ten not been described in any RFC, as they generally fall under the
domai n of inplenentation details that do not influence
interoperability.

There are many RFCs related to Quality of Service (QS), especially
within the Integrated Services and Differentiated Services franmeworks
[ RFC1633] [RFC2475] [RFC2998]. These QS RFCs thensel ves deserve a
simlar bibliography to the one that this docunent provides for
congestion control. W specifically do not include the vast amount
of QoS work into the scope of this docunent, as it is a full field in
its own right, and deals with issues that are nostly orthogonal to
end- host congestion control and router queue managenent. Al though
there can certainly be interactions between QS and congestion
control mechani sms, scheduling nmechani snms used to inplenment QS (on
either a per-flow or an aggregate basis), for instance, can be used

i ndependently of the end-host congestion control and queue nmanagenent
functions also in use. Simlar argunents can be nade for traffic-
shapi ng, admi ssion control, and other functions that are intended for
QoS and are only side-notes for congestion control

A simlar argunent can be made for excluding consideration of the
medi a access control (MAC) |ayer protocols used by the Iinks

t hroughout a path. Although the MAC protocols inplenment various
forns of resolving contention for shared links (and sonetines offer
QoS services), these are al so distinct fromend-to-end congestion
control. Furthernmore, MAC protocols are not typically discussed in
the RFC series, but they are defined in outside docunents (e.g., |EEE
standards), since the | ETF does not generally work on link | ayers
thenselves. Few, if any, of the RFCs that describe mappings of IP
onto various link layers directly discuss congestion control

To organi ze the subject matter in this docunent, the content is
classified into several broad categories. First, we |list docunments
relating to Internet architecture and general architectural concepts
in Section 2. Next, the congestion control algorithns used in the

Wl zI & Eddy I nf or mat i onal [ Page 4]



RFC 5783 Congestion Control RFCs February 2010

TCP transport protocol are discussed in Section 3. |Interactions
between |ink properties and nechani sns with the kinds of algorithns
and heuristics used within end-to-end congestion control are covered
in Section 4. One nethod that has been devel oped by the I ETF (and
depl oyed to sone extent) for all ow ng network-based and host - based
congestion control to interact w thout dropping packets is the

subj ect of Section 5.1. The congestion control algorithns used by
uni cast transport protocols other than TCP are described in

Section 6. W rk on congestion control for nulticast transports and
applications is listed in Section 7. RFCs that give guidance to
devel opers of new algorithnms are discussed in Section 8. Finally,
docunents that have historic significance, but perhaps not current
direct technical application, have been classified into Section 9.
Note that the use of the term"historic" here has nothing to do with
the 1ETF s formal classification of docunents as having "Historic"
st at us.

2. Architectural Docunents

Sone docunments in this section contain architectural guidance and
concerns, while others specify congestion-control-rel ated nmechani sns
that are broadly applicable and have inpacts on nore than a single
cl ass of congestion control techniques. Sone of these docunents are
direct products of the Internet Architecture Board (1AB), givVing
their gui dance on specific aspects of congestion control in the

I nternet.

RFC 1122: "Requirenents for Internet Hosts -- Communication Layers"
(Cct ober 1989)

[ RFC1122] formally nmandates that hosts perform congestion control
For TCP, several congestion control features are described and
listed as required el ements of conforming inplenentations, and for
UDP, RFC 1122 | eaves congestion control as an issue for higher-

| ayered protocols. Al though sending and reacting to | CMP Source
Quench packets is no |longer recomended [ RFC1812] [Gont10], the
rest of the congestion control guidance in this RFCis still a
basis for several current practices in TCP inpl enentations.

RFC 1812: "Requirenents for IP Version 4 Routers” (June 1995)

Nunerous issues relevant to router behavior are discussed in

[ RFC1812], and requirements for routers to support are prescribed
within the document. Portions of RFC 1812 that are particularly
rel evant to congestion control include the directive that routers
SHOULD NOT originate | CMP Source Quench nessages, discussion of
precedence in queueing, and Section 5.3.6 titled "Congestion
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Control" that recommends sizing buffers as a function of the
product of the bandwi dth of the Ilink tines the path delay of the
flows using the link, and advises on the inplenmentation of active
gueue managenent techni ques.

RFC 1958: "Architectural Principles of the Internet" (June 1996)

Several guidelines for network systens design that have proven
useful in the evolution of the Internet are sketched in [ RFC1958].
Congestion control is not specifically nmentioned or alluded to,
but the general principles apply to congestion control. For

i nstance, perform ng end-to-end functions at end nodes, |ack of
centralized control, heterogeneity, scalability, sinplicity,
avoi di ng options and paraneters, etc., are all valid concerns in
the design and assessnent of congestion control schenes for the

I nternet.

RFC 2140: "TCP Control Bl ock Interdependence" (April 1997)

[ RFC2140] suggests that TCP connections between the sane endpoints
m ght share sone information, including their congestion contro
state. To sone degree, this is done in practice by a few current
operating systens; for exanple, Linux currently has a destination
cache with this information, but this behavior is not yet formally
standardi zed or recogni zed as a best practice by the | ETF.

RFC 2309: "Recommendati ons on Queue Managenent and Congestion

Wel zl

Avoi dance in the Internet" (April 1998)

[ RFC2309] briefly discusses the history of congestion and the
origin of congestion control in the Internet. The focus is mainly
on network- or router-based queue nmanagenent algorithns. This RFC
recomends to test, standardize, and depl oy Active Queue
Management (AQV) in routers; it provides an overvi ew of one such
nmechani sm Random Early Detection (RED), and expl ai ns how and why
AQM nmechani sms can i nprove the performance of the Internet.
Finally, this docunent explains the danger of a possible
"congestion coll apse"” from unresponsive flows and nmakes a strong
recomendation to devel op and eventual |y depl oy router nechani sns
to protect the Internet fromsuch traffic.

Today, the advice in this docunent has been followed to sone
extent. Hardware and software vendors have been receptive, and
AQM t echni ques are wi dely available in many popul ar dedi cat ed
conmerci al router products and even in nore general operating
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systens that are sonetinmes used as routers. However, AQV

techni ques nmay not be enabled in default configurations of these
systens, and it is often left to users and network engi neers to
enabl e and confi gure AQM nechani sns when desired. In sone cases,
enabl i ng QoS nmechani sns on a device al so enabl es AQM nechani sns by
default. The nunber of production routers that actually have
these AQM features enabled is an open question

RFC 2914 (BCP 41): "Congestion Control Principles" (Septenber 2000)

[ RFC2914] is an explanation of the principles of congestion
control, and the |ETF's Best Current Practice for congestion
control design. It points out that there are an increasing nunber
of applications that do not use TCP, and el aborates on the

i mportance of perform ng congestion control for such traffic in
order to prevent congestion collapse. The TCP Reno congestion
control nechani sns are described as an exanpl e of end-to-end
congestion control within transport protocols.

SCTP is one exanple of a non-TCP transport protocol that

i npl ements congestion control based on these principles. The
devel opments of TFRC [ RFC3448] and DCCP [ RFC4340] are attenpts to
provi de useful tools inplenenting those principles for
applications with needs sinilar to stream ng nedia, where TCP' s
reactions are too fast. It would be beneficial for users and the
Internet itself if these carefully designed tools becone widely
depl oyed in place of other ad hoc schenes that may not be well -
grounded in the congestion control principles. This replacenent
process i s ongoing and not yet conplete. Appropriate and usable
congestion control schenmes for non-TCP flows continue to be an
open research area

RFC 3124: "The Congestion Manager" (June 2001)

Wel zl

[ RFC3124] specifies the Congestion Manager, an end-system service
that realizes congestion control on a per-host-pair rather than a
per - connection basis, which may be a nore appropriate way to carry
out congestion control. Using the Congestion Manager, multiple
streanms between two hosts (which may include TCP flows) can adapt
to network congestion in a unified fashion

This proposal is related to RFC 2140, discussed above, but with a
wi der scope than TCP. Because sone pieces of its supporting
architecture have not yet been specified, the Congestion Manager’s
techni ques are not commonly used today and have not been widely

i mpl enent ed and depl oyed yet beyond experinmental stacks. Sharing
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of congestion and path infornmati on between individual connections
continues to be an open research area with branches in detecting
shared bottl enecks when using nultiple paths, caching of old state
for faster startup, and sharing of current state and feedback

RFC 3426: "General Architectural and Policy Considerations" (Novenber

2002)

[ RFC3426] lists a nunber of questions that can be answered for a
particul ar technical solution to determine its architectura

i npact and desirability. These are valid for congestion contro
mechani snms, and end- poi nt congesti on nanagenent is used as an
exanpl e case-study several tinmes in RFC 3426. Two salient
guestions that RFC 3426 advi ses aski ng about proposed nechani sns
are why they are needed in addition to existing protocols, and why
they are needed at a certain |ayer rather than at other |ayers.
These are particularly relevant for congestion control nechanisns
since several already exist and since they can span network,
transport, and application |ayers.

RFC 3439: "Sone Internet Architectural Guidelines and Phil osophy”

(Decenber 2002)

[ RFC3439] supplenents RFC 1958. Sinplicity is stressed, as the
unpredi ctable results of conplexity (due to anplification and
coupling) are described. Congestion control issues stemm ng from
| ayering interactions between transport and | ower protocols are
presented, as well as other itens relevant to congestion control

i ncluding asynmretry and the "nyth of over-provisioning"

RFC 3714: "1 AB Concerns Regardi ng Congestion Control for Voice

Wel zl

Traffic in the Internet” (March 2004)

[ RFC3714] can be seen as a followup to the concerns that were

di scussed in RFC 2914. It expresses the | AB's concern over the

| ack of effective end-to-end congestion control for best-effort
voice traffic, which is noted as being a current service with
growi ng demand. An exanple of a Vol P connection between Atl anta,
Ceorgia, USA, and Nairobi, Kenya, is given, where a single VolP
call consuned nore than half of the access |ink capacity (which is
normal |y shared across several different users). This exanple is
used as the basis for further discussion, making it clear that
usi ng some form of congestion control for VolP traffic is highly
r econmended.
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3.

TCP Congestion Contro

The TCP specifications found in RFC 793 and its predecessors did not
contai n any di scussion of using or nmanagi ng a congesti on w ndow.

O her than a sinple retransm ssion tinmeout and flow control through
the advertised receive wi ndow, TCP inplenentations based only on RFC
793 do not contain congestion control. As several congestion
col | apse events occurred on the Internet, it was later realized that
congestion control was needed. The host requirements in RFC 1122
require conformng TCP inplenentations to inplenent Jacobson’s sl ow
start and congestion avoi dance algorithnms (later specified in RFC
2001 and then RFC 2581). RFC 1122 al so recommends several other
behavi ors that influence congestion control |ike the Nagle al gorithm
del ayed acknow edgenents, Jacobson’s retransni ssion tineout (RTO
estimation algorithm and exponential backoff of the retransm ssion
timer.

Basi ¢ TCP congestion control is defined in RFC 2581, with many ot her
RFCs that specify ancillary nodifications and enhancenents. RFC 2581
obsol etes the first proposed standard for TCP congestion control in
RFC 2001. These two RFCs docunent the nechani sns that had al ready
been in conmon use by TCP inplenentations for nany years. The reader
may refer to the TCP Roadmap [ RFC4614] for nore information on the
RFCs that specifically describe TCP congestion control, as this
material is not replicated here.

Recently, significant effort has been put into experinental TCP
congestion control nodifications for obtaining high throughput with
reduced startup and recovery tinmes. RFCs have been published on sone
of these nodifications, including H ghSpeed TCP [ RFC3649], and
Limted Slow Start [RFC3742], but high-rate congestion contro
nmechani snms are still considered an open issue in congestion contro
research. Oher schenmes have been published as Internet-Drafts or
have been discussed a little by the | ETF, but nmuch of the work in
this area has not been adopted within the | ETF yet, so the majority
of this work is outside the RFC series and may be di scussed i n other
products of the | CCRG

At the time of witing, the | ETF s TCP Mii nt enance and M nor

Extensi ons (TCPM) Wborking Group was devel opi ng an update to RFC 2581
to incorporate small changes from ot her docunents and advance TCP
congestion control nechanisns on the | ETF Standards Track. The
update also clarifies and revises sone points. These include the
definition of a duplicate ACK, initial congestion wi ndow and sl ow
start threshold val ues, behavior in response to retransnission
timeouts, the use of the linmted transmt nechanism and security
with regards to m sbehaving receivers that practice ACK division
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4.

Chal | engi ng Link and Path Characteristics

Links with [ arge and/ or vari abl e bandw dt h-del ay products have
traditionally been problematic for congestion control schenes because
they can distort the properties of the feedback | oop. Links that

ei ther expose a high rate of packet |osses to the upper |ayers, or
use hi ghl y-persistent retransni ssion nechani sns to prevent | osses

al so cause problenms with some of the standard congestion contro
nmechani sms.  The docunents in this section discuss challenging |ink
characteristics; many of themwere witten by the Perfornmance

I mplications of Link Characteristics (PILC) Wrking G oup.

Whi |l e these docunents often refer to specific problems with TCP, the
link characteristics that they describe can be expected to affect

ot her congestion control mechanisms too. In particular, interactions
between |ink properties and TCP congestion control will be shared by
other protocols that use the simlar congestion control behavior

such as SCTP [ RFC4960] and DCCP with CCID 2 [ RFC4341] (see

Section 6), and should be taken into consideration by designers of
congestion control nechanisns that utilize the same kind of feedback
as TCP.

Some RFCs only make recomendati ons regarding the inplenmentation and
configuration of TCP based upon characteristics of special links. As
these RFCs are so closely connected to the specification of TCP
itself, they are not included in this docunent, but are listed in the
TCP Roadmap [ RFC4614].

RFC 2488 (BCP 28): "Enhancing TCP Over Satellite Channel s using
St andard Mechani sns" (January 1999)

The sunmary of reconmendations in [ RFC2488] cane fromthe TCP over
Satellite (TCPSAT) Wirking G oup, whose goal was to identify the
performance problens that TCP may have over satellite |inks and
suggest mitigations. The docunent explains several ways that

exi sting standards can be applied to inprove the perfornmance of
basi ¢ TCP congestion control over paths with characteristics
simlar to those involving satellite |inks.

RFC 3135: "Performance Enhancing Proxies Intended to Mtigate Link-
Rel at ed Degradations" (June 2001)

[ RFC3135] is a survey of Perfornmance Enhancing Proxies (PEPS)
often enpl oyed to i nprove degraded TCP performance caused by
characteristics of specific link environnents, for exanple, in
satellite, wireless WAN, and wirel ess LAN environnents. Different
types of PEPs are described as well as the mechani sns used to
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i mprove performance. While there is a specific focus on TCP in
this docunent, PEPs can operate on any protocol, and the

per f ormance enhancenents that PEPs achi eve are often closely
rel ated to congestion control

The use of PEPs has architectural inplications as they sonetines
viol ate end-to-end assunptions and can add conplexity to the inner
portions of a network. Certain types of PEPs are conmonly used
today in satellite or long-distance networking because it is
easier to insert a small nunber of PEPs near problematic |inks
than to upgrade the TCP i nplenentations on all the end hosts that
m ght use those links. One down-side is that their depl oynent

rai ses sone i ssues when introduci ng new or updated congestion
control (CC) methods into these depl oyed networks, since the PEPs
may be operating with undocunented al gorithns, making assunptions
about the end-host CC behavior, and/or altering packet fields that
will affect the end-host CC behavi or.

RFC 3150 (BCP 48): "End-to-end Performance |nplications of Slow

Li nks" (Jul'y 2001)

[ RFC3150] nmkes performance-rel ated recommendati ons for users of
network paths that traverse "very low bit-rate" links. It

i ncl udes a discussion of interactions between such Iinks and TCP
congestion control

RFC 3155 (BCP 50): "End-to-end Performance Inplications of Links with

Errors” (August 2001)

Under the premi se that several types of PEP have undesirabl e
i mplications, [RFC3155] reconmends end-to-end alternatives for
i mproving TCP perfornmance over paths with error-prone |inks.

RFC 3366 (BCP 62): "Advice to link designers on |ink Automatic Repeat

Wel zl

reQuest (ARQ" (August 2002)

Li nk-1ayer ARQ techni ques are a popul ar nmeans to increase the
robustness of particular links to transm ssion errors via
retransm ssi on and acknow edgenent nechanisns. As [ RFC3366]
expl ai ns, ARQ techniques on a link can interact poorly with TCP' s
end-to-end congestion control if they lead to additional delay
variation or reordering. This RFC gives sonme advice on liniting
the extent of these types of problematic interactions. The proper
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5.

bal ance between end-to-end and |link-layer reliability nechani sns
is still an open research issue that has been explored in many
academ ¢ papers outside the | ETF.

RFC 3449 (BCP 69): "TCP Perfornmance Inplications of Network Path
Asymret ry" (Decenber 2002)

[ RFC3449] describes performance limitations of TCP when the
capacity of the ACK path is linted. Several techniques to aid
TCP in these circunstances are recommended as Best Current
Practices, particularly ACK congestion control and sender pacing
are relevant to other non-TCP congestion control schenes, outside
the scope of this docunent. For instance, in the design of the
Reliabl e Multicast Transport (RMI) protocols for nulticast,
preventing ACK-inplosion at nulticast sources can be seen as a
form of ACK congestion control

RFC 3481: "TCP over Second (2.5G and Third (3G GCeneration Wrel ess
Net wor ks" ( February 2003)

Anong ot her issues, sone nmobile data systens exhibit delay spikes,
handovers, and bandw dth oscillation. [RFC3481] describes the
probl ens that these conditions cause for TCP congestion contro
and how sonme TCP extensions can be used to nitigate them

RFC 3819 (BCP 89): "Advice for Internet Subnetwork Designers” (July
2004)

Several issues in link design and optim zation for carrying IP
traffic are discussed in [RFC3819], which recomends Best Current
Practices. Many of these principles are notivated by properties
of TCP, but nobst of them also apply to other transport-I|ayer
congestion control techniques as well.

End- Host and Router Cooperative Signaling

Some RFCs define nechanisns that allow routers to add signaling
informati on to packets that nakes the network’s congestion state |ess
of a nystery to end-host congestion controllers. Routers supporting
these can signal information about the current congestion state to
flows in-band, providing faster and finer-grained information than

i nf erence- based nmet hods. Two exanples of this are discussed in this
section; the first directs sources to slow down in order to avoid

| osses, and the other assists in determ ning an appropriate starting
rate for new fl ows.
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5.1. Explicit Congestion Notification

Tradi tionally, under congestion, |P routers enqueue packets unti
some limt is reached, at which point packets are dropped. TCP, and
other IETF transport protocols, use a stream of acknow edgenents to
infer these | osses and take congestion control action. This section
descri bes a nore advanced way to signal congestion to sources before
packet - dropping i s required.

There are two Explicit Congestion Notification (ECN) bits in the IP
header that enable an AQM nmechani sm (see [ RFC2309] or Section 2) to
convey congestion information to endpoints without dropping packets.
This can significantly reduce the | osses experienced by transport
endpoints if they are responsive to ECN. While ECN i s nost
frequently discussed in the context of TCP (and therefore included in
the TCP Roadmap [ RFC4614]), its applicability is broader, and ECN use
has al so been specified for protocols such as DCCP and SCTP

RFC 2481: "A Proposal to add Explicit Congestion Notification (ECN)
to IP" (January 1999) - Obsoleted by RFC 3168

[ RFC2481] introduced ECN into the RFC series, describing when the
Congestion Experienced (CE) bit in the I P header should be set in
routers, and what nodifications are needed to TCP to nmake it ECN-
capable. It includes a discussion of issues related to nodes and
routers that are non-conpliant, |Psec tunnels, and dropped or
corrupted packets, as well as a summary of related work. Many of
these issues will also be faced by operators trying to depl oy

ot her networ k-based congestion control methods. RFC 2481 has been
obsol eted by RFC 3168.

RFC 2884: "Performance Evaluation of Explicit Congestion Notification
(ECN) in I P Networks" (July 2000)

[ RFC2884] presents a performance study of ECN as specified in

[ RFC2481] using an inplenentation on the Linux operating system
The experinents focused on ECN for both bul k and transactiona
transfers, showing that there is inprovenent in throughput over
TCP without ECN in the case of bulk transfers and substantia

i nprovenent for transactional transfers. Studies like this help
to build the community’s confidence that extensions |ike ECN are
both safe and valuable. Similar RFCs hel ped the community accept
larger initial wi ndows for TCP [ RFC2414] [RFC2415] [ RFC2416].
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RFC 3168: "The Addition of Explicit Congestion Notification (ECN) to

| P" (Septenber 2001)

[ RFC3168], which obsol etes [ RFC2481], specifies the incorporation
of ECN into TCP and IP. One notable change in this significantly
ext ended specification is the definition of a bit conbination that
was not defined in [ RFC2481], which can be used to realize a nonce
that would prevent a receiver fromfalsely claimng that there was
no congestion. Potential issues related to ECN are di scussed at

I ength, including those already included in [ RFC2481] and
backwards conpatibility with inplenmentations that would follow the
specification in the obsol eted docunent.

ECN, as specified in RFC 3168, is inplemented in several popul ar
router and end-host platforns. It is in active use, to at |east
some extent. Problenms with ECN "bl ackhol es" (Internet routers

m sconfigured to discard packets with ECN-capable bits set) were
di scovered when ECN was enabl ed by default in sone end-host
operating systens. Fears about the persisting presence of these
bl ackhol es currently may be keeping ECN from bei ng used by default
i n many end-host operating systens even though it is inplenmented
as an option within them Some neasurenents on ECN support and
usability are avail able [PFO1] [ MAFO4] [ MAFO5].

RFC 3540: "Robust Explicit Congestion Notification (ECN) Signaling

Wel zl

wi th Nonces" (June 2003)

[ RFC3540] specifies a nonce nechani smthat uses an ECN bit
conbination that is not used in [ RFC2481], but that is specified
in [RFC3168] to allow a one-bit ECN nonce. This nonce nmechani sm
i ncludes a Nonce Sum (NS) field in the TCP header so that senders
can ensure that ACKs that do not indicate congestion are credible.
The mechani sm i nproves the robustness of congestion control by
preventing receivers fromexploiting ECN to gain an unfair share
of network bandw dth

Thi s nonce technique is not understood to have been widely

i mpl enent ed or depl oyed, and there has been sone di scussion as to
whet her the mechanismis really effective or is the best use of
these bits (see emails to the I ETF Transport Area Wrking G oup
(TSVWW5) mailing list, in the thread "ECN nonce snag in TCP ESTATS
M B" from Decenber 2006 - January 2007, or [MBJO7]).
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5.2.

6.

Quick-Start
RFC 4782: "Quick-Start for TCP and I P* (January 2007)

Qui ck-Start provides a way for hosts to ask routers to help them
select an initial sending rate, and use this rate rather than the
traditional small initial congestion wi ndow and sl ow start
algorithm [RFC4782] describes the Quick-Start mechanismand its
use with TCP. In addition to discussing the benefits of Quick-
Start, the docunent al so discusses several limtations of the

Qui ck-Start technique with respect to sone types of tunnels in use
over the Internet today and other potential costs of Quick-Start
including those related to router design. Analysis of the effects
of mi sbehaving entities and appendi ces containing design rationale
and related work are al so notably present in this RFC

Many of the issues discussed in RFC 4782, including router
architecture, network design / tunnels, and m sbehavi ng agents are
all challenges relevant to other proposals that try to add router
assistance into the network. The consideration of these issues
can be illustrative for other protocol designers, even if they are
not interested in Quick-Start itself.

Non- TCP Uni cast Congestion Contro

In the past, TCP dominated Internet traffic, as it was used for nany
of the popul ar applications (enmail, web browsing, file transfer
renote login, etc.). The majority of early congestion control work
focused on TCP, and the introduction of congestion control into TCP
alone is often credited with saving the Internet from additiona
congestion coll apse events. Today, TCP has been joi ned by other
transport protocols (e.g., custom UDP-based protocols, SCTP, DCCP
RTP over UDP [ RFC3550], etc.), and so having properly functioning
congestion control within these other protocols is inmportant for the
Internet’s health (as explained in RFC 3714, for instance, or see the
di scussion of the "congestion control arns race" scenario in RFC
2914). Docunents that describe unicast congestion control nethods
for non-TCP transport protocols have been grouped into this section

RFC 4960: "Stream Control Transm ssion Protocol" (Septenber 2007)

SCTP congestion control is very sinmlar to TCP with Sel ective
Acknow edgenents, but there are sone differences, as described in
Section 7.1 of [RFC4960]. The mpjor difference lies in the fact
that SCTP supports nultihom ng, whereas TCP does not. Thus, SCTP
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keeps a different set of congestion control paraneters for each
destination address within an associ ation, whereas TCP only keeps
a single set of congestion control paraneters per connection.

RFC 5348: "TCP Friendly Rate Control (TFRC): Protocol Specification”

( Sept enber 2008)

[ RFC5348], which obsol etes [ RFC3448], specifies TCP-Friendly Rate
Control (TFRC), a rate-based congestion control nechanism for

uni cast flows operating in a best-effort Internet environnent
where flows are conpeting with standard TCP traffic. TFRC ensures
conformance with TCP by continuously calculating the rate that a
TCP sender woul d obtain under similar circunstances using a
slightly sinplified version of the TCP Reno throughput equation in
[PFTKO8]. Its sending rate is snoother than the rate of TCP
making it suitable for nultinedia applications. TFRCis not a
wWire protocol but rather a nechanismthat could, for instance, be
used within a UDP-based application, in a transport protocol such
as RTP, or in the context of endpoint congestion nanagenent

[ RFC3124] .

RFC 3550: "RTP: A Transport Protocol for Real -Tinme Applications"”

Wel zl

(July 2003)

[ RFC3550] specifies the real-tine transport protocol RTP al ong
with its control protocol RTCP. RTP/RTCP does not prescribe a
speci fic congestion control behavior, but it is recommended that
such a behavior be specified in each RTP profile (which is due to
the fact that the potential for reducing the sending rate is often
content dependent in the case of real-tinme streans).

Specifically, [RFC3550] states: "For some profiles, it may be
sufficient to include an applicability statement restricting the
use of that profile to environnents where congestion is avoi ded by
engi neering. For other profiles, specific nethods such as data
rate adaptation based on RTCP feedback nmay be required"

[ RFC4585], which di scusses RTCP feedback and adaptation

mechani sms, points out that RTCP feedback may operate on nuch

sl ower tinescales than transport |ayer feedback nechani sns, and
that additional nechanisns are therefore required to perform
proper congestion control. One way to nake use of such additiona
nmechani sns is to run RTP over DCCP
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RFC 4336: "Problem Statenent for the Datagram Congestion Contro

Protocol (DCCP)" (March 2006)

[ RFCA336] provides the notivation | eading to the design of DCCP
In doing so, other possibilities of inplenmenting simlar
functionality are discussed, including unreliable extensions of
SCTP, RTP-based congestion control, and providing congestion
control above or bel ow UDP

RFC 4340: "Datagram Congestion Control Protocol™ (March 2006)

[ RFC4340] specifies DCCP, the Datagram Congestion Contro

Protocol. This protocol provides bidirectional unicast
connections of congestion-controlled unreliable datagrams. It is
suitable for applications that can benefit fromcontrol over the
tradeoff between tineliness and reliability. The core DCCP
specification does not include a specific congestion contro
behavior; rather, it functions as a franework for such nechani sns,
whi ch can be selected via the Congestion Control ldentifier
(CaD.

RFC 4341: "Profile for Datagram Congestion Control Protocol (DCCP)

Congestion Control ID 2: TCP-like Congestion Control" (March 2006)

[ RFC4341] is the specification of TCP-1ike congestion contro

wi thin DCCP. This should be used by senders who would like to

t ake advantage of the avail abl e bandwi dth in an environnent with
rapi dly changi ng conditions, and who are able to adapt to the
abrupt changes in the congestion w ndow typical of TCP's Additive
Increase Multiplicative Decrease (Al MD) congestion control. ECN
is also supported within RFC 4341.

RFC 4342: "Profile for Datagram Congestion Control Protocol (DCCP)

Wel zl

Congestion Control ID 3: TCP-Friendly Rate Control (TFRC" (March
2006)

[ RFCA342] is the specification of TFRC congestion control as
described in [RFC3448] for DCCP. This should be used by senders
who want a TCP-friendly sending rate, possibly with Explicit
Congestion Notification (ECN), while minimzing abrupt rate
changes.
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7.

Mul ti cast Congesti on Contr ol

In the | ETF, congestion control for nulticast (one-to-many)

communi cation has primarily been tackled in the Reliable Milticast
Transport (RMI) Working G oup. Except for [RFC2357] and [ RFC3208],
all the docunents in this section were witten by this group. Since

a "one size fits all" protocol cannot neet the requirenents of al
possi bl e applications in this space, the approach taken is a nodul ar
one, consisting of "protocol cores” and "building blocks". Miltiple

congestion control building bl ocks have been defined, providing both
sender-driven and receiver-driven congestion control methods that
differ widely in their assunptions and behavi or

RFC 2357: "IETF Criteria for Evaluating Reliable Milticast Transport
and Application Protocols" (June 1998)

Some early multicast content dissemination proposals did not

i ncorporate proper congestion control; this is pointed out as
being a severe nmistake in [ RFC2357], as large-scale nulticast
applications have the potential to do vast congestion-rel ated
damage. This docunent clearly nmakes the case that congestion
control mechani sms shoul d be devel oped and incorporated into
mul ti cast content dissem nation protocols intended for use over
the Internet.

RFC 2887: "The Reliable Milticast Design Space for Bul k Data
Transfer" (August 2000)

Several classes of potential congestion control schenes for

singl e-sender nulticast protocols are briefly sketched as
possibilities, but no specific protocols are devel oped or sel ected
in [ RFC2887] .

RFC 3048: "Reliable Miulticast Transport Building Blocks for One-to-
Many Bul k-Data Transfer" (January 2001)

[ RFC3048] discusses the building bl ock approach to RMI protocols
and nentions that several different congestion control building

bl ocks may be required in order to deal with different situations.
Sonme of the possible interactions between building bl ocks for
congestion control and those for Forward Error Correction (FEC
acknow edgenent, and group nanagenent are al so nentioned
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RFC 3208: "PGM Reliable Transport Protocol Specification" (Decenber

2001)

Pragmatic General Milticast (PGW is a reliable multicast
transport protocol for applications that require ordered or
unordered, duplicate-free, nulticast data delivery frommultiple
sources to nultiple receivers. As discussed in [ RFC3208]'s
Appendi x B, a PGM protocol source can request congestion contro
feedback from both network el ements (routers) and receivers (end
hosts). These reports can indicate the load on the worst link in
a particular path, or the load on the worst path. The actua
procedure used in response to this feedback is not part of RFC
3208, but the notion of using nulticast routers to assist in
congestion control is significant.

RFC 3450: "Asynchronous Layered Codi ng (ALC) Protocol Instantiation”

(Decenber 2002)

[ RFC3450] specifies ALC, a rough header format using the RMI
bui | di ng bl ocks, that can be used by nulticast content

di ssem nation protocols. ALCis intended to use a nulti-rate
congestion control building bl ock, where the sender does not
require any feedback, but where nultiple nulticast groups with
different transm ssion rates are avail able within and ALC session
and receivers control their rates by joining or |eaving groups.

RFC 3738: "Wave and Equation Based Rate Control (WEBRC) Buil di ng

Wel zl

Bl ock” (April 2004)

The WEBRC nechani smdefined in [RFC3738] is a receiver-driven form
of congestion control, where each receiver in a nulticast group
can determ ne the individual rate at which packets are delivered
toit. WEBRC senders create a base channel for contro

i nformation and several nulticast channels for data transni ssion
that each send packets at a varying rate in the formof a wave

The receivers dynanically join and | eave channel s at chosen points
within the wave of sending rates to obtain the desired overal
recei ve rate based on an equation using the estimted | oss
probability and round-trip time within an epoch. WEBRC is

conpati ble for use within ALC
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8.

RFC 4654: "TCP-Friendly Multicast Congestion Control (TFMCC):
Prot ocol Specification" (August 2006)

TFMCC, as described in [RFC4654], is a sender-driven congestion
control mnechanism where the received rate for the entire

nmul ticast group is deternmi ned by the worst-connected receiver
TFMCC bui |l ds upon TFRC, but scal es down t he feedback to prevent
ACK-i nmpl osi on effects by having receivers suppress their feedback
unl ess they perceive it to be the worst anong the reception group

Cui dance for Devel opi ng and Anal yzi ng Congesti on Control Techni ques

Some recently published RFCs discuss the properties of congestion
control protocols that are "safe" for Internet deploynent, as well as
how to neasure the properties of congestion control mechani snms and
transport protocols. These docunents are particularly relevant to
the 1 CCRG as sone of the group’s activities involve review ng
congestion control proposals that have been brought to the | ETF for
publication (see
http://ww.ietf.org/iesg/statenent/congestion-control.htm).

RFC 5033 (BCP 133): "Specifying New Congestion Control Algorithns"
(August 2007)

The concurrent devel opnent of nultiple TCP nodifications for high-
rate use and the depl oynents of these nodifications on the
Internet pronpted [ RFC5033] to be witten. RFC 5033 cones from
the Transport Area Wrking Goup (TSVWA3), and gi ves gui dance on
the cl asses of Experinental RFC that can be published to docunent
algorithns that are either encouraged for investigation on the
Internet, and those that are only encouraged for experinentation
in less-critical environments. It has been described as a |ist of
things for people to think about when creating new congestion
control techniques that they are planning to w dely depl oy.

RFC 5166: "Metrics for the Eval uation of Congestion Contro
Mechani sns" (March 2008)

The | RTF Transport Mdeling Research G oup (TMRG produced

[ RFC5166] to describe the set of netrics and related tradeoffs
between netrics that can be used to conpare, contrast, and
eval uate congestion control techniques. This RFC gives an
overvi ew of many such netrics, and gives references to their
detail ed descriptions.
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9.

H storic Interest

Early in the RFC series, there are many docunents that represent an
aut hor’ s thoughts on a subject or brief summaries from nmeasurenent
and experimentation, rather than the result of a long formal |ETF
process. Sone of the RFCs listed in this section have this

di stinction.

RFC 889: "Internet Delay Experinents" (Decenber 1983)

Based on reported neasurenent experinents, changes to the TCP
retransm ssion tinmeout (RTO calculation are suggested in
[RFCO889]. It is noted that the original TCP RTO cal cul ation

| eads to congestion when a del ay spi ke occurs because it takes too
long for the RTO to adapt, |eading to superfluous retransni ssions.

RFC 896: "Congestion Control in IP/TCP Internetworks" (January 1984)

[ RFC0896] is the first docunent known to the authors where the
term "congestion coll apse" was used. Here, it refers to the
stable state that was observed when a sudden | oad on the net
caused the round-trip time to rise faster than the sending hosts
measured round-trip tinme could be updated. Two problens are

di scussed: the "snall-packet problent (now comonly known by the
nane "silly wi ndow syndrone") and the "source-quench problent,
whi ch is about inappropriately deciding when to send and how to
react to | CMP Source Quench nessages. Solutions for these

probl ens are presented.

RFC 970: "On Packet Switches with Infinite Storage" (Decenber 1985)

Usi ng a thought experiment based on a router with infinite
buffering capacity, [RFC0970] devel ops a different kind of
congestion coll apse scenari o, where few useful packet
transm ssi ons occur due to the queue being | onger than the tine-
to-live of the packets within it. As described in RFC 970, this
scenari o was al so denonstrated using real equipnent by the author

The docunent al so includes discussion of game-theoretic analysis
of congestion control and obtaining fairness between behavi ng and
non- behavi ng flows, by focusing on the order of scheduling packets
within the buffer rather than the actual allocation of buffer
space between fl ows.
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10.

11.

12.

RFC 1016: "Sonething a Host Could Do with Source Quench: The Source
Quench Introduced Delay (SQuID" (July 1987)

[ RFC1016] outlines a rate-based congestion control mechani sm where
end- hosts use Source Quench packets fromrouters to adjust their
sending rates. RFC 1016 al so suggests sendi ng congestion
notifications before queues are actually full, at a rate that
increases with the current queue occupancy. This strategy has
been used in several other AQM nechani sns, notably RED [ FJ93].

RFC 1254: "Gateway Congestion Control Survey" (August 1991)

[ RFC1254] is a survey of congestion control approaches in routers
that first discusses general congestion control performance goal s
(such as fairness), and then el aborates on the use of Source
Quench messages (which are now di scouraged, as they have been
found ineffective), Random Drop (which would now be called "Active
Queue Managenent"), Congestion Indication (DEC Bit; an early form
of ECN), "Sel ective Feedback Congestion Indication" (one
particul ar nmethod for applying ECN), and Fair Queuing. Finally,
end- syst em congestion control policies are discussed, including
Jacobson’ s wel I -known al gorithnms [Jac88] and their predecessor --
"CUTE" [Jai n86].

Security Considerations

Thi s docunent introduces no new security considerations. Each RFC
listed in this docunent discusses the security considerations of the
specification it contains.

Acknowl edgenent s

Several participants in the I CCRG contri buted useful comments in the
devel opnent of this docunment, including Rex Buddenberg, M tchel
Erblichs, Lachlan Andrew, Sally Floyd, Stephen Farrell, Gorry

Fai rhurst, Lars Eggert, Mark Allnman, and Juergen Schoenwael der

I nformati ve References
[ FI93] Fl oyd, S. and V. Jacobson, "Random Early Detection
Gat eways for Congestion Avoi dance", | EEE/ ACM Transacti ons
on Networking, volunme 1, nunber 4, August 1993.
[ Gont 10] Gont, F., "ICVMP attacks against TCP", Wbrk in Progress,

January 2010.

Wl zI & Eddy I nf or mat i onal [ Page 22]



RFC 5783

[ Jac88]

[ Jai n86]

[ MAFO4]

[ MAFO5]

[ MBJO7]

[ PFO1]

[ PFTK98]

[ RFCD889]

[ RFC0896]

[ RFCD970]

[ RFC1016]

[ RFC1122]

[ RFC1254]

Wl zI & Eddy

Congestion Control RFCs February 2010

Jacobson, V., "Congestion Avoi dance and Control",
Proceedi ngs of ACM SI GCOW 1988, in ACM Conput er
Conmuni cation Review, 18 (4), pp. 314-329.

Jain, R, "A Tinmeout-Based Congestion Control Schene for
W ndow Fl ow Control | ed Networks", |EEE Journal on Sel ected
Areas in Communi cations, volune 4, nunber 7, Cctober 1986.

Medina, A, Allman, M, and S. Floyd, "Measuring
Interactions Between Transport Protocols and M ddl eboxes",
Proceedi ngs of the Internet Measurement Conference 2004,
August 2004.

Medina, A, Allman, M, and S. Floyd, "Measuring the
Evol uti on of Transport Protocols in the Internet", ACM
Conmput er Comuni cati ons Review, volunme 35, issue 2,
April 2005.

Moncaster, T., Briscoe, B., and A Jacquet, "A TCP Test to
Al'l ow Senders to ldentify Receiver Non-Conpliance", Wrk
in Progress, Novenber 2007.

Padhye, J. and S. Floyd, "On Inferring TCP Behavior",
Proceedi ngs of ACM SI GCOW 2001, August 2001.

Padhye, J., Firoiu, V., Towsley, D., and J. Kurose,
"Mbdel i ng TCP Throughput: A Sinple Mdel and its Enpirical
Val i dati on", Proceedi ngs of ACM SI GCOW 1998.

MIlls, D, "Internet delay experinents", RFC 889,
Decenber 1983.

Nagl e, J., "Congestion control in I P/ TCP internetworks",
RFC 896, January 1984.

Nagle, J., "On packet switches with infinite storage",
RFC 970, Decenber 1985.

Prue, W and J. Postel, "Something a host could do with
source quench: The Source Quench Introduced Del ay
(SQuI D", RFC 1016, July 1987.

Braden, R, "Requirenments for Internet Hosts -
Communi cati on Layers", STD 3, RFC 1122, Cctober 1989.

Manki n, A. and K. Ramakri shnan, "Gateway Congestion
Control Survey", RFC 1254, August 1991.

I nf or mat i onal [ Page 23]



RFC 5783

[ RFC1633]

[ RFC1812]

[ RFC1958]

[ RFC2001]

[ RFC2140]

[ RFC2309]

[ RFC2357]

[ RFC2414]

[ RFC2415]

[ RFC2416]

[ RFC2475]

[ RFC2481]

Wel zl

& Eddy

Congestion Control RFCs February 2010

Braden, B., dark, D, and S. Shenker, "Integrated
Services in the Internet Architecture: an Overvi ew',
RFC 1633, June 1994.

Baker, F., "Requirenments for |IP Version 4 Routers”
RFC 1812, June 1995.

Carpenter, B., "Architectural Principles of the Internet",
RFC 1958, June 1996.

Stevens, W, "TCP Slow Start, Congestion Avoi dance, Fast
Retransmit, and Fast Recovery Al gorithns", RFC 2001
January 1997.

Touch, J., "TCP Control Bl ock Interdependence”, RFC 2140,
April 1997.

Braden, B., dark, D, Crowroft, J., Davie, B., Deering
S., Estrin, D., Floyd, S., Jacobson, V., Mnshall, G,
Partridge, C., Peterson, L., Ranmakrishnan, K., Shenker,
S., Woclawski, J., and L. Zhang, "Recommendations on
Queue Managenent and Congestion Avoi dance in the
Internet”, RFC 2309, April 1998.

Mankin, A., Romanov, A., Bradner, S., and V. Paxson, "|ETF
Criteria for Evaluating Reliable Milticast Transport and
Application Protocols", RFC 2357, June 1998.

Allman, M, Floyd, S., and C Partridge, "Increasing TCP s
Initial Wndow', RFC 2414, Septenber 1998.

Poduri, K., "Simnmulation Studies of Increased Initial TCP
W ndow Si ze", RFC 2415, Septenber 1998.

Shepard, T. and C. Partridge, "Wen TCP Starts Up Wth
Four Packets Into Only Three Buffers", RFC 2416,
Sept enber 1998.

Bl ake, S., Black, D., Carlson, M, Davies, E., Wang, Z
and W Weiss, "An Architecture for Differentiated
Servi ces", RFC 2475, Decenber 1998.

Ramakri shnan, K. and S. Floyd, "A Proposal to add Explicit

Congestion Notification (ECN) to IP", RFC 2481
January 1999.

I nf or mat i onal [ Page 24]



RFC 5783

[ RFC2488]

[ RFC2581]

[ RFC2884]

[ RFC2887]

[ RFC2914]

[ RFC2998]

[ RFC3048]

[ RFC3124]

[ RFC3135]

[ RFC3150]

[ RFC3155]

[ RFC3168]

Wel zl

& Eddy

Congestion Control RFCs February 2010

Allman, M, Gover, D., and L. Sanchez, "Enhancing TCP
Over Satellite Channels using Standard Mechani sns",
BCP 28, RFC 2488, January 1999.

Al man, M, Paxson, V., and W Stevens, "TCP Congestion
Control ", RFC 2581, April 1999.

Hadi Salim J. and U. Ahned, "Performance Eval uation of
Explicit Congestion Notification (ECN) in |IP Networks",
RFC 2884, July 2000.

Handl ey, M, Floyd, S., Wetten, B., Kernode, R,
Vicisano, L., and M Luby, "The Reliable Milticast Design
Space for Bulk Data Transfer", RFC 2887, August 2000.

Fl oyd, S., "Congestion Control Principles", BCP 41,
RFC 2914, Septenber 2000.

Bernet, Y., Ford, P., Yavatkar, R, Baker, F., Zhang, L.,
Speer, M, Braden, R, Davie, B., Woclawski, J., and E
Fel staine, "A Framework for Integrated Services Operation
over Diffserv Networks", RFC 2998, Novenber 2000.

Whetten, B., Vicisano, L., Kernode, R, Handley, M,
Floyd, S., and M Luby, "Reliable Milticast Transport
Bui | di ng Bl ocks for One-to-Many Bul k-Data Transfer",
RFC 3048, January 2001.

Bal akri shnan, H. and S. Seshan, "The Congesti on Manager",
RFC 3124, June 2001.

Border, J., Kojo, M, Giiner, J., Mntenegro, G, and Z
Shel by, "Performance Enhancing Proxies Intended to
M tigate Link-Rel ated Degradations", RFC 3135, June 2001.

Dawki ns, S., Mntenegro, G, Kojo, M, and V. Magret,
"End-to-end Performance | nplications of Slow Links",
BCP 48, RFC 3150, July 2001.

Dawki ns, S., Montenegro, G, Kojo, M, Mgret, V., and N
Vai dya, "End-to-end Performance Inplications of Links with
Errors", BCP 50, RFC 3155, August 2001.

Ramakri shnan, K, Floyd, S., and D. Black, "The Addition

of Explicit Congestion Notification (ECN) to IP",
RFC 3168, Septenber 2001.

I nf or mat i onal [ Page 25]



RFC 5783

[ RFC3208]

[ RFC3366]

[ RFC3426]

[ RFC3439]

[ RFC3448]

[ RFC3449]

[ RFC3450]

[ RFC3481]

[ RFC3540]

[ RFC3550]

[ RFC3649]

[ RFC3714]

Wel zl

& Eddy

Congestion Control RFCs February 2010

Speakman, T., Crowcroft, J., Gemmell, J., Farinacci, D.,
Lin, S., Leshchiner, D., Luby, M, Mntgonery, T., Rizzo,
L., Tweedly, A., Bhaskar, N., Ednmonstone, R,

Sumanasekera, R, and L. Vicisano, "PGM Reliable Transport
Prot ocol Specification", RFC 3208, Decenber 2001.

Fairhurst, G and L. Wod, "Advice to |link designers on
link Automati c Repeat reQuest (ARQ", BCP 62, RFC 3366,
August 2002.

Fl oyd, S., "Ceneral Architectural and Policy
Consi derations", RFC 3426, Novemnber 2002.

Bush, R and D. Meyer, "Sone Internet Architectural
Qui del i nes and Phil osophy", RFC 3439, Decenber 2002.

Handl ey, M, Floyd, S., Padhye, J., and J. Wdner, "TCP
Friendly Rate Control (TFRC): Protocol Specification",
RFC 3448, January 2003.

Bal akri shnan, H , Padmanabhan, V., Fairhurst, G, and M
Soori yabandara, "TCP Performance |Inplications of Network
Path Asynmmetry", BCP 69, RFC 3449, Decenber 2002.

Luby, M, Gemell, J., Vicisano, L., Rizzo, L., and J.
Crowcroft, "Asynchronous Layered Codi ng (ALC) Protocol
Instantiation", RFC 3450, Decenber 2002.

I nanura, H., Mntenegro, G, Ludwig, R, Gurtov, A, and
F. Khafizov, "TCP over Second (2.5G and Third (3G
Generation Wrel ess Networks", BCP 71, RFC 3481,
February 2003.

Spring, N., Wetherall, D., and D. Ely, "Robust Explicit
Congestion Notification (ECN) Signaling with Nonces",
RFC 3540, June 2003.

Schul zri nne, H., Casner, S., Frederick, R, and V.
Jacobson, "RTP: A Transport Protocol for Real-Tine
Applications", STD 64, RFC 3550, July 2003.

Fl oyd, S., "Hi ghSpeed TCP for Large Congesti on W ndows",
RFC 3649, Decenber 2003.

Floyd, S. and J. Kenpf, "IAB Concerns Regardi ng Congestion

Control for Voice Traffic in the Internet", RFC 3714,
March 2004.

I nf or mat i onal [ Page 26]



RFC 5783

[ RFC3738]

[ RFC3742]

[ RFC3819]

[ RFC4336]

[ RFC4340]

[ RFC4341]

[ RFC4342]

[ RFC4585]

[ RFC4614]

[ RFCA654]

[ RFC4782]

[ RFCA4960]

[ RFC5033]

Wl zI & Eddy

Congestion Control RFCs February 2010

Luby, M and V. Goyal, "Wave and Equati on Based Rate
Control (WEBRC) Buil ding Bl ock", RFC 3738, April 2004.

Floyd, S., "Limted Slow Start for TCP with Large
Congesti on W ndows", RFC 3742, March 2004.

Karn, P., Bormann, C., Fairhurst, G, Gossnman, D.,
Ludwig, R, Mhdavi, J., Mntenegro, G, Touch, J., and L.
Whod, "Advice for Internet Subnetwork Designers", BCP 89,
RFC 3819, July 2004.

Fl oyd, S., Handley, M, and E. Kohler, "Problem Statenent
for the Datagram Congestion Control Protocol (DCCP)",
RFC 4336, March 2006.

Kohler, E., Handley, M, and S. Floyd, "Datagram
Congestion Control Protocol (DCCP)", RFC 4340, March 2006.

Floyd, S. and E. Kohler, "Profile for Datagram Congestion
Control Protocol (DCCP) Congestion Control ID 2: TCP-like
Congestion Control", RFC 4341, March 2006.

Fl oyd, S., Kohler, E, and J. Padhye, "Profile for

Dat agr am Congesti on Control Protocol (DCCP) Congestion
Control ID 3: TCP-Friendly Rate Control (TFRC)", RFC 4342,
Mar ch 2006.

at, J., Wenger, S., Sato, N., Burneister, C., and J. Rey,
"Extended RTP Profile for Real-time Transport Control

Prot ocol (RTCP)-Based Feedback (RTP/ AVPF)", RFC 4585,
July 2006.

Duke, M, Braden, R, Eddy, W, and E. Blanton, "A Roadnap
for Transmi ssion Control Protocol (TCP) Specification
Docunent s”, RFC 4614, Septenber 2006.

Wdner, J. and M Handl ey, "TCP-Friendly Milticast
Congestion Control (TFMCC): Protocol Specification",
RFC 4654, August 2006.

Floyd, S., Allman, M, Jain, A, and P. Sarol ahti, "Quick-
Start for TCP and I P", RFC 4782, January 2007.

Stewart, R, Ed., "Stream Control Transm ssion Protocol",
RFC 4960, Septenber 2007.

Floyd, S. and M All man, "Specifying New Congestion
Control Algorithnms", BCP 133, RFC 5033, August 2007.

I nf or mat i onal [ Page 27]



RFC 5783

Congestion Control RFCs February 2010

[ RFC5166] Floyd, S., "Metrics for the Eval uation of Congestion
Control Mechani snms", RFC 5166, March 2008.
[ RFC5348] Floyd, S., Handley, M, Padhye, J., and J. Wdner, "TCP
Friendly Rate Control (TFRC): Protocol Specification”,
RFC 5348, Septenber 2008.
Aut hors’ Addresses
M chael Wl zl

Uni versity of Gslo
Department of Informatics
PO Box 1080 Blindern

N- 0316 Gsl o, Norway

Phone:
EMai | :

+47 22 85 24 20
m chawe@fi . ui 0. no

Wesl ey M Eddy

MT1

Syst ens

NASA d enn Research Center
21000 Brookpark Rd, Ms 500- ASRC

d evel and,

Phone:
EMai | :

Wel zl

& Eddy

OH 44135

(216) 433-6682
wes@rt i - syst ens. com

I nf or mat i onal [ Page 28]



