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1. Introduction

The Real -tine Transport Protocol (RTP) [1] provides a real-tine
transport mechani sm suitable for unicast or multicast conmunication
between multi medi a applications. Typical uses of RTP are for real-
tinme or near real-tinme group comunication of audio and vi deo data
streans. An inportant conponent of the RTP protocol is the contro
channel, defined as the RTP Control Protocol (RTCP). RTCP involves
the periodic transm ssion of control packets between group nenbers,
enabl ing group size estimation and the distribution and cal cul ation
of session-specific information such as packet |oss and round-trip
tinme to other hosts. An additional advantage of providing a contro
channel for a session is that a third-party session nonitor can
listen to the traffic to establish network conditions and to diagnose
faults based on receiver |ocations.

RTP was designed to operate in either a unicast or nulticast node.

In nulticast node, it assunes an Any Source Milticast (ASM group
nodel , where both one-to-nmany and many-to-nmany conmuni cation are
supported via a common group address in the range 224.0.0.0 through
239. 255. 255. 255. To enable Internet-w de nulticast conmunication

i ntra-domain routing protocols (those that operate only within a
singl e adm nistrative domain, e.g., the Distance Vector Milticast
Routing Protocol (DVMRP) [16] and Protocol |ndependent Milticast
(PIM [17][18]) are used in conmbination with inter-donmain routing
protocol s (those that operate across administrative donai n borders,
e.g., Milticast BGP (MBGP) [19] and the Milticast Source Discovery
Protocol (MsSDP) [20]). Such routing protocols enable a host to join
a single nulticast group address and send data to or receive data
fromall nmenbers in the group with no prior know edge of the
menbershi p. However, there is a great deal of conplexity involved at
the routing level to support such a nmulticast service in the network.

Many-t o- many comuni cation i s not always available or desired by al
group applications. For exanple, with Source-Specific Milticast
(SSM [8][9] and satellite conmunication, the nulticast distribution
channel only supports source-to-receiver traffic. In other cases,
such as large ASM groups with a single active data source and nany
passive receivers, it is sub-optimal to create a full routing-Ieve
mesh of multicast sources just for the distribution of RTCP contro
packets. Thus, an alternative solution is preferable.

Al t hough a one-to-many mnulticast topology may sinplify routing and
may be a closer approxination to the requirenents of certain RTP
applications, unidirectional communication nakes it inpossible for
receivers in the group to share RTCP feedback information with other
group nenbers. In this docunent, we specify a solution to that
problem W introduce unicast feedback as a new nethod to distribute
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RTCP control information anongst all session nenbers. This nethod is
designed to operate under any group conmuni cation nodel, ASM or SSM
The RTP data stream protocol itself is unaltered

Scenari os under which the uni cast feedback nethod can provi de benefit
include but are not linmted to:

a) SSM groups with a single sender

The proposed extensions allow SSM groups that do not have nmany-to-
many conmuni cation capability to receive RTP data streanms and to
continue to participate in the RTP control protocol (RTCP) by
using multicast in the source-to-receiver direction and unicast to
send receiver feedback to the source on the standard RTCP port.

b) One-to-nmany broadcast networks.

Uni cast feedback nmay al so be beneficial to one-to-nmany broadcast
net works, such as a satellite network with a terrestrial |ow
bandwi dth return channel or a broadband cable link. Unlike the
SSM net wor k, these networks may have the ability for a receiver to
mul ticast return data to the group. However, a unicast feedback
mechani sm may be preferable for routing sinplicity.

c) ASMwith a single sender.

A uni cast feedback approach can be used by an ASM application with
a single sender to reduce the load on the multicast routing
infrastructure that does not scale as efficiently as unicast
routing does. Because this is no nore efficient than a standard
mul ticast group RTP comunication scenario, it is not expected to
replace the traditional nechani sm

The nodifications proposed in this document are intended to
suppl enent the existing RTCP feedback nechani sns described in Section
6 of [1].

2. Conventions and Acronyns
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [13].
The followi ng acronyns are used throughout this docunent:

ASM Any Source Milticast
SSM  Sour ce- Specific Milticast
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3. Definitions

Di stri bution Source:
In an SSM context, only one entity distributes RTP data and
redistributes RTCP information to all receivers. This entity is
called the Distribution Source. It is also responsible for
forwardi ng RTCP feedback to the Media Senders and thus creates a
virtual multicast environnent in which RTP and RTCP can be
appl i ed.

Not e that het erogeneous networks consisting of ASM nul ti pl e- sender
groups, unicast-only clients, and/or SSM singl e-sender receiver
groups MAY be connected via translators or nmixers to create a
singl e-source group (see Section 8 for details).

Medi a Sender:
A Media Sender is an entity that originates RTP packets for a
particul ar nedia session. |n RFC 3550, a Media Sender is sinply
called a source. However, as the RTCP SSM system architecture
i ncludes a Distribution Source, to avoid confusion, in this
docunent a nmedia source is commonly referred to as a Media Sender
There may often be a single Media Sender that is co-located with
the Distribution Source. But although there MJUST be only one
Di stribution Source, there MAY be nultiple Media Senders on whose
behal f the Distribution Source forwards RTP and RTCP packets.

RTP and RTCP Channel s:
The data distributed fromthe source to the receivers is referred
to as the RTP channel and the control information as the RTCP
channel. Wth standard RTP/ RTCP, these channels typically share
the sane nulticast address but are differentiated via port nunbers
as specified in[1]. In an SSM context, the RTP channel is
mul ticast fromthe Distribution Source to the receivers. In
contrast, the RTCP or feedback channel is actually the collection
of wuni cast channels between the receivers and the Distribution
Source via the Feedback Target(s). Thus, bidirectiona
communi cation is acconplished by using SSMin the direction from
Distribution Source to the receivers and using the unicast
f eedback channel in the direction fromreceivers to Distribution
Source. As discussed in the next section, the nature of the
channel s between the Distribution Source and the Medi a Sender(s)
may vary.

(Uni cast RTCP) Feedback Target:
The Feedback Target is a logical function to which RTCP uni cast
feedback traffic is addressed. The functions of the Feedback
Target and the Distribution Source MAY be co-located or integrated
in the sane entity. 1In this case, for a session defined as having
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4.

a Distribution Source A on ports n for the RTP channel and k for
the RTCP channel, the unicast RTCP Feedback Target is identified
by an | P address of Distribution Source A on port k, unless
otherwi se stated in the session description. See Section 10 for
details on how the address is specified. The Feedback Target MAY
al so be inplenented in one or nore entities different fromthe

Di stribution Source, and different RTP receivers MAY use different
Feedback Target instances, e.g., for aggregation purposes. In
this case, the Feedback Target instance(s) MJST convey the

f eedback received fromthe RTP receivers to the Distribution
Source using the RTCP nechani sns specified in this docunent. |If
di sjoint, the Feedback Target instances MAY be organized in
arbitrary topol ogical structures: in parallel, hierarchical, or
chained. But the Feedback Target instance(s) and Distribution
Source MUST share, e.g., through configuration, enough information
to be able to provide coherent RTCP information to the RTP

recei vers based upon the RTCP feedback collected by the Feedback
Target instance(s) -- as would be done if both functions were part
of the sane entity.

In order for unicast feedback to work, each receiver MJST direct
its RTCP reports to a single specific Feedback Target instance.

SSRC:
Synchroni zati on source as defined in [1]. This 32-bit val ue
uni quely identifies each nmenber in a session

Report bl ocks:
Report block is the standard term nol ogy for an RTCP reception
report. RTCP [1] encourages the stacking of nultiple report
bl ocks in Sender Report (SR) and Receiver Report (RR) packets. As
a result, a variable-size feedback packet may be created by one
source that reports on nultiple other sources in the group. The
summari zed reporting schene builds upon this nodel through the
inclusion of multiple summary report bl ocks in one packet.
However, stacking of reports fromnultiple receivers is not
pernmitted in the Sinple Feedback Mbdel (see Section 6).

Basi ¢ Operation

As indicated by the definitions of the preceding section, one or nore
Medi a Senders send RTP packets to the Distribution Source. The
Distribution Source relays the RTP packets to the receivers using a
source-specific multicast arrangenent. In the reverse direction, the
receivers transmt RTCP packets via unicast to one or nore instances
of the Feedback Target. The Feedback Target sends either the
original RTCP reports (the Sinple Feedback Mdel) or summaries of
these reports (the Summary Feedback Mbdel) to the Distribution
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Source. The Distribution Source in turn relays the RTCP reports
and/or sumaries to the Media Senders. The Distribution Source also
transmits the RTCP Sender Reports and Receiver Reports or summaries
back to the receivers, using source-specific multicast.

When t he Feedback Target(s) are co-located (or integrated) with the
Di stribution Source, redistribution of original or sunmari zed RTCP
reports is trivial. Wen the Feedback Target(s) are physically
and/or topologically distinct fromthe Distribution Source, each
Feedback Target either relays the RTCP packets to the Distribution
Source or sunmarizes the reports and forwards an RTCP sunmary report
to the Distribution Source. Coordination between nultiple Feedback
Targets is beyond the scope of this specification.

The Distribution Source MIUST be able to comrunicate with all group
menbers in order for either nechanismto work. The general
architecture is displayed belowin Figure 1. There may be a single
Medi a Sender or nultiple Media Senders (Media Sender i, 1<=i<=M on
whose behal f the Distribution Source di ssem nates RTP and RTCP
packets. The base case, which is expected to be the nost conmon
case, is that the Distribution Source is co-located with a particul ar
Medi a Sender. A basic assunption is that comrunication is multicast
(either SSMor ASM in the direction of the Distribution Source to
the receivers (R(j), 1<=j<=N) and unicast in the direction of the
receivers to the Distribution Source.

Communi cati on between Media Sender(s) and the Distribution Source may
be performed i n nunerous ways:

i Uni cast only: The Media Sender(s) MAY send RTP and RTCP via
uni cast to the Distribution Source and recei ve RTCP vi a uni cast.

ii. Any Source Multicast (ASM: The Media Sender(s) and the
Di stribution Source MAY be in the same ASM group, and RTP and
RTCP packets are exchanged via nulticast.

iii. Source-Specific Miulticast (SSM: The Medi a Sender(s) and the
Di stribution Source MAY be in an SSM group with the source being
the Distribution Source. RTP and RTCP packets fromthe Media
Senders are sent via unicast to the Distribution Source, while
RTCP packets fromthe Distribution Source are sent via nulticast
to the Media Senders.

Note that this SSM group MAY be identical to the SSM group used

for RTP/RTCP delivery fromthe Distribution Source to the
receivers or it MAY be a different one.
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Note that Figure 1 below shows a | ogical diagramand, therefore, no
details about the above options for the comunication between Medi a
Sender (s), Distribution Source, Feedback Target(s), and receivers are
provi ded.

Configuration information needs to be supplied so that (anong ot her
reasons):

o Media Sender(s) know the transport address of the Distribution
Source or the transport address of the (ASMor SSM multicast
group used for the contribution |ink

o the Distribution Source knows either the unicast transport
address(es) or the (ASMor SSM nmulticast transport address(es) to
reach the Media Sender(s);

0 receivers know the addresses of their respectively responsible
Feedback Targets; and

o the Feedback Targets know the transport address of the
Di stribution Source.

The precise setup and configuration of the Media Senders and their
interaction with the Distribution Source is beyond the scope of this
docunent (appropriate Session Description Protocol (SDP) descriptions
MAY be used for this purpose), which only specifies how the various
conponents interact within an RTP session. Informative exanples for
di fferent configurations of the Media Sources and the Distribution
Source are given in Appendi x A

Future specifications may be defined to address these aspects.
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Source-specific
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Fommma - - + | O|F<---------mm--- + | |
| Medi a | | N|T|<------mmmmmmeae - - + |
| Sender M <----- >| | | <-------mmm e - +
R + +----- + Uni cast

FT = Feedback Tar get

Transport fromthe Feedback Target to the Distribution
Source is via unicast or multicast RTCP if they are not
co-1 ocat ed.

Figure 1: System Architecture

The first nmethod proposed to support unicast RTCP feedback, the

" Si npl e Feedback Model’, is a basic reflection nechani smwhereby al
Recei ver RTCP packets are unicast to the Feedback Target, which
relays themunnodified to the Distribution Source. Subsequently,

t hese packets are forwarded by the Distribution Source to al

receivers on the nmulticast RTCP channel. The advantage of using this
nmethod is that an existing receiver inplementation requires little
nmodi fication in order to use it. Instead of sending reports to a

mul ti cast address, a receiver uses a unicast address yet stil

recei ves forwarded RTCP traffic on the multicast control channel

This method al so has the advantage of bei ng backwards conpatible with
standard RTP/ RTCP inplenmentations. The Sinple Feedback Mdel is
specified in Section 6.

The second nethod, the 'Distribution Source Feedback Summary Mddel’,
is a sunmarized reporting schene that provides savings in bandw dth
by consolidating Receiver Reports at the Distribution Source,
optionally with help fromthe Feedback Target(s), into summary
packets that are then distributed to all the receivers. The

Di stri bution Source Feedback Summary Mddel is specified in Section 7.
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The advantage of the latter schene is apparent for |arge group
sessions where the basic reflection mechani smoutlined above
generates a |l arge anount of packet forwarding when it replicates al
the information to all the receivers. dearly, this technique
requires that all session nenbers understand the new summari zed
packet format outlined in Section 7.1. Additionally, the sunmmarized
schene provides an optional nmechanismto send distribution

i nformati on or histograns about the feedback data reported by the
whol e group. Potential uses for the conpilation of distribution

i nformati on are addressed in Section 7.4.

To differentiate between the two reporting nethods, a new SDP
identifier is created and di scussed in Section 10. The reporting
met hod MUST be decided prior to the start of the session. A

Di stribution Source MUST NOT change the nethod during a session

In a session using SSM the network SHOULD prevent any nulticast data
fromthe receiver being distributed further than the first hop
router. Additionally, any data heard from a non-uni cast-capabl e
receiver by other hosts on the sanme subnet SHOULD be filtered out by
the host I P stack so that it does not cause problens with respect to
the cal culation of the receiver RTCP bandw dth share

5. Packet Types

The RTCP packet types defined in [1], [26], and [15] are:

Type Description Payl oad nunber
SR Sender Report 200
RR Recei ver Report 201
SDES Source Description 202
BYE Goodbye 203
APP Appl i cati on- Def i ned 204
RTPFB Ceneric RTP feedback 205
PSFB Payl oad- speci fi c feedback 206
XR RTCP Ext ensi on 207

Thi s docunent defines one further RTCP packet fornmat:

Type Descri ption Payl oad nunber

RSI Recei ver Sunmary | nformation 209
Wthin the Receiver Sunmary |nformation packet, there are various

types of information that may be reported and encapsul ated in
optional sub-report bl ocks:
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6.

6.

6.

Nare Long Nare Val ue
| Pv4 Address | Pv4 Feedback Target Address 0
| Pv6 Address | Pv6 Feedback Target Address 1
DNS Name DNS name indi cati ng Feedback Target Address 2
Reserved Reserved for Assignnment by Standards Action 3
Loss Loss distribution 4
Jitter Jitter distribution 5
RTT Round-trip tine distribution 6
Currul ative loss Curulative | oss distribution 7
Col l'i si ons SSRC collision Iist 8
Reserved Reserved for Assignnment by Standards Action 9
Stats General statistics 10
RTCP BW RTCP bandwi dth indication 11
Goup Info RTCP group and average packet size 12
- Unassi gned 13 - 255

As with standard RTP/ RTCP, the various reports MAY be conbined into a
singl e RTCP packet, which SHOULD NOT exceed the path MIU. Packets
continue to be sent at a rate that is inversely proportional to the
group size in order to scale the anpbunt of traffic generated.

Si mpl e Feedback Mbde
1. Packet Formats

The Si npl e Feedback Model uses the sane packet types as traditiona

RTCP feedback described in [1]. Receivers still generate Receiver
Reports with information on the quality of the streamreceived from
the Distribution Source. The Distribution Source still MJST create

Sender Reports that include tinestanp infornation for stream
synchroni zation and round-trip time calculation. Both Media Senders
and receivers are required to send SDES packets as outlined in [1].
The rules for generating BYE and APP packets as outlined in [1] also

apply.
2. Distribution Source Behavi or

For the Sinple Feedback Mdel, the Distribution Source MJUST provide a
basi ¢ packet-reflection mechanism It is the default behavior for
any Distribution Source and is the m nimumrequirenment for acting as
a Distribution Source to a group of receivers using unicast RTCP

f eedback.

The Distribution Source (unicast Feedback Target) MJST listen for
uni cast RTCP data sent to the RTCP port. Al valid unicast RTCP
packets received on this port MJST be forwarded by the Distribution
Source to the group on the nulticast RTCP channel. The Distribution
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Source MUST NOT stack report blocks received fromdifferent receivers
i nto one packet for retransmi ssion to the group. Every RTCP packet
from each receiver MIST be reflected individually.

If the Media Sender(s) are not part of the SSM group for RTCP packet
reflection, the Distribution Source MJST al so forward the RTCP
packets received fromthe receivers to the Media Sender(s). |If there
is nore than one Medi a Sender and these Medi a Senders do not

conmuni cate via ASMwith the Distribution Source and each ot her, the
Di stribution Source MIST forward each RTCP packet origi nated by one
Medi a Sender to all other Medi a Senders.

The Distribution Source MIST forward RTCP packets originating from
the Media Sender(s) to the receivers.

The reflected or forwarded RTCP traffic SHOULD NOT be counted as its
own traffic in the transmi ssion interval calculation by the

Di stribution Source. |In other words, the Distribution Source SHOULD
NOT consider reflected packets as part of its own control data

bandwi dth al |l owance. However, reflected packets MJUST be processed by
the Distribution Source and the average RTCP packet size, RTCP
transm ssion rate, and RTCP statistics MJST be cal culated. The

al gorithm for conputing the allowance is explained in Section 9.

6.3. Disjoint Distribution Source and Feedback Target (s)

If the Feedback Target function is disjoint fromthe Distribution
Source, the Feedback Target(s) MJST forward all RTCP packets fromthe
recei vers or another Feedback Target -- directly or indirectly -- to
the Distribution Source.

6. 4. Recei ver Behavi or

Receivers MJST |isten on the RTP channel for data and on the RTCP
channel for control. Each receiver MIST calculate its share of the
control bandwidth R/'n, in accordance with the profile in use, so that
a fraction of the RTCP bandwi dth, R allocated to receivers is

di vided equal ly between the nunber of unique receiver SSRCs in the
session, n. R may be rtcp_bw * 0.75 or rtcp_bw * 0.5 (dependi ng on
the ratio of senders to receivers as per [1]) or may be set
explicitly by neans of an SDP attribute [10]. See Section 9 for
further information on the calculation of the bandw dth all owance.
When a receiver is eligible to transmt, it MJST send a unicast
Recei ver Report packet to the Feedback Target follow ng the rules
defined in Section 9.
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When a receiver observes either RTP packets or RTCP Sender Reports
froma Media Sender with an SSRC that collides with its own chosen
SSRC, it MJST change its own SSRC follow ng the procedures of [1].
The receiver MIST do so imedi ately after noticing and before sending
any (further) RTCP feedback nessages.

If a receiver has out-of-band informati on avail abl e about the Media
Sender SSRC(s) used in the nedia session, it MJST NOT use the sane
SSRC for itself. Even if such out-of-band information is avail abl e,
a receiver MIST obey the above collision-resol ution mechani sns.

Furt her nechani sns defined in [1] apply for resolving SSRC colli sions
bet ween receivers

6.5. Medi a Sender Behavi or

Medi a Senders listen on a unicast or nulticast transport address for

RTCP reports sent by the receivers (and forwarded by the Distribution
Source) or other Media Senders (forwarded by the Distribution Source

i f needed). Processing and general operation follows [1].

A Medi a Sender that observes an SSRC collision with another entity
that is not also a Media Sender MAY delay its own colli sion-

resol ution actions as per [1], by 5 * 1.5 * Td, with Td being the
deterministic calculated reporting interval, for receivers to see
whet her the conflict still exists. SSRC collisions with other Media
Senders MJST be acted upon inmmedi ately.

Note: This gives precedence to Media Senders and places the burden
of collision resolution on the RTP receivers.

Sender SSRC i nformati on MAY be conmuni cat ed out - of -band, e.g., by
nmeans of SDP nedi a descriptions. Therefore, senders SHOULD NOT
change their own SSRC aggressively or unnecessarily.

7. Distribution Source Feedback Sunmary Model

In the Distribution Source Feedback Summary Mdel, the Distribution
Source is required to summarize the information received fromall the
Recei ver Reports generated by the receivers and place the information
into summary reports. The Distribution Source Feedback Surmmary Mbde
i ntroduces a new report block format, the Receiver Sunmary
Information (RSI) report, and a nunber of optional sub-report block
formats, which are enunerated in Section 7.1. As described in
Section 7.3, individual instances of the Feedback Target may provide
prelimnary summari zation to reduce the processing |load at the

Di stribution Source.
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Sub-reports appended to the RSI report block provide nore detailed
i nfornmati on on the overall session characteristics reported by all
recei vers and can al so convey inportant information such as the

f eedback address and reporting bandwi dth. Wich sub-reports are
mandat ory and whi ch ones are optional is defined bel ow.

From an RTP perspective, the Distribution Source is an RTP receiver,
generating its own Receiver Reports and sending themto the receiver
group and to the Media Senders. In the Distribution Source Feedback
Summary Model, an RSI report block MIST be appended to all RRs the
Di stribution Source generates.

In addition, the Distribution Source MJST forward the RTCP SR reports
and SDES packets of Media Senders without alteration. |f the
Distribution Source is actually a Media Sender, even if it is the
only session sender, it MJST generate its own Sender Report (SR
packets for its role as a Media Sender and its Receiver Reports in
its role as the Distribution Source.

The Distribution Source MJUST use its own SSRC value for transmitting
sunmari zation information and MJST perform proper SSRC col lision
detection and resol ution.

The Distribution Source MJUST send at | east one Receiver Sunmary

I nformation packet for each reporting interval. The Distribution
Source MAY additionally stack sub-report blocks after the RSI packet.
If it does so, each sub-report block MJST correspond to the RSI
packet and constitutes an enhancenent to the basic summary
information required by the receivers to calculate their reporting
tinme interval. For this reason, additional sub-report bl ocks are not
requi red but recomended. The conpound RTCP packets containing the
RSI packet and the optional corresponding sub-report bl ocks MJST be
fornmed according to the rules defined in [1] for receiver-issued
packets, e.g., they MIST begin with an RR packet, contain at |east an
SDES packet with a CNAME, and MAY contain further RTCP packets and
SDES i tens.

Every RSI packet MUST contain either a Goup and Average Packet Size
sub-report or an RTCP Bandw dth sub-report for bandw dth indications
to the receivers.

7.1. Packet Formats

Al'l nuneric values conprising multiple (usually two or four) octets
MJUST be encoded in network byte order.
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7.1.1. RSlI: Receiver Sumary | nfornmation Packet

The RSI report block has a fixed header size followed by a variable
| ength report:
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The RSI packet includes the follow ng fields:

Length: 16 bits
As defined in [1], the length of the RTCP packet in 32-bit words
m nus one, including the header and any paddi ng.

SSRC: 32 bits
The SSRC of the Distribution Source.

Summari zed SSRC. 32 bits
The SSRC (of the Media Sender) of which this report contains a
sunmary.

Ti mestanp: 64 bits
I ndicates the wallclock tine when this report was sent. \Wallclock
tinme (absolute date and tine) is represented using the tinestanp
format of the Network Tine Protocol (NTP), which is in seconds
relative to Oh UTC on 1 January 1900 [1]. The wallclock tine MAY
(but need not) be NTP-synchronized but it MJST provide a
consi stent behavior in the advancenent of time (simlar to NTP)
The full-resolution NTP tinmestanp is used, which is a 64-bit,
unsi gned, fixed-point nunber with the integer part in the first 32
bits and the fractional part in the last 32 bits. This format is
simlar to RTCP Sender Reports (Section 6.4.1 of [1]). The
timestanp value is used to enable detection of duplicate packets
reordering, and to provide a chronol ogical profile of the feedback
reports.
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7.1.2. Sub-Report Block Types

For RSl reports, this docunment also introduces a sub-report bl ock
format specific to the RSI packet. The sub-report blocks are
appended to the RSI packet using the follow ng generic format. Al
sub-report bl ocks MJST be 32-bit aligned.

01234567890123456789012345678901
B e e e e S e S T S S sl S S S S T i i sl st S
| SRBT | Length |
B R e b sl T I TR R S S e S T SRBT-speci fic data +

|

T I T S D i it S S S S S R S o S S A S

SRBT: 8 bits
Sub- Report Bl ock Type. The sub-report block type identifier. The
val ues for the sub-report block types are defined in Section 5.

Length: 8 bits
The length of the sub-report in 32-bit words.

SRBT-specific data: <length * 4 - 2> octets
This field may contain type-specific information based upon the
SRBT val ue.

7.1.3. Ceneric Sub-Report Block Fields

For the sub-report blocks that convey distributions of values (Loss,
Jitter, RTT, Cunul ative Loss), a flexible 'data bucket’-style report
is used. This format divides the data set into variabl e-size buckets
that are interpreted according to the guide fields at the head of the
report bl ock.

0 1 2 3
01234567890123456789012345678901
B S = R e e e e e e L S R RN R
| SRBT | Lengt h | NDB | MF
B e et e i e e L e e T S ik t I SRR
| M ni mum Di stri bution Val ue
|
I
I
I

| Maxi mum Di stri bution Val ue
+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=+=4+=4+=+=4+=4+=4+=+=4+=4+=4+=+=4+=4+=4=+=4+=4+=4=
Di stri bution Buckets

+
B S i S S S S S T2 s S S S o S S S S
+

= = e e N e e e e e e e = RN N R N R R SR T
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The SRBT and length fields are cal culated as explained in Section
7.1.2.

Number of distribution buckets (NDB): 12 bits
The nunber of distribution buckets of data. The size of each
bucket can be cal cul ated using the formula
((length * 4) - 12) * 8 / NDB nunber of bits. The calculation is
based on the I ength of the whole sub-report block in octets
(length * 4) minus the header of 12 octets. Providing 12 bits for
the NDB field enabl es bucket sizes as small as 2 bits for a full-
| ength packet of MIU 1500 bytes. The bucket size in bits nust
al ways be divisible by 2 to ensure proper byte alignnent. A
bucket size of 2 bits is fairly restrictive, however, and it is
expected that |arger bucket sizes will be nore practical for nost
di stributions.

Multiplicative Factor (MF): 4 bits
2"MF indicates the nultiplicative factor to be applied to each
di stribution bucket value. Possible values of M- are 0 - 15,

creating a range of values fromM =1, 2, 4 ... 32768. Appendi x
B gives an exanple of the use of the nultiplicative factor; it is
meant to provide nore "bits" w thout having them-- the bucket

val ues get scaled up by the M

Length: 8 bits
The length field tells the receiver the full length of the sub-
report block in 32-bit words (i.e., length * 4 bytes) and enabl es
the receiver to identify the bucket size. For exanple, given no
MIU restrictions, the data portion of a distribution packet may be
only as large as 1008 bytes (255 * 4 - 12), providing up to 4032
data buckets of length 2 bits, or 2016 data buckets of length 4
bits, etc.

M ni mum di stribution value (min): 32 bits
The m ni num di stribution value, in conbination with the maxi num
di stribution value, indicates the range covered by the data bucket
val ues.

Maxi mum di stribution value (max): 32 bits
The maxi mum di stribution value, in conbination with the m ni num
di stribution value, indicates the range covered by the data bucket
val ues. The significance and range of the distribution values is
defined in the individual subsections for each distribution type
(DT).
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Di stribution buckets: each bucket is ((length * 4) - 12) * 8 / NDB
bits
The size and nunber of buckets is calculated as outlined above
based upon the value of NDB and the | ength of the packet. The
val ues for distribution buckets are equally distributed; according
to the following fornula, distribution bucket x (with 0 <= x <
NDB) covers the val ue range

=0; [mn, min+ (max - nmin) / NDB]
>0; [mn+ (x) * (mx - nin) / NDB,
mn+ (x +1) * (max - min) / NDB]

X
X

Interpretation of the mininmum naxi num and distribution values in
the sub-report block is sub-report-specific and is addressed
individually in the sections below. The size of the sub-report block
is variable, as indicated by the packet length field.

Note that, for any bucket-based reporting, if the Distribution Source
and t he Feedback Target(s) are disjoint entities, out-of-band
agreenment on the bucket-reporting granularity is recomended to all ow
the Distribution Source to forward accurate information in these

ki nds of reports to the receivers.

7.1.4. Loss Sub-Report Bl ock

The Loss sub-report block allows a receiver to deternmine howits own
reception quality relates to the other recipients. A receiver may
use this information, e.g., to drop out of a session (instead of
sending lots of error repair feedback) if it finds itself isolated at
the I ower end of the reception quality scale.

The Loss sub-report block indicates the distribution of |osses as
reported by the receivers to the Distribution Source. Values are
expressed as a fixed-point number with the binary point at the |eft
edge of the field simlar to the "fraction lost” field in SR and RR
packets, as defined in [1]. The Loss sub-report bl ock type (SRBT) is
4.

Valid results for the mininmumdistribution value field are 0 - 254,
Simlarly, valid results for the maxi mumdistribution value field are
1 - 255. The mininmumdistribution value MJIST al ways be | ess than the
maxi mum

For exanpl es on processing sunmari zed | oss report sub-bl ocks, see
Appendi x B
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7.1.5. Jitter Sub-Report Bl ock

A Jitter sub-report block indicates the distribution of the estimated
statistical variation of the RTP data packet inter-arrival tine
reported by the receivers to the Distribution Source. This allows
receivers both to place their own observed jitter values in context
with the rest of the group and to approxi mate dynam c paraneters for
pl ayout buffers. See [1] for details on the calculation of the

val ues and the rel evance of the jitter results. Jitter values are
measured in tinmestanp units with the rate used by the Media Sender
and expressed as unsigned integers. The mninmmdistribution value
MUST al ways be | ess than the naximum The Jitter sub-report bl ock
type (SRBT) is 5.

Since tinmestanp units are payl oad-type specific, the relevance of a
jitter value is inpacted by any change in the payload type during a
session. Therefore, a Distribution Source MJUST NOT report jitter
distribution values for at least 2 reporting intervals after a

payl oad type change occurs.

7.1.6. Round-Trip Tinme Sub-Report Bl ock

A Round-Trip Tinme sub-report indicates the distribution of round-trip
tinmes fromthe Distribution Source to the receivers, providing
receivers with a global view of the range of values in the group

The Distribution Source is capable of calculating the round-trip tine
to any other nenber since it forwards all the SR packets fromthe
Medi a Sender(s) to the group. |If the Distribution Source is not
itself a Media Sender, it can calculate the round-trip tine from
itself to any of the receivers by maintaining a record of the SR
sender tinestanp and the current tine as neasured fromits own system
clock. The Distribution Source consequently cal cul ates the round-
trip time fromthe Receiver Report by identifying the corresponding
SR timestanp and subtracting the RR advertised holding time as
reported by the receiver fromits own tinme difference neasurenent, as
calculated by the tinme the RR packet is received and the recorded
time the SR was sent.

The Distribution Source has the option of distributing these round-
trip time estimations to the whol e group, uses of which are descri bed
in Section 7.4. The round-trip time is expressed in units of 1/65536
seconds and indicates an absolute value. This is calculated by the
Di stribution Source, based on the Receiver Report responses declaring
the tine difference since an origi nal Sender Report and on the
holding time at the receiver. The mininumdistribution value MJST

al ways be less than the maxi rum The Round-Trip Tine sub-report

bl ock type (SRBT) is 6.
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7.

7.

Note that if the Distribution Source and the Feedback Tar get
functions are disjoint, it is only possible for the Distribution
Source to deternmine RTIT if all the Feedback Targets forward all
RTCP reports fromthe receivers imediately (i.e., do not perform
any prelimnary summarization) and include at |east the RR packet.

1.7. Cumul ative Loss Sub-Report Bl ock

The cunul ative loss field in a Receiver Report [1l], in contrast to
the fraction lost field, is intended to provide sone historica
perspective on the session perfornmance, i.e., the total nunber of

| ost packets since the receiver joined the session. The cunulative
| oss val ue provides a |onger-term average by sunming over a |arger
sanmpl e set (typically the whole session). The Distribution Source
MAY record the values as reported by the receiver group and report a
di stribution of values. Values are expressed as a fixed-point nunber
with the binary point at the left edge of the field, in the sane
manner as the Loss sub-report block. Since the individual Receiver
Reports give the cunul ative nunber of packets |ost but not the
cumul ati ve nunber sent, which is required as a denom nator to
calculate the long-termfraction |lost, the Distribution Source MJST
mai ntain a record of the cumrul ati ve nunber |ost and extended hi ghest
sequence nunber received, as reported by each receiver at sone point
in the past. ldeally, the recorded values are fromthe first report
recei ved. Subsequent cal cul ations are then based on (<the new

cumul ative | oss value> - <the recorded value>) / (<new extended

hi ghest sequence nunber> - <recorded sequence numrber>).

Valid results for the minimumdistribution value field are 0 - 254.
Simlarly, valid results for the maxi numdistribution value field are
1 - 255. The mininmumdistribution value MIUST al ways be | ess than the
maxi rum  The Cunul ative Loss sub-report block type (SRBT) is 7.

1.8. Feedback Target Address Sub-Report Bl ock

The Feedback Target Address bl ock provides a dynanmi c nechani sm for
the Distribution Source to signal an alternative unicast RTCP
feedback address to the receivers. |If a block of this type is

i ncluded, receivers MJST override any static SDP address infornation
for the session with the Feedback Target address provided in this
sub-report bl ock

I f a Feedback Target Address sub-report block is used, it MJST be
included in every RTCP packet originated by the Distribution Source
to ensure that all receivers understand the information. In this
manner, receiver behavior should remain consistent even in the face
of packet | oss or when there are | ate session arrivals.
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0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| SRBT={O0, 1,2} | Length | Por t |
B T e o i S I i i S S N iy St S I S S
|

: Addr ess :
R R R R e e s o S e R S S S S S S e e e e e
SRBT: 8 bits

The type of sub-report block that corresponds to the type of
address is as follows:

0: | Pv4 address
1: | Pv6 address
2. DNS nane

Length: 8 bits
The I ength of the sub-report block in 32-bit words. For an | Pv4
address, this should be 2 (i.e., total length =4 + 4 =2 * 4
octets). For an |IPv6 address, this should be 5. For a DNS nane,
the length field indicates the nunber of 32-bit words maki ng up
the string plus 1 byte and any additional padding required to
reach the next word boundary.

Port: 2 octets
The port nunber to which receivers send feedback reports. A port
number of 0 is invalid and MJST NOT be used.

Address: 4 octets (IPv4), 16 octets (I Pv6), or n octets (DNS nane)
The address to which receivers send feedback reports. For |Pv4
and | Pv6, fixed-length address fields are used. A DNS nane is an
arbitrary-length string that is padded with null bytes to the next
32-bit boundary. The string MAY contain Internationalizing Domain
Nanes in Applications (IDNA) domai n names and MJUST be UTF-8
encoded [ 11].

A Feedback Target Address block for a certain address type (i.e.
with a certain SRBT of 0, 1, or 2) MJST NOT occur nore than once
within a packet. Nunerical Feedback Target Address bl ocks for |Pv4
and | Pv6 MAY both be present. |If so, the resulting transport
addresses MJST point to the sane logical entity.

I f a Feedback Target address block with an SRBT indicating a DNS nane

is present, there SHOULD NOT be any other nunerical Feedback Tar get
Addr ess bl ocks present.
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The Feedback Target Address presents a significant security risk if
accepted from unaut henticated RTCP packets. See Sections 11.3 and
11. 4 for further discussion

7.1.9. Collision Sub-Report Block

The Col lision SSRC sub-report provides the Distribution Source with a
nmechani smto report SSRC collisions anmongst the group. In the event
that a non-uni que SSRC i s discovered based on the tuple [SSRC

CNAME], the collision is reported in this block and the affected
nodes nust reselect their respective SSRC identifiers.

0 1 2 3
01234567890123456789012345678901

R R R R e e s o S e R S S S S S S e e e e e

| SRBT=8 | Length | Reserved |

B T e o i S I i i S S N iy St S I S S

| |

: Col I'i si on SSRC :

L—- B S i i i S T T i T e e e e +-!|-

Collision SSRC. n * 32 bits
This field contains a list of SSRCs that are duplicated within the
group. Usually this is handled by the hosts upon detection of the
sane SSRC, however, since receivers in an SSM session using the
Di stribution Source Feedback Summary Model no | onger have a gl oba
view of the session, the collision algorithmis handl ed by the
Distribution Source. SSRCs that collide are listed in the packet.
Each Collision SSRCis reported only once for each collision
detection. |If nore Collision SSRCs need to be reported than fit
into an MIU, the reporting is done in a round robin fashion so
that all Collision SSRCs have been reported once before the second
round of reporting starts. On receipt of the packet, receiver(s)
MUST detect the collision and select another SSRC, if the
collision pertains to them

The Col lision sub-report block type (SRBT) is 8.

Collision detection is only possible at the Distribution Source. |If
the Distribution Source and Feedback Target functions are disjoint
and collision reporting across RTP receiver SSRCs shall be provided,
t he Feedback Targets(s) MJST forward the RTCP reports fromthe RTP
receivers, including at | east the RR and the SDES packets to the

Di stri bution Source.

at, et al. St andards Track [ Page 22]



RFC 5760 RTCP wi th Uni cast Feedback February 2010

In systemsettings in which, by explicit configuration or

i mpl enentation, RTP receivers are not going to act as Media Senders
in a session (e.g., for various types of television broadcasting),
SSRC col l'i sion detection MAY be onitted for RTP receivers. |In system
settings in which an RTP recei ver MAY becone a Media Sender (e.g.,

any conversational application), SSRC collision detection MJST be
provi ded for RTP receivers.

Not e: The purpose of SSRC collision reporting is to ensure uni que
identification of RTCP entities. This is of particular rel evance
for Media Senders so that an RTP receiver can properly associate
each of the nultiple inconming nedia streans (via the Distribution
Source) with the correct sender. Collision resolution for Mdia
Senders is not affected by the Distribution Source’s collision
reporting because all SR reports are always forwarded anong the
senders and to all receivers. Collision resolution for RTP
receivers is of particular relevance for those receivers capabl e
of beconming a Media Sender. RTP receivers that will, by
configuration or inplenentation choice, not act as a sender in a
particul ar RTP session, do not necessarily need to be aware of
collisions as long as the those entities receiving and processing
RTCP feedback messages fromthe receivers are capabl e of

di sanbi guating the various RTCP receivers (e.g., by CNAME)

Note al so that RTP receivers should be able to deal with the
changi ng SSRCs of a Media Sender (like any RTP receiver has to
do.) and, if possible, be prepared to continuously render a nedia
st ream nevert hel ess.

7.1.10. GCeneral Statistics Sub-Report Bl ock

The General Statistics sub-report block is used if specifying buckets
is deemed too conplex. Wth the General Statistics sub-report bl ock,
only aggregated values are reported back. The rules for the
generation of these values are provided in point b of Section 7.2.1.

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| SRBT=10 | Length | Reserved |
B T e o i S I i i S S N iy St S I S S
| MFL | HCNL |

i T e T e e i e i it N
| Medi an inter-arrival jitter |
e T e e i S e e s
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Median fraction lost (MFL): 8 bhits
The median fraction |ost indicated by Receiver Reports forwarded
to this Distribution Source, expressed as a fixed-point nunber
with the binary point at the left edge of the field. A value of
all "1’s indicates that the MFL value is not provided.

H ghest cunul ati ve nunber of packets lost (HCNL): 24 bits
Hi ghest 'cumul ative nunber of packets lost’ value out of the nost
recent RTCP RR packets fromany of the receivers. A value of all
"1's indicates that the HCNL value is not provided.

Median inter-arrival jitter: 32 bits
Median "inter-arrival jitter’ value out of the nbst recent RTCP RR
packets fromthe receiver set. A value of all "1's indicates that
this value is not provided.

The General Statistics sub-report block type (SRBT) is 10.

Note that, in case the Distribution Source and the Feedback Target
functions are disjoint, it is only possible for the Distribution
Source to deternmine the nmedian of the inter-arrival jitter if all the
Feedback Targets forward all RTCP reports fromthe receivers

i medi ately and include at |east the RR packet.

7.1.11. RTCP Bandwi dth I ndication Sub-Report Bl ock

This sub-report block is used to informthe Media Senders and

recei vers about either the maxi rum RTCP bandwi dth that is supposed to
be used by each Medi a Sender or the maxi num bandwi dth al |l owance to be
used by each receiver. The value is applied universally to all Media
Senders or all receivers. Each receiver MIST base its RTCP

transm ssion interval calculation on the average size of the RTCP
packets sent by itself. Conversely, each Media Sender MJST base its
RTCP transm ssion interval calculation on the average size of the
RTCP packets sent by itself.

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| SRBT=11 | Length | SI R Reserved |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| RTCP Bandwi dt h |
e e i i e T S i S e e e R
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Sender (S): 1 bit
The contai ned bandwi dth val ue applies to each Medi a Sender.

Receivers (R): 1 bit
The cont ai ned bandwi dth val ue applies to each RTP receiver.

Reserved: 14 bits
MJUST be set to zero upon transm ssion and ignored upon reception.

RTCP Bandwi dth: 32 bits
If the Sbit is set to 1, this field indicates the maxi num
bandwi dth all ocated to each individual Media Sender. This also
inforns the receivers about the RTCP report frequency to expect
fromthe senders. This is a fixed-point value with the binary
point in between the second and third bytes. The value represents
the bandwi dth allocation per receiver in kilobits per second, with
values in the range 0 <= BW< 65536.

If the Rbit is set to 1, this field indicates the maxi mum

bandwi dth al |l ocated per receiver for sending RTCP data relating to
the session. This is a fixed-point value with the binary point in
bet ween the second and third bytes. The value represents the
bandwi dth all ocation per receiver in kilobits per second, with
values in the range 0 <= BW< 65536. Each receiver MJST use this
value for its bandw dth all owance.

This report block SHOULD only be used when the G oup and Average
Packet Size sub-report block is NOT included. The RTCP Bandwi dth
I ndi cation sub-report block type (SRBT) is 11.

7.1.12. RTCP G oup and Average Packet Size Sub-Report Bl ock

This sub-report block is used to informthe Media Senders and

recei vers about the size of the group (used for cal culating feedback
bandwi dth all ocation) and the average packet size of the group. This
sub-report MJUST al ways be present, appended to every RSI packet,

unl ess an RTCP Bandwi dth Indication sub-report block is included (in
whi ch case it MAY, but need not, be present).

Not e: The RTCP Bandwi dth | ndi cati on sub-report bl ock allows the

Distribution Source to hide the actual group size fromthe
receivers while still avoiding feedback inplosion.
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| SRBT=12 | Length | Aver age Packet Size

B T e o i S I i i S S N iy St S I S S
| Recei ver Group Size

e e i i e e T S LR e E e

Goup size: 32 bits
This field provides the Distribution Source’s view of the nunber
of receivers in a session. Note that the nunmber of Media Senders
is not explicitly reported since it can be derived by observing
the RTCP SR packets forwarded by the Distribution Source. The
group size is calculated according to the rules outlined in [1].
When this sub-report block is included, this field MIST al ways be
present.

Aver age RTCP packet size: 16 bits
This field provides the Distribution Source’s view of the average
RTCP packet size as locally calculated, following the rules
defined in [1]. The value is an unsigned integer, counting
octets. Wien this sub-report block is included, this field MJST
al ways be present.

The Group and Average Packet Size sub-report block type (SRBT) is 12.
7.2. Distribution Source Behavi or

In the Distribution Source Feedback Surmmary Mdel, the Distribution
Source (the unicast Feedback Target) MJST listen for unicast RTCP
packets sent to the RTCP port. All RTCP packets received on this
port MJST be processed by the Distribution Source, as described

bel ow. The processing MIST take place per Media Sender SSRC for
whi ch Recei ver Reports are received.

The Distribution Source acts like a regular RTCP receiver. In
particular, it receives an RTP stream from each RTP Medi a Sender(s)
and MUST cal cul ate the proper reception statistics for these RTP
streams. It MJST transnit the resulting information as report bl ocks
contai ned in each RTCP packet it sends (in an RR packet).

Note: This information may help to determ ne the transm ssion
characteristics of the feed path fromthe RTP sender to the
Distribution Source (if these are separate entities).

The Distribution Source is responsible for accepting RTCP packets

fromthe receivers and for interpreting and storing per-receiver
information, as defined in [1]. The inportance of providing these
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functions is apparent when creating the RSI and sub-report bl ock
reports since incorrect information can have serious inplications.
Section 11 addresses the security risks in detail

As defined in [1], all RTCP reports fromthe Distribution Source MJST
start with an RR report, followed by any relevant SDES fields. Then
the Distribution Source MIUST append an RSI header and sub-reports
contai ni ng any sumari zation-specific data. |n addition, either the
Group and Average Packet Size sub-report or the Receiver RTCP
Bandw dt h sub-report bl ock MJST be appended to the RSI header.

A Distribution Source has the option of nasking the group size by

i ncluding only an RTCP Bandwi dth sub-report. |If both sub-reports are
i ncluded, the receiver is expected to give precedence to the

i nformati on contained in the Receiver RTCP Bandw dth sub-report.

The Recei ver RTCP Bandwi dth sub-report bl ock provides the
Distribution Source with the capability to control the anount of
feedback fromthe receivers, and the bandw dth val ue MAY be increased
or decreased based upon the requirenents of the Distribution Source.
Regardl ess of the value selected by the Distribution Source for the
Recei ver RTCP Bandwi dth sub-report block, the Distribution Source
MUST continue to forward Sender Reports and RSI packets at the rate
all owed by the total RTCP bandwi dth allocation. See Section 9 for
further details about the frequency of reports.

A Distribution Source MAY start out reporting group size and swtch
to Receiver RTCP Bandwi dth reporting later on and vice versa. |If the
Di stribution Source does so, it SHOULD ensure that the
correspondi ngly indicated values for the Receiver RTCP Bandw dth sub-
report roughly nmatch, i.e., are at |least the sanme order of nagnitude

In order to identify SSRC collisions, the Distribution Source is
responsible for maintaining a record of each SSRC and the
corresponding CNAME within at | east one reporting interval by the
group, in order to differentiate between clients. It is RECOVMMENDED
that an updated list of nore than one interval be nmaintained to

i ncrease accuracy. This nechani sm should prevent the possibility of
col lisions since the combination of SSRC and CNAME shoul d be uni que,
if the CNAVE is generated correctly. |If collisions are not detected,
the Distribution Source will have an inaccurate inpression of the
group size. Since the statistical probability is very |ow that
collisions will both occur and be undetectable, this should not be a
significant concern. |In particular, the clients would have to
random y sel ect the same SSRC and have the sanme usernanme + | P address
(e.g., using private address space behind a NAT router).
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7.2.1. Receiver Report Aggregation

The Distribution Source is responsible for aggregating reception-
quality information received in RR packets. |In doing so, the

Di stribution Source MJIST consider the report blocks received in every
RR packet and MJST NOT consider the report blocks of an SR packet.

Note: the receivers will get the information contained in the SR
packets anyway by packet forwarding, so duplication of this
i nformati on shoul d be avoi ded.

For the optional sub-report blocks, the D stribution Source MAY

deci de which are the nost significant feedback values to convey and
MAY choose not to include any. The packet format provides
flexibility in the anmount of detail conveyed by the data points.
There is a tradeoff between the granularity of the data and the
accuracy of the data based on the multiplicative factor (M), the
number of buckets, and the min and nax values. |In order to focus on
a particular region of a distribution, the Distribution Source can
adj ust the mni rum and maxi num val ues and either increase the nunber
of buckets, and possibly the factorization, or decrease the nunber of
buckets and provide nore accurate values. See Appendix B for
det ai | ed exanpl es on how to convey a summary of RTCP Receiver Reports
as RSI sub-report block information

For each value the Distribution Source decides to include in an RS
packet, it MJST adhere to the follow ng neasurenent rules.

a) |If the Distribution Source intends to use a sub-report to convey
a distribution of values (Sections 7.1.3 to 7.1.7), it MJST keep
per-receiver state, i.e., renenber the last value V reported by
the respective receiver. |f a new value is reported by a
receiver, the existing value MJST be replaced by the new one.

The val ue MUST be deleted (along with the entire entry) if the
receiver is timed out (as per Section 6.3.5 of [1]) or has sent a
BYE packet (as per Section 6.3.7 of [1]).

Al'l the values collected in this way MJUST be included in the
creation of the subsequent Distribution sub-report block

The results should correspond as closely as possible to the

val ues received during the interval since the last report. The
Di stribution Source may stack as many sub-report bl ocks as
required in order to convey different distributions. |[If the
distribution size exceeds the | argest packet length (1008 bytes
data portion), nore packets MAY be stacked with additiona
information (but in total SHOULD NOT exceed the path MIU)
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Al'l stacked sub-reports MJUST be internally consistent, i.e.
generated fromthe same session data. Overl apping of
distributions is therefore allowed, and variation in val ues
shoul d only occur as a result of data set granularity, with the
nore accurate bucket sizes taking precedence in the event that
val ues differ. Non-divisible values MJUST be rounded up or down
to the cl osest bucket value, and the nunber of data buckets nust
al ways be an even nunber, paddi ng where necessary with an

addi tional zero bucket value to maintain consistency.

Note: This intentionally provides persistent full coverage of the
entire session nmenbership to avoid oscillations due to changing
menber shi p sanpl es

Schedul i ng the transni ssion of sumarization reports is left to
the discretion of the Distribution Source. However, the

Di stribution Source MIST adhere to the bandwidth limtations for
Recei ver Reports as defined for the respective AV profile in use

b) If the Distribution Source intends to report a short summary
using the General Statistics sub-report block format, defined in
Section 7.1.10, for EACH of the values included in the report
(MFL, HCNL, average inter-arrival jitter), it MJST keep a timer
T summary as well as a sufficient set of variables to calculate
the sunmaries for the last three reporting intervals. This MAY
be achi eved by keeping per-receiver state (i.e., renenber the
| ast value V reported by the respective receiver) or by
mai nt ai ni ng sumary vari ables for each of these intervals.

The sunmary val ues are included here to reflect the current group
situation. By recording the last three reporting intervals, the
Di stribution Source incorporates reports fromall nenbers while
all owi ng for individual RTCP Receiver Report packet |osses. The
process of collecting these values also ainms to avoid resetting
any of the values and then having to send out an RSI report based
upon just a few values collected. |If data is available for |ess
than three reporting intervals (as will be the case for the first
two reports sent), only those val ues avail able are consi dered.

The tinmer T_sunmary MJST be initialized as T_summary = 1.5 * Td,
where Td is the deterministic reporting interval, and MJST be
updated following tiner reconsideration whenever the group size
or the average RTCP size ("avg_rtcp_size") changes. This choice
shoul d all ow each receiver to report once per interval
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Figure 2: Overview of Sunmarization Reporting

Figure 2 depicts how the summari zation reporting shall be perforned.
At time t3, the RTCP reports collected fromtO through t3 are
included in the RSI reporting; at tine t4, those fromt1l through t4;
and so on. The RSI sunmmary report sent MJST NOT include any RTCP
report fromnore than three reporting intervals ago, e.g., the one
sent at time t5, nust not include reports received at the
Distribution Source prior to t2.

.2. Handling Ot her RTCP Packets from RTP Receivers

Wien follow ng the Feedback Sunmary Mbdel, the Distribution Source
MAY refl ect any other RTCP packets of potential relevance to the
recei vers (such as APP, RTPFB, PSFB) to the receiver group. Also, it
MAY decide not to forward other RTCP packets not needed by the

recei vers such as BYE, RR, SDES (because the Distribution Source
perfornms collision resolution), group size estimation, and RR
aggregation. The Distribution Source MJUST NOT forward RR packets to
the receiver group.

If the Distribution Source is able to interpret and aggregate

i nformati on contained in any RTCP packets other than RR, it MAY

i nclude the aggregated information along with the RSI packet inits
own conpound RTCP packet .
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Aggregation MAY be a null operation, i.e., the Distribution Source
MAY sinmply append one or nore RTCP packets fromreceivers to the
conmpound RTCP packet (containing at |east RR SDES, and RSI fromthe
Di stribution Source).

Note: This is likely to be useful only for a few cases, e.g., to
forward aggregated i nformation from RTPFB Generi c NACK packets and
t hereby maintain the danping property of [15].

Note: This entire processing rule inplies that the flow of

i nformati on contained in non-RR RTCP packets may ternminate at the
Di stribution Source, depending on its capabilities and
configuration.

The configuration of the RTCP SSM nedi a session (expressed in SDP)
MUST specify explicitly which processing the Distribution Source will
apply to which RTCP packets. See Section 10.1 for details.

7.2.3. Receiver Report Forwarding

If the Media Sender(s) are not part of the SSM group for RTCP packet
reflection, the Distribution Source MIST explicitly informthe Media
Senders of the receiver group. To achieve this, the Distribution
Source has two options: 1) it forwards the RTCP RR and SDES packets
received fromthe receivers to the Media Sender(s); or 2) if the
Medi a Senders al so support the RTCP RSI packet, the Distribution
Source sends the RSI packets not just to the receivers but also to
the Medi a Senders.

If the Distribution Source decides to forward RR and SDES packets
unchanged, it MAY al so forward any other RTCP packets to the senders.

If the Distribution Source decides to forward RSI packets to the
senders, the considerations of Section 7.2.2 apply.

7.2.4. Handling Sender Reports

The Distribution Source al so receives RTCP (including SR) packets
fromthe RTP Medi a Senders.

The Distribution Source MIST forward all RTCP packets fromthe Media
Senders to the RTP receivers.

If there is nore than one Media Sender and these Medi a Senders do not
conmuni cate via ASMwith the Distribution Source and each ot her, the
Di stribution Source MIST forward each RTCP packet from any one Media
Sender to all other Media Senders.
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7.2.5. RTCP Data Rate Cal cul ation

As noted above, the Distribution Source is a receiver froman RTP
perspective. The Distribution Sources MIST calculate its
determnistic transm ssion interval Td as every other receiver;
however, it MAY adjust its available data rate depending on the
destination transport address and its |ocal operation:

1. For sending its own RTCP reports to the SSM group towards the
receivers, the Distribution Source MAY use up to the joint share
of all receivers as it is forwarding summari es on behalf of all of
them Thus, the Distribution Source MAY send its reports up to
every Td/R tinme units, with R being the nunber of receivers.

2. For sending its own RTCP reports to the Media Senders only (i.e.,
if the Media Senders are not part of the SSM group), the allocated
rate depends on the operation of the Distribution Source:

a) If the Distribution Source only sends RSI packets along with
its own RTCP RR packets, the sane rate cal culation applies as
for #1 above.

b) If the Distribution Source forwards RTCP packets fromall other
receivers to the Media Senders, then it MJST adhere to the sane
bandw dth share for its own transm ssions as all other
receivers and use the calculation as per [1].

7.2.6. Collision Resolution

A Distribution Source observing RTP packets froma Media Sender with
an SSRC that collides with its own chosen SSRC MJST change its own
SSRC followi ng the procedures of [1] and MJUST do so i mediately after
noti ci ng.

A Distribution Source MAY use out-of-band i nformati on about the Medi a
Sender SSRC(s) used in the nedia session when available to avoid SSRC
collisions with Medi a Senders. Nevertheless, the Distribution Source
MUST nonitor Sender Report (SR) packets to detect any changes,
observe collisions, and then foll ow the above collision-resol ution
procedure.

For collision resolution between the Distribution Source and
receivers or the Feedback Target(s) (if a separate entity, as
described in the next subsection), the Distribution Source and the
Feedback Target (if separate) operate simlar to ordinary receivers.
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7.3. Disjoint Distribution Source and Feedback Target

If the Distribution Source and the Feedback Target are disjoint, the
processing of the Distribution Source is limted by the anmount of
RTCP feedback i nformati on nade avail able by the Feedback Target.

The Feedback Target(s) MAY sinply forward all RTCP packets incomn ng
fromthe RTP receivers to the Distribution Source, in which case the
Di stribution Source will have all the necessary information avail able
to performall the functions described above.

The Feedback Target(s) MAY al so perform aggregation of incom ng RTCP
packets and send only aggregated information to the Distribution
Source. In this case, the Feedback Target(s) MJST use correctly
formed RTCP packets to conmunicate with the Distribution Source and
they MJUST operate in concert with the Distribution Source so that the
Di stribution Source and the Feedback Target(s) appear to be operating
as a single entity. The Feedback Target(s) MJST report their
observed receiver group size to the Distribution Source, either
explicitly by neans of RSI packets or inplicitly by forwarding all RR
packets.

Note: For exanple, for detailed statistics reporting, the

Di stribution Source and the Feedback Target(s) may need to agree

on a conmmon reporting granularity so that the Distribution Source
can aggregate the buckets incom ng fromvarious Feedback Targets

into a coherent report sent to the receivers.

The joint behavior of the Distribution Source and Feedback Target(s)
MUST be reflected in the (SDP-based) nedi a session description as per
Section 7.2.2.

I f the Feedback Target performs sunmmarization functions, it MJST al so
act as a receiver and choose a unique SSRC for its own reporting
towards the Distribution Source. The collision-resolution

consi derations for receivers apply.

7.4. Recei ver Behavi or

An RTP receiver MIST process RSl packets and adapt session
paraneters, such as the RTCP bandwi dth, based on the information
received. The receiver no longer has a global view of the session
and will therefore be unable to receive information fromindividua
receivers aside fromitself. However, the information conveyed by
the Distribution Source can be extrenely detailed, providing the
receiver with an accurate view of the session quality overall

wi t hout the processing overhead associated with listening to and
anal yzing all Receiver Reports.
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The RTP receiver MJST process the report blocks contained in any RTP
SR and RR packets to conplete its view of the RTP session.

The SSRC collision |ist MIST be checked agai nst the SSRC sel ected by
the receiver to ensure there are no collisions as MIST be incom ng
RTP packets fromthe Media Senders. A receiver observing RTP packets
froma Media Sender with an SSRC that collides with its own chosen
SSRC MUST change its own SSRC follow ng the procedures of [1]. The
recei ver MJUST do so inmmedi ately after noticing and before sendi ng any
(further) RTCP feedback nessages.

A Group and Average Packet Size sub-report block is nost likely to be
appended to the RSI header (either a Goup Size sub-report or an RTCP
Bandw dt h sub-report MJST be included). The group size n allows a
receiver to calculate its share of the RTCP bandwidth, r. Gven R
the total available RTCP bandw dth share for receivers (in the SSM
RTP session) r = R/(n). For the group size calculation, the RTP
recei ver MJUST NOT include the Distribution Source, i.e., the only RTP
recei ver sending RSI packets.

The receiver RTCP bandwidth field MAY override this value. |If the
recei ver RTCP bandwidth field is present, the receiver MJST use this
value as its own RTCP reporting bandwi dth r

If the RTCP bandwidth field was used by the Distribution Source in an
RTCP session but this field was not included in the last five RTCP
RSl reports, the receiver MJST revert to calculating its bandw dth
share based upon the group size information

If the receiver has not received any RTCP RSI packets fromthe
Distribution Source for a period of five tines the sender reporting
interval, it MJST cease transnmitting RTCP Receiver Reports until the
next RTCP RSl packet is received.

The receiver can use the sunmarized data as desired. This data is
nost useful in providing the receiver with a nore global view of the
conditions experienced by other receivers and enables the client to
place itself within the distribution and establish the extent to
which its reported conditions correspond to the group reports as a
whol e.  Appendi x B provides further information and exanpl es of data
processing at the receiver

The recei ver SHOULD assune that any sub-report blocks in the sane
packet correspond to the same data set received by the Distribution
Source during the last reporting tine interval. This applies to
packets with multiple blocks, where each bl ock conveys a different
range of val ues.
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A receiver MUST NOT rely on all of the RTCP packets it sends reaching
the Media Senders or any other receiver. Wile RR statistics will be
aggr egat ed, BYE packets will be processed, and SSRC col lisions will
usual Iy be announced, processing and/or forwarding of further RTCP
packets is up to the discretion of the Distribution Source and w ||
be perforned as specified in the session description.

If a receiver has out-of-band information avail able about the Media
Sender SSRC(s) used in the nedia session, it MJST NOT use the sane
SSRC for itself. The receiver MIST be aware that such out-of - band
informati on may be outdated (i.e., that the sender SSRC(s) may have
changed) and MJST follow t he above col lision-resolution procedure if
necessary.

A receiver MAY use such Media Sender SSRC information when avail abl e
but MJUST beware of potential changes to the SSRC (which can only be
| earned from Sender Report (SR) packets).

7.5. Media Sender Behavi or

Medi a Senders listen on a unicast or nulticast transport address for
RTCP reports sent by the receivers (and forwarded by the Distribution
Source) or other Media Senders (optionally forwarded by the

Di stribution Source).

Unlike in the case of the sinple forwarding nodel, Media Senders MJST
be able to process RSI packets fromthe Distribution Source to
determ ne the group size and their own RTCP bandw dth share. Media
Senders MJST al so be capable of determning the group size (and their
correspondi ng RTCP bandwi dth share) fromlistening to (forwarded)
RTCP RR and SR packets (as nmandated in [1]).

As long as they send RTP packets, they MJST al so send RTCP SRs, as
defined in [1].

A Medi a Sender that observes an SSRC collision with another entity
that is not also a Media Sender MAY delay its own colli sion-

resol ution actions, as per [1], by 5* 1.5 * Td, with Td being the
deterministic calculated reporting interval, for receivers to see
whet her the conflict still exists. SSRC collisions with other Mdia
Senders MJST be acted upon inmedi ately.

Note: This gives precedence to Media Senders and places the burden
of collision resolution on RTP receivers.

Sender SSRC i nformati on MAY be conmuni cat ed out - of -band, e.g., by

means of SDP medi a descriptions. Therefore, senders SHOULD NOT
change their own SSRC eagerly or unnecessarily.
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8.

8.

8.

1

2.

M xer/ Transl at or | ssues

The original RTP specification allows a session to use mixers and
translators to hel p connect heterogeneous networks into one session
There are a nunber of issues, however, which are raised by the

uni cast feedback nodel proposed in this docunent. The term’ m xer’
refers to devices that provide data stream nul tipl exi ng where
nmul ti ple sources are conbined into one stream Conversely, a
transl ator does not multiplex streans but sinply acts as a bridge
bet ween two distribution nechanisns, e.g., a unicast-to-nulticast
network translator. Since the issues raised by this docunent apply
equally to either a nmixer or translator, the latter are referred to
fromthis point onwards as nixer-transl ator devices.

A mixer-translator between distribution networks in a session nust
ensure that all menmbers in the session receive all the rel evant
traffic to enable the usual operation by the clients. A typical use
may be to connect an older inplenentation of an RTP client with an
SSM di stribution network, where the client is not capable of

uni casting feedback to the source. In this instance, the m xer-
translator nust join the session on behalf of the client and send and
receive traffic fromthe session to the client. Certain hybrid
scenari os may have different requirenments.

Use of a M xer-Transl at or

The m xer-translator MJST adhere to the SDP description [5] for the
si ngl e-source session (Section 11) and use the feedback nechani sm

i ndicated. Inplenenters of receivers SHOULD be aware that when a

m xer-translator is present in the session, nore than one Medi a
Sender nay be active, since the mixer-translator nay be forwarding
traffic to the SSMreceivers either fromnultiple unicast sources or
froman ASM session. Receivers SHOULD still forward uni cast RTCP
reports in the usual manner to their assigned Feedback

Target/Di stribution Source, which in this case -- by assunption --
woul d be the mixer-translator itself. It is RECOMWENDED that the

si mpl e packet-reflection nechani sm be used under these circunstances,
since attenpting to coordinate RSI + sunmari zation reporting between
nore than one source may be conplicated unl ess the m xer-transl ator

i s capabl e of summari zation

Encryption and Authentication |ssues

Encryption and security issues are discussed in detail in Section 11.
A m xer-translator MJUST be able to foll ow the sane security policy as
the client in order to unicast RTCP feedback to the source, and it
therefore MUST be able to apply the same authentication and/or
encryption policy required for the session. Transparent bridging and
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subsequent uni cast feedback to the source, where the m xer-transl ator
is not acting as the Distribution Source, is only allowed if the

m xer-transl ator can conduct the same source authentication as
required by the receivers. A translator MAY forward uni cast packets
on behalf of a client but SHOULD NOT translate between nulticast-to-
uni cast flows towards the source wi thout authenticating the source of
t he feedback address information.

9. Transnission Interval Calcul ation

The Control Traffic Bandwidth referred to in [1] is an arbitrary
anount that is intended to be supplied by a session-nmanagenent
application (e.g., SDR [21]) or decided based upon the bandwi dth of a
singl e sender in a session

The RTCP transmi ssion interval calculation either renains the sane as
in the original RTP specification [1] or uses the algorithmin [10]
when bandwi dth nodi fiers have been specified for the session

9.1. Receiver RTCP Transni ssion

If the Distribution Source is operating in Sinple Feedback Mbdel
(which may be indicated in the correspondi ng session description for
the medi a session but which the receiver also notices fromthe
absence of RTCP RSI packets), a receiver MJST cal cul ate the nunber of
other nenbers in a session based upon its own SSRC count, derived
fromthe forwarded Sender and Receiver Reports it receives. The
recei ver MJST cal cul ate the average RTCP packet size fromall the
RTCP packets it receives.

If the Distribution Source is operating in Distribution Source
Feedback Summary Moddel, the receiver MJST use either the group size
field and the average RTCP packet size field or the Receiver

Bandwi dth field fromthe respective sub-report bl ocks appended to the
RSI packet.

A receiver uses these values as input to the calculation of the
deterministic calculated interval as per [1] and [10].

9. 2. Di stribution Source RTCP Transmni ssi on

If operating in Sinple Feedback Model, the Distribution Source MJST
calculate the transmission interval for its Receiver Reports and
associ at ed RTCP packets, based upon the above control traffic
bandwi dt h, and MJUST count itself as RTP receiver. Receiver Reports
will be forwarded as they arrive without further consideration. The
Di stribution Source MAY choose to validate that all or selected
recei vers roughly adhere to the cal cul ated bandw dth constraints and
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MAY choose to drop excess packets for receivers that do not. [In al
cases, the average RTCP packet size is deternined fromthe forwarded
Medi a Senders’ and receivers’ RTCP packets and fromthose origi nated
by the Distribution Source.

If operating in Distribution Source Feedback Summary Model, the

Di stribution Source does not share the forward RTCP bandwi dth with
any of the receivers. Therefore, the Distribution Source SHOULD use
the full RTCP bandwi dth for its Receiver Reports and associ ated RTCP
packets, as well as RTCP RSI packets. 1In this case, the average RTCP
packet size is only determ ned fromthe RTCP packets origi nated by
the Distribution Source.

The Distribution Source uses these values as input to the calcul ation
of the deternministic calculated interval as per [1] and [10].

9. 3. Medi a Senders RTCP Transmi ssi on

In Sinple Feedback Model, the Media Senders obtain all RTCP SRs and
RRs as they would in an ASM sessi on, except that the packets are
forwarded by the Distribution Source. They MJST performtheir RTCP
group size estimate and cal cul ation of the determ nistic transm ssion
interval as per [1] and [10].

In Distribution Source Feedback Sunmary Model, the Medi a Senders
obtain all RTCP SRs as they would in an ASM session. They receive
either RTCP RR reports as in ASM (in case these packets are forwarded
by the Distribution Source) or RSI packets containing summaries. In
the former case, they MJST performtheir RTCP group size estimate and
calculation of the determnistic transnission interval as per [1] and
[10]. In the latter case, they MJST conbine the infornmation obtained
fromthe Sender Reports and the RSI packets to create a conplete view
of the group size and the average RTCP packet size and performthe
calculation of the deterministic transmission interval, as per [1]
and [10], based upon these input val ues.

9.4. (Operation in Conjunction with AVPF and SAVPF

If the RTP session is an AVPF session [15] or an SAVPF session [ 28]
(as opposed to a regular AVP [6] session), the receivers MAY nodify
their RTCP report scheduling, as defined in [15]. Use of AVPF or
SAVPF does not affect the Distribution Source’s RTCP transm ssion or
forwardi ng behavi or.

It is RECOWENDED that a Distribution Source and possi bl e separate
Feedback Target(s) be configured to forward AVPF/ SAVPF-specific RTCP
packets in order to not counteract the danping mechanismbuilt into
AVPF; optionally, they MAY aggregate the feedback information from
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10.

10.

the receivers as per Section 7.2.2. |If only generic feedback packets
that are understood by the Distribution Source and that can easily be
aggregated are in use, the Distribution MAY conbi ne several inconing
RTCP feedback packets and forward the aggregate along with its next
RTCP RR/ RSI packet. In any case, the Distribution Source and
Feedback Target(s) SHOULD m ninize the extra del ay when forwarding
feedback i nfornmation, but the Distribution Source MJIST stay within
its RTCP bandw dt h constraints.

In the event that specific APP packets wi thout a format and

summari zati on nechani sm under st ood by the Feedback Target(s) and/or

the Distribution Source are to be used, it is RECOWENDED t hat such

packets are forwarded with mininal delay. Oherw se, the capability
of the receiver to send tinely feedback nessages is likely to be

af f ect ed.

SDP Ext ensi ons

The Session Description Protocol (SDP) [5] is used as a neans to
descri be nedia sessions in terns of their transport addresses,
codecs, and other attributes. Signaling that RTCP feedback wll be
provi ded via unicast, as specified in this docunment, requires another
session paraneter in the session description. Simlarly, other SSM
RTCP feedback paraneters need to be provided, such as the

sunmmari zati on nodel at the sender and the target unicast address to
which to send feedback information. This section defines the SDP
paraneters that are needed by the proposed mechanisnms in this
docunent (and that have been registered with | ANA).

1. SSM RTCP Session ldentification

A new session-level attribute MIUST be used to indicate the use of
uni cast instead of nulticast feedback: "rtcp-unicast".

This attribute uses one paraneter to specify the nodel of operation
An optional set of paraneters specifies the behavior for RTCP packet
types (and subtypes).

rtcp-unicast:reflection
This attribute MIST be used to indicate the "Sinple Feedback”

nodel of operation where packet reflection is used by the
Distribution Source (w thout further processing).

at, et al. St andards Track [ Page 39]



RFC 5760 RTCP wi th Uni cast Feedback February 2010

rtcp-unicast:rsi *(SP <processing>: <rtcp-type>])

This attribute MUST be used to indicate the "Distribution Source
Feedback Summary" nodel of operation. In this nodel, a list or
paraneters nmay be used to explicitly specify how RTCP packets
originated by receivers are handled. Options for processing a
gi ven RTCP packet type are:

aggr: The Distribution Source has nmeans for aggregating the
contents of the RTCP packets and will do so.

forward: The Distribution Source will forward the RTCP packet
unchanged.

term The Distribution Source will terninate the RTCP packet.

The default rules applying if no paraneters are specified are as
fol | ows:

RR and SDES packets MJUST be aggregated and MJST lead to RS
packets being generated. All other RTP packets MJST be term nated
at the Distribution Source (or Feedback Target(s)).

The SDP description needs only to specify deviations fromthe
default rules. Aggregation of RR packets and forwardi ng of SR
packets MJST NOT be changed.

The token for the new SDP attribute is "rtcp-unicast" and the formal
SDP ABNF syntax for the new attribute value is as foll ows:

att-value = "reflection"
/[ "rsi"™ *(SP rsi-rule)
rsi-rule = processing ":" rtcp-type

processi ng "aggr" /[ "forward" / "terni / token ;keep it extensible

rtcp-type 3*3DA T ;the RTCP type (192, 193, 202--209)

10. 2. SSM Source Specification

In a Source-Specific Milticast RTCP session, the address of the

Di stribution Source needs to be indicated both for source-specific
joins to the multicast group and for addressing uni cast RTCP packets
on the backchannel fromreceivers to the Distribution Source.
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11.

This is achieved by follow ng the proposal for SDP source filters
docunented in [4]. According to the specification, only the
i ncl usi on nodel ("a=source-filter:incl") MJST be used for SSM RTCP

There SHOULD be exactly one "a=source-filter:incl"” attribute listing
the address of the Distribution Source. The RTCP port MJST be
derived fromthe n= Iine of the nedia description

An al ternative Feedback Target Address and port MAY be supplied using
the SDP RTCP attribute [7], e.g., a=rtcp:<port> IN P4 192.0. 2. 1.
This attribute only defines the transport address of the Feedback
Target and does not affect the SSM group specification for nmedia
stream reception.

Two "source-filter" attributes MAY be present to indicate an |IPv4 and
an | Pv6 representation of the same Distribution Source

3. RTP Source ldentification

The SSRC i nformation for the Media Sender(s) MAY be communi cat ed
explicitly out of band (i.e., outside the RTP session). One option
for doing so is the Session Description Protocol (SDP) [5]. |If such
an indication is desired, the "ssrc" attribute [12] MJST be used for
this purpose. As per [12], the "cnanme" Source Attribute MJST be
present. Further Source Attributes MAY be specified as needed.

If used in an SDP session description of an RTCP-SSM session, the
ssrc MJST contain the SSRC i ntended to be used by the respective
Medi a Sender and the cnanme MJST equal the CNAME for the Media Sender.
If present, the role SHOULD i ndicate the function of the RTP entity
identified by this line; presently, only the "nedia-sender"” role is
defi ned.

Exanpl e:
a=ssrc: 314159 cnane:i ptv-sender @xanpl e. com

In the above exanple, the Media Sender is identified to use the SSRC
identifier 314159 and the CNAME i ptv-sender @xanpl e. com

Security Considerations

The | evel of security provided by the current RTP/ RTCP nodel MJST NOT
be di m ni shed by the introduction of unicast feedback to the source.
This section identifies the security weaknesses introduced by the

f eedback nmechani sm potential threats, and | evel of protection that
MUST be adopted. Any suggestions on increasing the |evel of security
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provi ded to RTP sessions above the current standard are RECOMVENDED
but OPTIONAL. The final section outlines some security franmeworks
that are suitable to conformto this specification

1. Assunptions

RTP/ RTCP is a protocol that carries real-tinme multinedia traffic, and
therefore a main requirenent is for any security framework to

mai ntain as | ow overhead as possible. This includes the overhead of
different applications and types of cryptographic operations as wel
as the overhead to deploy or to create security infrastructure for

| ar ge groups.

Al t hough the distribution of session paraneters (typically encoded as
SDP obj ects) through the Session Announcenent Protocol (SAP) [22],
email, or the web is beyond the scope of this docunment, it is
RECOMVENDED t hat the distribution nethod enpl oys adequate security
nmeasures to ensure the integrity and authenticity of the infornmation
Sui tabl e sol utions that nmeet the security requirenents outlined here
are included at the end of this section.

In practice, the multicast and group distribution nmechanism e.g.

the SSMrouting tree, is not inmmune to source |P address spoofing or
traffic snoopi ng; however, such concerns are not discussed here. In
all the follow ng discussions, security weaknesses are addressed from
the transport |evel or above.

2. Security Threats

Attacks on nedia distribution and the feedback architecture proposed
in this docunent may take a variety of fornms. A detailed outline of
the types of attacks foll ows:

a) Denial of Service (DoS)

DoS is a major area of concern. Due to the nature of the

communi cati on architecture, a DoS can be generated in a nunber of
ways by using the unicast feedback channel to the attacker’s
advant age.

b) Packet Forgery

Anot her potential area for attack is packet forgery. In
particular, it is essential to protect the integrity of certain
i nfluential packets since conpromise could directly affect the
transm ssion characteristics of the whole group
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c) Session Replay

The potential for session recording and subsequent replay is an
additional concern. An attacker may not actually need to
under st and packet content but sinply have the ability to record
the data streamand, at a later tine, replay it to any receivers
that are |istening.

d) Eavesdropping on a Session

The consequences of an attacker eavesdropping on a session already
constitutes a security weakness; in addition, eavesdropping ni ght
facilitate other types of attacks and is therefore considered a
potential threat. For exanple, an attacker night be able to use

t he eavesdropped information to performan intelligent DoS attack

11.3. Architectural Contexts

To better understand the requirenents of the solution, the threats
outlined above are addressed for each of the three conmuni cation
cont ext s:

a) Source-to-Receiver Comunication

The downstream communi cation channel, fromthe source to the
receivers, is critical to protect since it controls the behavior
of the group; it conveys the bandwi dth allocation for each
receiver, and hence the rate at which the RTCP traffic is unicast,
directly back to the source. All traffic that is distributed over
t he downstream channel is generated by a single source. Both the
RTP data stream and the RTCP control data fromthe source are
included in this context, with the RTCP data generated by the
source being indirectly influenced by the group feedback

The downstream channel is vulnerable to the four types of attack
outlined above. The denial of service attack is possible but |ess
of a concern than the other types. The worst case effect of DoS
woul d be the transm ssion of |arge volunmes of traffic over the

di stribution channel, with the potential to reach every receiver
but only on a one-to-one basis. Consequently, this threat is no

nmore pronounced than the current nulticast ASM nodel. The rea
danger of denial of service attacks in this context cones
indirectly via conprom se of the source RTCP traffic. |If

receivers are provided with an incorrect group size estimte or
bandwi dth all owance, the return traffic to the source nay create a
distributed DoS effect on the source. Simlarly, an incorrect
feedback address -- whether as a result of a malicious attack or
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by nmistake, e.g., an I P address configuration error (e.g., typing)
-- could directly create a denial of service attack on another
host .

An additional concern relating to Denial of service attacks would
conme indirectly through the generation of fake BYE packets,
causing the source to adjust the advertised group size. A
Distribution Source MJST follow the correct rules for tinming out
menbers in a session prior to reporting a change in the group
size, which allows the authentic SSRC sufficient tine to continue
to report and, consequently, cancel the fake BYE report.

The danger of packet forgery in the worst case may be to
maliciously instigate a denial of service attack, e.g., if an
attacker were capabl e of spoofing the source address and injecting
i ncorrect packets into the data streamor intercepting the source
RTCP traffic and nodi fying the fields.

The replay of a session would have the effect of recreating the
recei ver feedback to the source address at a tine when the source
is not expecting additional traffic froma potentially Iarge
group. The consequence of this type of attack may be |ess
effective on its own, but in conmbination with other attacks m ght
be seri ous.

Eavesdr oppi ng on the session would provide an attacker with

i nformati on on the characteristics of the source-to-receiver
traffic, such as the frequency of RTCP traffic. |If RTCP traffic
is unencrypted, this mght also provide val uable information on
characteristics such as group size, Media Source SSRC(s), and
transm ssion characteristics of the receivers back to the source.

b) Receiver-to-Distribution-Source Comunication

The second context is the return traffic fromthe group to the
Distribution Source. This traffic should only consist of RTCP
packets and shoul d i ncl ude Receiver Reports, SDES infornmation, BYE
reports, extended reports (XR), feedback nessages (RTPFB, PSFB)
and possibly application-specific packets. The effects of
conprom se on a single or subset of receivers are not likely to
have as great an inpact as in context (a); however, nmuch of the
responsibility for detecting conprom se of the source data stream
relies on the receivers

The effects of conpronise of critical Distribution Source contro

i nformati on can be seriously anplified in the present context. A
| arge group of receivers may unwittingly generate a distributed
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DoS attack on the Distribution Source in the event that the
integrity of the source RTCP channel has been conpronised and the
conprom se is not detected by the individual receivers

An attacker capable of instigating a packet forgery attack could
introduce false RTCP traffic and create fake SSRC identifiers.
Such attacks night slow down the overall control channel data rate
since an incorrect perception of the group size may be created.
Simlarly, the creation of fake BYE reports by an attacker woul d
cause some group size instability, but should not be effective as
long as the correct timeout rules are applied by the source in
renovi ng SSRC entries fromits database.

A replay attack on receiver return data to the source woul d have
the sane inplications as the generation of false SSRC identifiers
and RTCP traffic to the source. Therefore, ensuring authenticity
and freshness of the data source is inportant.

Eavesdropping in this context potentially provides an attacker
with a great deal of potentially personal information about a

| arge group of receivers available from SDES packets. It would
al so provide an attacker with information on group traffic-
generation characteristics and paraneters for cal cul ating

i ndi vi dual receiver bandw dth al |l owances.

c) Receiver-to- Feedback- Target Conmuni cati on

The third context is the return traffic fromthe group to the
Feedback Target. It suffers fromthe same threats as the

recei ver-to-source context, with the difference being that now a
| arge group of receivers may unwittingly generate a distributed
DoS (DDos) attack on the Feedback Target, where it is inpossible
to discern if the DDoS is deliberate or due nerely to a

m sconfi guration of the Feedback Target Address. Wile deliberate
attacks can be mtigated by properly authenticating nmessages that
conmuni cate t he Feedback Target Address (i.e., the SDP session
description and the Feedback Target Address sub-report bl ock
carried in RTCP), a mnisconfigured address will originate from an
aut henti cated source and hence cannot be prevented using security
mechani sns.

Furt hernmore, the Feedback Target is unable to communicate its
predi canent with either the Distribution Source or the session
receivers. Fromthe feedback packets received, the Feedback
Target cannot tell either which SSM rmulticast group the feedback
bel ongs to or the Distribution Source, making further analysis and
suppression difficult. The Feedback Target may not even support
RTCP or listen on the port nunber in question
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Not e that because the DDoS occurs inside of the RTCP session and
because the unicast receivers adhere to transm ssion interva
calculations ([1], [10]), the bandwi dth m sdirected toward the
Feedback Target in the m sconfigured case will be linited to a
percentage of the session bandwidth, i.e., the Control Traffic
Bandwi dt h est abli shed for the session.

11. 4. Requirenments in Each Context

To address these threats, this section presents the security
requi renents for each context.

a) The nmain threat in the source-to-receiver context concerns denia
of service attacks through possible packet forgery. The forgery
may take the form of interception and nodification of packets from
the source, or it may sinply inject fal se packets into the
di stribution channel. To conbat these attacks, data integrity and
source authenticity MIUST be applied to source traffic. Since the
consequences of eavesdropping do not affect the operation of the
protocol, confidentiality is not a requirement in this context.
However, without confidentiality, access to personal and group
characteristics information woul d be unrestricted to an externa
listener. Therefore, confidentiality i s RECOMVENDED.

b) The threats in the receiver-to-source context concern the same
ki nds of attacks, but are considered | ess inportant than the
downstreamtraffic conpromise. Al the security weaknesses are
al so applicable to the current RTP/RTCP security nodel, and
therefore only reconmendati ons towards protection from conproni se
are nade. Data integrity is RECOMENDED to ensure that
i nterception and nodification of an individual receiver’'s RTCP
traffic can be detected. This would protect against the false
i nfluence of group control information and the potentially nore
serious conprom se of future services provided by the distribution
functionality. In order to ensure security, data integrity and
authenticity of receiver traffic is therefore al so RECOMVENDED.
Wth respect to data confidentiality, the sanme situation applies
as in the first context, and it is RECOMVENDED t hat precautions be
taken to protect the privacy of the data.

c) The threats to the receiver-to-feedback-target context are simlar
to those in the receiver-to-source context, and thus the
recomendations to protect against themare sinilar.

However, there are a couple situations with broader issues to
sol ve, which are beyond the scope of this docunent.
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1. An endpoint experiencing DDoS or the side effects of a
nm sconfigured RTCP session nay not even be a participant in the
session, i.e., may not be listening on the respective port
nunber and may even support RTCP, so it will be unable to react
within RTCP. Determning that there is a problemw ||l be up to
networ k adnmini strators and, possibly, anti-malware software
that can performcorrelati on across receiver nodes.

2. Wth misconfiguration, unfortunately the normally desirable
usage of SRTP and SRTCP becones undesirable. Because the
packet content is encrypted, neither the m sconfigured Feedback
Target nor the network adm nistrator have the ability to
determ ne the root cause of the traffic.

In the case where the nisconfigured Feedback Target happens to be
a node participating in the session or is an RTCP-enabl ed node,

t he Feedback Target Address bl ock provides a dynam c nechani sm for
the Distribution Source to signal an alternative unicast RTCP
feedback address to the receivers. As this type of packet MJST be
included in every RTCP packet originated by the Distribution
Source, all receivers would be able to obtain the corrected
Feedback Target information. |In this manner, receiver behavior
shoul d remain consistent even in the face of packet |oss or when
there are late-session arrivals. The only caveat is that the

m sconfi gured Feedback Target is largely uninvolved in the repair
of this situation and thus relies on others for the detection of

t he probl em

An additional security consideration, which is not a conponent of
this specification but which has a direct influence upon the genera
security, is the origin of the session-initiation data. This

i nvol ves the SDP paraneters that are conmmunicated to the menbers
prior to the start of the session via channels such as an HTTP
server, emnil, SAP, or other nmeans. It is beyond the scope of this
docunent to place any strict requirements on the externa

conmmuni cati on of such information; however, suitably secure SDP
communi cati on approaches are outlined in Section 11.7.

5. Discussion of Trust Mbdels

As identified in the previous sections, source authenticity is a
fundanmental requirenent of the protocol. However, it is inportant to
al so clarify the nodel of trust that would be acceptable to achieve
this requirement. There are two fundanental nodels that apply in
this instance:
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a) The shared-key nodel, where all authorized group nenbers share the
same key and can equally encrypt/decrypt the data. This nethod
assunes that an out-of-band nethod is applied to the distribution
of the shared group key, ensuring that every key-holder is
i ndividually authorized to receive the key and, in the event of
menber departures fromthe group, a re-keying exercise can occur.
The advantage of this nodel is that the costly processing
associ ated with one-way key-authentication techniques is avoi ded,
as well as the need to execute additional cipher operations with
alternative key sets on the sane data set, e.g., in the event that
data confidentiality is also applied. The disadvantage is that,
for very large groups where the receiver set becones effectively
untrusted, a shared key does not offer much protection

b) The public-key authenticati on nodel, using cryptosystens such as
RSA- based or PGP authentication, provides a nore secure mnethod of
source authentication at the expense of generating higher
processing overhead. This is typically not recomended for real -
tinme data streans but, in the case of RTCP reports, which are
distributed with a minimuminterval of 5 seconds, this nmay be a
viabl e option (the processing overhead nmight still be too great
for small, | ow powered devices and shoul d therefore be considered
with caution). Wherever possible, however, the use of public key
source authentication is preferable to the shared key nodel
identified above.

As concerns requirenents for protocol acceptability, either nodel is
acceptabl e although it is RECOWENDED that the nore secure public-
key- based options be applied wherever possible.

11.6. Recommended Security Sol utions

This section presents sone existing security nechanisns that are
RECOMVENDED to suitably address the requirenments outlined in Section
11.5. This is only intended as a guideline and it is acknow edged
that there are other solutions that would also be suitable to conply
with the specification.

11.6.1. Secure Distribution of SDP Paraneters

a) SAP, HTTPS, Email -- Initial distribution of the SDP paraneters
for the session SHOULD use a secure nmechani smsuch as the SAP
aut hentication franmework, which allows an authentication
certificate to be attached to the session announcenents. C her
met hods ni ght involve HTTPS or signed enail content froma trusted
source. However, sonme nore conmonly used techni ques for
di stributing session information and starting nedia streans are
the Real -Tine Streaning Protocol (RTSP) [25] and SIP [14].
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b)

RTSP -- RTSP provides a client- or server-initiated streamcontro
mechani smfor real-time nultinmedia streans. The session
paraneters are conveyed using SDP syntax and nmay adopt standard
HTTP aut henti cati on nmechani snms in conbination with suitable
network (e.g., IPsec)- or transport (e.g., Transport Layer
Security (TLS))-level security.

SIP -- Atypical use of SIP involving a unicast feedback
identifier mght be a client wishing to dynanmically join a nulti-
party call on a multicast address using unicast RTCP feedback

The client would be required to authenticate the SDP session
descriptor information returned by the SIP server. The
recomended nethod for this, as outlined in the SIP specification
[14], is to use an S/M ME nessage body containing the session
paraneters signed with an acceptable certificate.

For the purposes of this profile, it is acceptable to use any
sui tably secure authentication nmechani smthat establishes the
identity and integrity of the information provided to the client.

6.

a)

b)

c)

at,

2. Suitable Security Solutions for RTP Sessions with Unicast
Feedback

SRTP -- SRTP [3] is the recommended Audi o/ Vi deo Transport (AVT)
security framework for RTP sessions. It specifies the genera
packet formats and ci pher operations that are used and provides
the flexibility to select different stream ci phers based on
preference/requirenments. It can provide confidentiality of the
RTP and RTCP packets as well as protection against integrity
conpronmi se and replay attacks. It provides authentication of the
data stream using the shared-key trust nodel. Any suitable key-
di stribution mechani smcan be used in parallel to the SRTP
streans.

| PSEC -- A nore general group security profile that m ght be used
is the G oup Donain of Interpretation [23], which defines the
process of applying | PSec nechanisns to nulticast groups. This
requi res the use of the Encapsul ating Security Payload (ESP) in
tunnel node as the framework and it provides the capability to
aut henticate -- either using a shared key or individually through
public-key mechanisns. It should be noted that using |IPSec would
break the ’'transport-independent’ condition of RTP and woul d

t heref ore not be useable for anything other than | P-based
conmuni cati on.

TESLA - Tined Efficient Stream Loss-Tol erant Aut hentication

(TESLA) [24] is a schene that provides a nore flexible approach to
data aut hentication using tinme-based key di sclosure. The
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aut henti cati on uses one-way, pseudo-random key functi ons based on
key chain hashes that have a short period of authenticity based on
the key disclosure intervals fromthe source. As long as the
recei ver can ensure that the encrypted packet is received prior to
the key disclosure by the source, which requires |oose tine
synchroni zati on between source and receivers, it can prove the
authenticity of the packet. The schene does introduce a del ay
into the packet distribution/decryption phase due to the key

di scl osure del ay; however, the processing overhead is much | ower
than ot her standard public-key nmechani sms and therefore may be
nmore suited to small or energy-restricted devices.

6.3. Secure Key Distribution Mechani sns

a) MKEY -- Miultinmedia Internet KEYing (MKEY) [29] is the preferred
solution for SRTP sessions providing a shared group-key
di stribution mechani smand intra-session rekeying facilities. |If
a partly protected comunication channel exists, keys may al so be
conveyed using SDP as per [27].

b) GSAKMP -- The G oup Secure Association Key Managenent Protoco
(GSAKMP) is the general solution favored for Milticast Secure

group-key distribution. 1t is the recommended key distribution
solution for Group Donmain of Interpretation (GDA) [ RFC3547]
sessi ons.

7. Troubl eshooting M sconfiguration

As noted above, the security nechanisns in place will not help in
case an authorized source spreads properly authenticated and
integrity-protected yet incorrect infornation about the Feedback
Target. In this case, the accidentally communi cated Feedback Tar get
will receive RTCP packets froma potentially |large group of receivers
-- the RTCP rate fortunately limted by the RTCP tining rules.

Yet, the RTCP packets do not provide nmuch context information and, if
encrypted, do not provide any context, nmaking it difficult for the
entity running (the network with) the Feedback Target to debug and
correct this problem e.g., by tracking down and informing the origin
of the m sconfiguration

One suitabl e approach nay be to provide explicit context information

in RTCP packets that would all ow determi ning the source. Wile such

an RTCP packet could be defined in this specification, it would be of
no use when using SRTP/ SRTCP and encryption of RTCP reports.

Theref ore, and because the extensions in this docunent may not be the
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only case that may face such a problem it is desirable to find a
solution that is applicable to RTP at large. Such nechanisns are for
further study in the AVT WG

Backwar ds Conpatibility

The use of unicast feedback to the source should not present any
serious backwards conpatibility issues. The RTP data streans should
remai n unaffected, as should the RTCP packets fromthe Media

Sender (s) that continue to enable inter-stream synchronization in the
case of multiple streans. The unicast transm ssion of RTCP data to a
source that does not have the ability to redistribute the traffic
either by sinple reflection or through sumrmari es coul d have serious
security inplications, as outlined in Section 11, but woul d not
actually break the operation of RTP. For RTP-conpliant receivers
that do not understand the unicast nechani sns, the RTCP traffic may

still reach the group in the event that an ASM di stribution network
is used, in which case there nmay be sone duplication of traffic due
to the reflection channel, but this should be ignored. It is

antici pated, however, that typically the distribution network wll
not enable the receiver to nmulticast RTCP traffic, in which case the
data will be lost and the RTCP cal culations will not include those
receivers. It is RECOMVENDED that any session that may involve non-
uni cast-capabl e clients should al ways use the sinple packet-
reflection nmechanismto ensure that the packets received can be
understood by all clients.

| ANA Consi der ations

The followi ng contact information shall be used for all registrations
i ncl uded here:

Cont act : Joerg Ot
mail: jo@cmorg
tel: +358-9-470-22460

Based on the guidelines suggested in [2], a new RTCP packet fornat
has been registered with the RTCP Control Packet type (PT) Registry:

Nanme: RS

Long nane: Recei ver Summary | nformation
Val ue: 209

Ref erence: Thi s docunent.

Thi s docunent defines a substructure for RTCP RSI packets. A new
sub-registry has been set up for the sub-report block type (SRBT)
val ues for the RSI packet, with the follow ng registrations created
initially:
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Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref erence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

Nane:

Long nane:

Val ue:

Ref er ence

et al.
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| Pv4 Address

| Pv4 Feedback Target Address
0

Thi s docunent.

| Pv6 Address

| Pv6 Feedback Target Address
1

Thi s docunent.

DNS Nare

DNS Name i ndi cati ng Feedback Target Address
2

Thi s docunent.

Loss

Loss distribution
4

Thi s docunent.

Jitter

Jitter Distribution
5

Thi s docunent.

RTT

Round-trip tine distribution
6

Thi s docunent.

Cunul ative | oss

Cunul ative | oss distribution
7

Thi s docunent.

Col |'i si ons

SSRC Col lision |ist
8

Thi s docunent.

Stats

Ceneral statistics
10

Thi s docunent.
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In the registry for SDP paraneters, the attribute naned

Nane: RTCP BW

Long nane: RTCP Bandwi dt h indi cation

Val ue: 11

Ref er ence: Thi s docunent.

Nane: Goup Info

Long nane: RTCP G oup and Average Packet size
Val ue: 12

Ref er ence: Thi s docunent.

The value 3 shall be reserved as a further way of specifying a
Feedback Target Address. The value 3 MJUST only be allocated for a
use defined in an | ETF Standards Track docunent.

Further values may be registered on a first conme, first served
basis. For each new registration, it is nandatory that a

per manent, stable, and publicly accessible docunent exists that
specifies the semantics of the registered paraneter as well as the
syntax and senmantics of the associated sub-report block. The
general registration procedures of [5] apply.

rtcp-

uni cast” has been registered as foll ows:

SDP Attribute ("att-field"):

14.

14. 1.

Attribute Nane: rtcp-unicast
Long form RTCP Uni cast feedback address
Type of nane: att-field

Type of attribute: Media level only
Subj ect to charset: No

Pur pose: RFC 5760
Ref er ence: RFC 5760
Val ues: See this docunent.
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Appendi x A.  Exanpl es for Sender-Si de Configurations

Thi s appendi x describes a few comon setups, focusing on the
contribution side, i.e., the comunications between the Mdia
Sender(s) and the Distribution Source. In all cases, the sane
session description may be used for the distribution side as defined
in the main part of this docunment. This is because this
specification defines only the nmedia stream setup between the

Di stribution Source and the receivers.

A.1. One Media Sender ldentical to the Distribution Source
In the sinplest case, the Distribution Source is identical to the
Medi a Sender as depicted in Figure 3. Obviously, no further
configuration for the interaction between the Media Sender and the
Distribution Source is necessary.

Source-specific

e + Mul ti cast

| | R > R(1)
|[M DS | | |
[E 1 O +--+ |
ID SuUj| | | |
[ 1 TR| | +----------- > R(2) |
|A RC[->+---- : |
| =1E]| | +------ > R(n-1) | |
IS B | | | | | |
|[E U | +--+-->R(n) | | |
IN T | | | |
D1 <o L N
= © I I + | |
[R N | <rmmmmmmmm e oo - + |
| I +
e + Uni cast

Figure 3: Media Source == Distribution Source

A.2. One Media Sender

In a slightly nore conpl ex scenario, the Media Sender and the
Distribution Source are separate entities running on the sanme or

di fferent machines. Hence, the Media Sender needs to deliver the
medi a strean(s) to the Distribution Source. This can be done either
via unicasting the RTP stream via ASMnulticast, or via SSM In
this case, the Distribution Source is responsible for forwarding the
RTP packets conprising the nmedia stream and the RTCP Sender Reports
towards the receivers and conveying feedback fromthe receivers, as
well as fromitself, to the Media Sender.
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This scenario is depicted in Figure 4. The commruni cati on setup

bet ween the Media Sender and the Distribution Source nmay be
statically configured or SDP may be used in conjunction with some
signaling protocol to convey the session paranmeters. Note that it is
a local configuration matter of the Distribution Source how to

associ ate a session between the Media Sender and itself (the
Contribution session) with the correspondi ng sessi on between itself
and the receivers (the Distribution session).

Sour ce-specific

+----- + Mul ti cast
| | I > R(1)
| DS| | |
| I O +--+ |
| SUl | | |
R L + | TR R R > R(2) |
| Media |<---->] RC|->+----- : | |
| Sender | | 1 E| | +------ > R(n-1) | |
Hoomooo-- + | B | | | | | |
| U | +--+->R(n) | | |
| T | | | | |
| | | <--------- + | | |
| O [<---------mo--- + | |
| N IS + |
| I +
+----- + Uni cast
Contri bution Di stribution
Sessi on Sessi on
(uni cast or ASM (SsSM

Figure 4: One Media Sender Separate from Distribution Source
A.3. Three Media Senders, Unicast Contribution

Simlar considerations apply if three Media Senders transmt to an
SSM nul ticast group via the Distribution Source and individually send
their nedia stream RTP packets via unicast to the Distribution

Sour ce.

In this case, the responsibilities of the Distribution Source are a
superset to the previous case; the Distribution Source al so needs to
relay nedia traffic fromeach Media Sender to the receivers and to
forward (aggregated) feedback fromthe receivers to the Media
Senders. In addition, the Distribution Source relays RTCP packets
(SRs) from each Media Sender to the other two.
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A 4.

at

The configuration of the Media Senders is identical to the previous
case. It is just the Distribution Source that nust be aware that
there are nultiple senders and then performthe necessary rel aying.
The transport address for the RTP session at the Distribution Source
may be identical for all Media Senders (which nmay nmake correl ation
easier) or different addresses nmay be used.

This setup is depicted in Figure 5.

Sour ce-specific

+----- + Mul ti cast
R + | | I > R(1)
| Media |<---->] DS | | |
| Sender 1] | 1 O] +--+ |
oo + | sul | | |
| TR R R > R(2) |
oo + | RC|->+---- : .
| Media |<---->] | E| | A------ >R(n-1) | |
| Sender 2| | B | | | | | |
Fommmme o + | U |  +--+--> R(n) | | |
| T | | | | |
Hoomoo--- + | | | <--------- + | | |
| Media |<----> O |<-------mmmmnnn- + | |
| Sender 3| | N IS + |
Fommemm e + | I +

+----- + Uni cast

Contri bution Di stribution
Sessi on Sessi on
(uni cast) (SsSM

Figure 5: Three Media Senders, Unicast Contribution
Three Media Senders, ASM Contri bution G oup

In this final exanple, the individual unicast contribution sessions
bet ween the Media Senders and the Distribution Source are replaced by
a single ASM contribution group (i.e., a single combn RTP session).
Consequently, all Media Senders receive each other’s traffic by neans
of IP-layer nulticast and the Distribution Source no | onger needs to
performexplicit forwardi ng between the Media Senders. O course,
the Distribution Source still forwards feedback information received
fromthe receivers (optionally as summaries) to the ASM contri bution

gr oup.
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The ASM contribution group nay be statically configured or the
necessary informati on can be conmmuni cated using a standard SDP
session description for a nulticast session. Again, it is up to the
i npl enmentation of the Distribution Source to properly associate the
ASM contri bution session and the SSM di stri bution sessions.

Fi gure 6 shows this scenario.

Sour ce-specific

[\ +----- + Mul ti cast
R + | | | | R > R(1)
| Media |[<-> A| | DS| | |
| Sender 1] | S| | I O] +--+ |
Hoomooo-- + | M| | SUl | | |
| | | TR | +----------- > R(2) |
Hoomoo--- + | G| | RC[->+----- | |
| Mdia |<-> r [<-> | E| | +------ > R(n-1) | |
| Sender 2| | o] | B | | | | | |
Hoomooo-- + | u | U | +--+->R(n) | | |
| p | | T | | | | |
EEETEEE I R EEEEEREEE LS N B
| Media |<->| | | O |<-----emmmmmaa- + | |
| Sender 3| \_/ | N | <-mmmmmm e - - + |
Fom e oo - + | [<-mmmmm e +
+----- + Uni cast
Contri bution Di stribution
Sessi on Sessi on
(ASM (SSM

Figure 6: Three Media Senders in ASM G oup
Appendi x B. Distribution Report Processing at the Receiver
B.1. Algorithm
Exanpl e processing of Loss Distribution Val ues

X val ues represent the | oss percentage.
Y val ues represent the nunber of receivers.

Nunmber of x values is the NDB val ue

xrange = Max Distribution Value(MaDV) - Mn Distribution Val ue( vnDV)
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First data point = MiDV,first ydata

t hen

For each ydata => xdata += (MhDV + (xrange / NDB))
B. 2. Pseudo- Code

Packet Variables -> factor, NDB, MniDVL, MaDV
Code variabl es -> xrange, ydata[ NDB], X,y

Xrange = MaDV - MhDV
X = MDV

for(i=0; i<NDB; i++) {
y = (ydata[i] * factor);
/*QUTPUT x and y val ues*/
X += (xrange / NDB);

}

B.3. Application Uses and Scenari os

Providing a distribution function in a feedback nmessage has a nunber
of uses for different types of applications. Although this appendi x
enunerates potential uses for the distribution schene, it is
anticipated that future applications mght benefit fromit in ways
not addressed in this document. Due to the flexible nature of the
summari zation format, future extensions may easily be added. Sone of
the scenarios addressed in this section envisage potential uses
beyond a sinple SSM architecture, for exanple, single-source group

t opol ogi es where every receiver nay in fact also be capable of
becom ng the source. Another exanple may be nmultiple SSM topol ogi es,
whi ch, when conbi ned, nmake up a larger distribution tree.

A distribution of values is useful as input into any al gorithm
mul ti cast or otherwi se, that could be optimzed or tuned as a result
of having access to the feedback values for all group nenbers.
Following is a list of exanple areas that night benefit from

di stribution information:

- The parameterization of a multicast Forward Error Correction (FEC
algorithm Gven an accurate estimate of the distribution of
reported | osses, a source or other distribution agent that does not
have a gl obal view would be able to tune the degree of redundancy
built into the FEC stream The distribution might help to identify
whet her the majority of the group is experiencing high | evels of
| oss, or whether in fact the high | oss reports are only froma
smal | subset of the group. Simlarly, this data mght enable a
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receiver to nmake a nore i nformed deci sion about whether it should
| eave a group that includes a very high percentage of the worst-
case reporters.

- The organi zation of a nulticast data streaminto useful |ayers for
| ayered codi ng schenes. The distribution of packet |osses and
delay would help to identify what percentage of nenbers experience
various | oss and delay levels, and thus how the data stream
bandwi dth ni ght be partitioned to suit the group conditions. This
woul d require the same algorithmto be used by both senders and
receivers in order to derive the sanme results.

- The establishnment of a suitable feedback threshold. An application
m ght be interested to generate feedback val ues when above (or
bel ow) a particular threshold. However, determ ning an appropriate
threshold may be difficult when the range and distribution of
f eedback values is not known a priori. In a very |arge group
knowi ng the distribution of feedback values would all ow a
reasonabl e threshold value to be established, and in turn woul d
have the potential to prevent nessage inplosion if nmany group
nmenbers share the sane feedback value. A typical application mght
i nclude a sensor network that gauges tenperature or sone other
nat ural phenonmenon. Another exanple is a network of nobile devices
interested in tracking signal power to assist with hand-off to a
different distribution device when power becones too | ow.

- The tuning of Suppression algorithms. Having access to the
distribution of round-trip times, bandw dth, and network | oss woul d
al l ow optim zati on of wake-up tinmers and proper adjustnent of the
Suppression interval bounds. In addition, biased wake-up functions
could be created not only to favor the early response from nore
capabl e group nenbers but also to snooth out responses from
subsequent respondents and to avoid bursty response traffic.

- Leader election anong a group of processes based on the maxi num or
m ni rum of sonme attribute value. Know edge of the distribution of
val ues would allow a group of processes to select a | eader process
or processes to act on behalf of the group. Leader election can
pronote scal ability when group sizes becone extrenely | arge.

B.4. Distribution Sub-Report Creation at the Source
The foll owi ng exanpl e denponstrates two different ways to convey | oss
data using the generic format of a Loss sub-report bl ock (Section

7.1.4). The sane techniques could also be applied to representing
ot her distribution types.
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1) The first method attenpts to represent the data in as few bytes as
possi bl e.

2) The second nethod conveys all values wi thout providing any savi ngs
i n bandwi dt h.

Dat a Set
X val ues indicate | oss percentage reported; Y values indicate the
nunber of receivers reporting that |oss percentage.

X- 0| 1 2] 3 | 41 5 | 6 | 7 ] 81 9
Y - 1000/ 800 | 6 | 1800 | 2600 | 3120 | 2300 | 1100 | 200 | 103
- 10| 11| 12| 13| 14| 15| 16 | 17 | 18| 19
- 74| 21| 30| 65| 60| 80| 6| 7| 4| 5
- 20| 21 ] 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29

-2 | 10| 870 | 2300 | 1162 | 270 | 234 | 211 | 196 | 205

- 30 | 31 | 32 | 33| 34| 35| 36| 37| 38| 39
- 163 | 174 | 103 | 94 | 76 | 52| 68 | 79| 42 | 4

<X <X <X

Const ant val ue
Due to the size of the nultiplicative factor field being 4 bits, the
maxi mum nul tiplicative value is 15

The distribution type field of this packet would be value 1 since it
represents | oss data.

Exanpl e: 1st Met hod

Descri ption
The m ni mal met hod of conveying data, i.e., snmall anmount of bytes
used to convey the val ues.

Al gorithm
Attenpt to fit the data set into a snmall sub-report size, selected
I ength of 8 octets

Can we split the range (0 - 39) into 16 4-bit values? The | argest
bucket value would, in this case, be the bucket for X values 5 -
7.5, the sumof which is 5970. An M- value of 9 will generate a
mul tiplicative factor of 279, or 512 -- which, nultiplied by the
max bucket val ue, produces a maxi numreal val ue of 7680.
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The packet fields will

Header distribution Bl ock
Di stribution Type:

Nunber of Data Buckets:
Mul tiplicative Factor
Packet Length field:

M ni mum Dat a Val ue:
Maxi mum Dat a Val ue:

Dat a Bucket val ues:

Results, 4-bit buckets:
X-0-25] 2.5-5] 5
(Y - 1803 | 4403
Y - 4 | 9 |
X- 10 - 12.5 | 12.5 - 15
(Y - 110 | 140
Y - 0 | 0
X- 20 - 22.5| 22.5 - 25
(Y - 447 | 3897
Y - 1 | 8
X-30- 32.5| 32.5 - 35
(Y - 388.5 | 221.5
Y - 1 | 0

Exanpl e: 2nd Met hod
Descri ption

RTCP wi th Uni cast Feedback

contain the val ues:

1
16
9
5(5* 4 =>
0
39
(each val ue

- 7.5] 7.5 - 10

5970 | 853 ) ACTUAL
12 | 2

| 15 - 17.5 | 17.5 - 20

| 89.5 | 12. 5)

| 0 | 0

| 25 - 27.5 | 27.5 - 30

| 609.5 |  506.5)

| 1 1

| 35 - 37.5 | 37.5 - 40

|  159.5 | 85. 5)

| 0 | 0

February 2010

20 bytes)

is 16-bits)

ACTUAL

ACTUAL

ACTUAL

This denonstrates the nost accurate nmethod for representing the

data set.

Al gorithm

This method doesn’t attenpt to optinise any val ues.

Identify the highest value and sel ect buckets |arge enough to
no nultiplicative factor

convey the exact val ues,

The hi ghest value is 3120
boundary) to represent,

represent the entire distribution
data will
The multiplicative value wll

size; therefore, al

et al.

. €.

therefore it wll

This requires 12 bits (closest 2 bit
use 60 bytes to
This is within the nax packet

fit within one sub-report bl ock.

be 1.
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The packet fields will contain the val ues:

Header Distribution Bl ock

Di stribution Type: 1

Number of Data Buckets: 40

Mul tiplicative Factor: 0

Packet Length field: 18 (18 * 4 => 72 bytes)
M ni mum Loss Val ue: 0

Maxi mum Loss Val ue: 39

Bucket values are the sane as the initial data set.

Resul t

Sel ecting one of the three nethods outlined above ni ght be done by
a congestion paraneter or by user preference. The overhead

associ ated with processing the packets is likely to differ very
little between the techniques. The savings in bandwi dth are
apparent, however, using 20, 52, and 72 octets respectively.

These val ues would vary nore widely for a larger data set with

| ess correlation between results.

Acknowl edgenent s

The authors would like to thank Magnus Westerlund, Dave Oran, Tom
Taylor, and Colin Perkins for detailed reviews and val uabl e coments.

at,

et al. St andards Track [ Page 65]



RFC 5760 RTCP wi th Uni cast Feedback February 2010

Aut hors’ Addr esses

Joerg Ot

Aalto University

School of Science and Technol ogy

Department of Conmuni cations and Networ ki ng
PO Box 13000

FI N-00076 Aalto

EMail: jo@cmorg

Julian Chesterfield

Uni versity of Canbridge
Comput er Laboratory,

15 JJ Thonpson Avenue
Canbri dge

CB3 OFD

UK

EMai | : julianchesterfield@antab. net
Eve School er

Intel Research / CITL

M5 RNB6- 61

2200 M ssion Col |l ege Bl vd.

Santa O ara, CA, USA 95054-1537

EMai | : eve_school er@cm org

at, et al. St andards Track [ Page 66]



