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Abst r act

The energi ng and grow ng depl oynent of |IPv6 networks will introduce
cases where connectivity with I Pv4 networks crossing | Pv6 transit
backbones is desired. This docunent describes a mechani sm for
automati c di scovery and creation of |Pv4-over-1Pv6 tunnels via
extensions to nultiprotocol BGP. It is targeted at connecting

i sl ands of |Pv4 networks across an | Pv6-only backbone wi thout the
need for a manually configured overlay of tunnels. The nmechanisns
described in this docunent have been inpl enmented, tested, and

depl oyed on the large research I Pv6 network in China.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This is a contribution to the RFC Series, independently
of any other RFC stream The RFC Editor has chosen to publish this
docunment at its discretion and nakes no statenment about its value for
i mpl enentati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc5747

| ESG Not e

The mechani sms and techni ques described in this docunent are rel ated
to specifications devel oped by the I ETF softw re working group and
publ i shed as Standards Track docunents by the | ETF, but the

rel ati onship does not prevent publication of this docunent.
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I ntroduction

Due to the lack of |Pv4 address space, nore and nore | Pv6 networks
have been depl oyed not only on edge networks but al so on backbone
networ ks. However, there are still a |arge nunber of |egacy |IPv4
hosts and applications. As a result, |Pv6 networks and | Pv4

applications/hosts will have to coexist for a |ong period of tine.

The energing and grow ng depl oynment of |1Pv6 networks will introduce
cases where connectivity with I Pv4 networks is desired. Sone |IPv6
backbones will need to offer transit services to attached |Pv4 access
networks. The nethod to achieve this would be to encapsul ate and
then transport the | Pv4 payl oads inside |IPv6 tunnels spanning the
backbone. There are sone | Pv6/IPv4-related tunneling protocols and
nmechani sns defined in the literature. But at the time that the
mechani sm described in this docunment was introduced, nost of these
exi sting techni ques focused on the problemof |IPv6 over |Pv4, rather
than the case of I Pv4 over |Pv6. Encapsul ation nethods al one, such
as those defined in [ RFC2473], require nmanual configuration in order
to operate. When a |large nunber of tunnels are necessary, nanual
configuration can becone burdensonme. To the above problem this
docunent describes an approach, referred to as "4over6"

The 4over6 nechani sm concerns two aspects: the control plane and the
data plane. The control plane needs to address the problemof howto
set up an | Pv4-over-1Pv6 tunnel in an automatic and scal abl e fashion
between a | arge nunber of edge routers. This docunment describes
experinental extensions to Miultiprotocol Extension for BGP (MP-BGP)

[ RFC4271] [RFCA760] enployed to communi cate tunnel endpoint

i nformati on and establish 4over6 tunnel s between dual -stack Provider
Edge (PE) routers positioned at the edge of the | Pv6 backbone
network. Once the 4over6 tunnel is in place, the data plane focuses
on the packet forwardi ng processes of encapsul ation and
decapsul at i on.

4over 6 Framewor k Overvi ew

In the topol ogy shown in Figure 1, a nunber of IPv6-only P routers
conpose a native | Pv6 backbone. The PE routers are dual stack and
referred to as 4over6 PE routers. The |Pv6 backbone acts as a
transit core to transport |Pv4 packets across the | Pv6 backbone.
Thi s enabl es each of the | Pv4 access islands to conmunicate with one
anot her via 4over6 tunnels spanning the IPv6 transit core.
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Figure 1: IPv4 over | Pv6 Network Topol ogy
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As shown in Figure 1, there are nultiple dual-stack PE routers
connected to the IPv6 transit core. |In order for the ingress 4over6
PE router to forward an | Pv4 packet across the | Pv6 backbone to the
correct egress 4over6 PE router, the ingress 4over6 PE router nust

| earn which I Pv4 destination prefixes are reachabl e through each
egress 4over6 PE router. MP-BGP will be extended to distribute the
destination IPv4 prefix information between peering dual -stack PE
routers. Section 4 of this docunent presents the definition of the
4over6 protocol field in MP-BGP, and Section 5 describes MP-BGP s
ext ended behavi or in support of this capability.

After the ingress 4over6 PE router learns the correct egress 4over6
PE router via MP-BGP, it will forward the packet across the |Pv6
backbone using | P encapsul ation. The egress 4over6 PE router will
recei ve the encapsul ated packet, renove the | Pv6 header, and then
forward the original IPv4 packet to its final |Pv4 destination
Section 6 describes the procedure of packet forwarding.
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Prot ot ype | npl enentation

An inplenmentation of the 4over6 mechani sns described in this docunent
was devel oped, tested, and deployed on Linux wth kernel version 2.4.
The prototype systemis conposed of three conponents: packet
forwardi ng, the encapsul ation table, and MP-BGP extensions. The
packet forwardi ng and encapsul ation table are Linux kernel nodul es,
and the MP-BGP extension was devel oped by extending Zebra routing
sof t war e

The follow ng sections will discuss these parts in detail.
4over 6 Packet Forwardi ng

Forwardi ng an | Pv4 packet through the IPv6 transit core includes
three parts: encapsul ation of the incom ng | Pv4d packet with the |IPv6
tunnel header, transm ssion of the encapsul ated packet over the |IPv6
transit backbone, and decapsul ation of the I Pv6 header and forwarding
of the original |IPv4 packet. Native |IPv6 routing and forwardi ng are
enpl oyed in the backbone network since the P routers take the 4over6
tunnel ed packets as just native |Pv6 packets. Therefore, 4over6
packet forwarding involves only the encapsul ati on process and the
decapsul ati on process, both of which are performed on the 4over6 PE
routers.

Tunnel fromlngress PE to Egress PE

............................ >

Tunnel Tunnel

Ent r y- Poi nt Exi t - Poi nt

Node Node
+-+ | Pv4 +--+ | Pv6 Transit Core +--+ | Pv4 +-+
| S|-->--//-->-| PE| > /1 > | PE| -->--//-->--| D
+-+ +- -+ +- -+ +-+
Ori gi nal I ngress PE Egress PE Origi na
Packet (Encapsul ati on) (Decapsul ati on) Packet
Sour ce Desti nati on
Node Node

Fi gure 2: Packet Forwardi ng al ong 4over6 Tunne
As shown in Figure 2, packet encapsul ati on and decapsul ation are both

on the dual -stack 4over6 PE routers. Figure 3 shows the format of
packet encapsul ati on and decapsul ati on.
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e [f[----- +
| 1 Pv4 Header | Packet Payl oad

R []----- +
< Original | Pv4d Packet >

| (Encapsul ation on ingress PE)

%
< Tunnel |Pv6 Headers > < Oiginal |Pv4d Packet >
TS B L T Jpupup iy TS []---ceemee oo +
| | Pv6 | 1Pv6 | | Pv4 |
| | Extension | | Packet Payl oad
| Header | Headers | Header |
e 4+ = = = & & eeeeeeeaaaaa- e []--cmmemeaeaaas +
< Tunnel | Pv6 Packet >
|
| (Decapsul ati on on egress PE)
|
%
I I I []----- +
| 1 Pv4d Header | Packet Payl oad
e []----- +
< Original | Pv4 Packet >

Fi gure 3: Packet Encapsul ati on and Decapsul ati on on Dual - Stack 4over6
PE Router

The encapsul ation format to apply is | Pv4 encapsulated in | Pv6, as
outlined in [ RFC2473].

Encapsul ati on Tabl e

Each 4over6 PE router maintains an encapsul ation table as depicted in
Figure 4. Each entry in the encapsul ation table consists of an | Pv4
prefix and its corresponding | Pv6 address. The IPv4 prefix is a
particular network located in an | Pv4 access island network. The

| Pv6 address is the 4over6 virtual interface (VIF) address of the
4over6 PE router that the IPv4 prefix is reachable through. The
encapsul ation table is built and maintai ned using | ocal configuration
i nformati on and MP-BGP advertisenents received fromrenote 4over6 PE
routers.

The 4over6 VIF is an IPv6 /128 address that is locally configured on
each 4over6 router. This address, as an ordinary global |Pv6
address, nust also be injected into the IPv6 IGP so that it is
reachabl e across the |1 Pv6 backbone.

et al. Experi ment al [ Page 6]



RFC 5747 4over 6 March 2010

3. 3.

\N'Ii

| IPv4 Prefix | 1Pv6 Advertising Address Fanmily Border Router

Fi gure 4: Encapsul ation Tabl e

When an | Pv4 packet arrives at the ingress 4over6 PE router, a |ookup
in the local IPv4 routing table will result in a pointer to the loca
encapsul ation table entry with the matching destination |Pv4 prefix.
There is a corresponding | Pv6 address in the encapsul ation table.

The 1 Pv4 packet is encapsulated in an I Pv6 header. The source
address in the I Pv6 header is the IPv6 VIF address of the |oca
4over6 PE router and the destination address is the IPv6 VIF address
of the renote 4over6 PE router contained in the |ocal encapsul ation
table. The packet is then subjected to normal |Pv6 forwarding for
transport across the | Pv6 backbone.

When t he encapsul ated packet arrives at the egress 4over6 PE router
the 1 Pv6 header is renoved and the original |Pv4 packet is forwarded
to the destination | Pv4d network based on the outcone of the | ookup in
the 1Pv4 routing table contained in the egress 4over6 PE router

MP- BGP 4over 6 Protocol Extensions

Each 4over6 PE router possesses an |Pv4 interface connected to an

| Pv4 access network(s). It can peer with other | Pv4 routers using

| GP or BGP routing protocols to exchange |local |Pv4 routing
information. Routing information can also be installed on the 4over6
PE router using static configuration nethods.

Each 4over6 PE al so possesses at |east one |Pv6 interface to connect
it into the IPv6 transit backbone. The 4over6 PE typically uses |IGP
routing protocols to exchange | Pv6 backbone routing information with
other IPv6 P routers. The 4over6 PE router will also forman MP-iBGP
(I'nternal BGP) peering relationship with other 4over6 PE routers
connected to the | Pv6 backbone network.

The use of MP-iBGP suggests that the participating 4over6 PE routers
that share a route reflector or forma full mesh of TCP connections
are contained in the same aut ononous system (AS). This

i npl ementation is in fact only depl oyed over a single AS. This was
not an intentional design constraint but rather reflected the single
AS topol ogy of the CNA - CERNET2 (Chi na Next Ceneration Internet -

Chi na Education and Research Network) national |Pv6 backbone used in
the testing and depl oynent of this solution.
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1. Receiving Routing Information from Local CE

When a 4over6 PE router learns routing information fromthe |ocally
attached | Pv4 access networks, the 4over6 MP-iBGP entity shoul d
process the information as foll ows:

1. Install and nmaintain local IPv4 routing infornmation in the |Pv4
routi ng dat abase.

2. Install and maintain new entries in the encapsul ation table.
Each entry should consist of the IPv4 prefix and the | ocal |Pv6
VI F address.

3. Advertise the new contents of the |ocal encapsulation table in
the formof MP_REACH NLRI update information to renote 4over6 PE
routers. The format of these updates is as follows:

* ARl =1 (1Pv4)

*  SAFI

67 (4over6)
* NLRI = |Pv4 network prefix
*  Network Address of Next Hop = | Pv6 address of its 4over6 VIF

4. A new Subsequent Address Family ldentifier (SAFlI) BGP 4over6 (67)
has been assigned by I1ANA. W call a BGP update with a SAFl of
67 as 4over6 routing information

2. Receiving 4over6 Routing Infornmation froma Renote 4over6 PE

A local 4over6 PE router will receive MP_REACH NLRI updates from
renote 4over6 routers and use that information to popul ate the |oca
encapsul ati on table and the BGP routing database. After validating
the correctness of the received attribute, the foll owi ng procedures
are used to update the | ocal encapsul ation table and redistribute new
information to the local IPv4 routing table:

1. Validate the received BGP update packet as 4over6 routing
information by AFl = 1 (1Pv4) and SAFl = 67 (4over6).

2. Extract the I Pv4 network address fromthe NLRI field and i nstal
as the I Pv4 network prefix.

3. Extract the |IPv6 address fromthe Network Address of the Next Hop
field and place that as an associated entry next to the |IPv4d
network index. (Note, this describes the update of the |oca
encapsul ati on table.)
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4. Install and naintain a new entry in the encapsulation table with
the extracted I Pv4 prefix and its corresponding | Pv6 address.

5. Redistribute the new 4over6 routing information to the local |Pv4
routing table. Set the destination network prefix as the
extracted I Pv4 prefix, set the Next Hop as Null, and Set the
QUTPUT Interface as the 4over6 VIF on the |ocal 4over6 PE router

Theref ore, when an ingress 4over6 PE router receives an |Pv4 packet,
the I ookup in its IPv4 routing table will have a result of the output
interface as the |ocal 4over6 VIF, where the inconing |Pv4d packet
will be encapsulated with a new | Pv6 header, as indicated in the
encapsul ati on tabl e.

4. 4over6 Depl oynent Experience
4.1. CNG - CERNET2

A prototype of the 4over6 solution is inplenmented and depl oyed on
CNG - CERNET2. CNd - CERNET2 is one of the China Next Ceneration
Internet (CNA) backbones, operated by the China Education and
Research Network (CERNET). CNG -CERNET2 connects approxi mately 25
core nodes distributed in 20 cities in China at speeds of 2.5-10
Gb/s. The CNG - CERNET2 backbone is IPv6-only with sone attached
custoner prenise networks (CPNs) being dual stack. The CNGJ - CERNET2
backbone, attached CNG - CERNET2 CPNs, and CNG - 61 X Exchange all have
gl obal I y uni que AS nunmbers. This | Pv6 backbone is used to provide
transit | Pv4 services for custonmer |Pv4 networks connected via 4over6
PE routers to the backbone.

4.2. 4over6 Testbed on the CNG - CERNET2 | Pv6 Net wor k

Fi gure 5 shows 4over 6 depl oynment network topol ogy.
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Fi gure 5: 4over6 Depl oynent Network Topol ogy

The I Pv4-only access networks are equi pped with servers and clients
running different applications. The 4over6 PE routers are depl oyed
at 8 x I Pv6 nodes of CNG - CERNET2, |ocated in seven universities and
five cities across China. As suggested in Figure 5 sonme of the |IPv4
access networks are connected to both I Pv6 and | Pv4 networks, and
others are only connected to the I Pv6 backbone. |n the depl oynent,
users in different | Pv4 networks can conmuni cate with each ot her

t hrough 4over6 tunnels.

Depl oynment Experi ences

A nunber of 4over6 PE routers were depl oyed and configured to support
the 4over6 transit solution. MP-BGP peerings were established, and
successful distribution of 4over6 SAFI information occurred.

I nspection of the BGP routing and encapsul ati on tables confirmed that
the correct entries were sent and received. |ICM ping traffic

i ndi cated that | Pv4 packets were successfully transiting the | Pv6
backbone.

In addition, other application protocols were successfully tested per
the foll ow ng:
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0 HTTP. A client running Internet Explorer in one |Pv4 client
network was able to access and downl oad nultiple objects froman
HTTP server located in another |Pv4 client network.

o P2P. BitConet software running on several PCs placed in different
IPv4 client networks were able to find each other and share files.

O her protocols, including FTP, SSH, IM(e.g., MSN, CGoogle Talk), and
Mul timedia Streaming, all functioned correctly.

5. Ongoi ng Experi nment

Based on the above successful experinent, we are going to have
further experinents in the follow ng two aspects.

1. I nter-AS 4over6

The above experinent is only deployed over a single AS. Wth the
growt h of the network, there could be nultiple ASes between the
edge networks. Specifically, the Next Hop field in MP-BGP

i ndi cates the tunnel endpoint in the current 4over6 technol ogy.
However, in the Inter-AS scenario, the tunnel endpoint needs to be
separated fromthe field of Next Hop. Moreover, since the
technol ogy of 4over6 is deployed on the router running MP-BGP, the
supportability of 4over6 on each Autononous System Border Router
(ASBR) will be a main concern in the Inter-AS experiment. W nay
consider different situations: (1) Sonme ASBRs do not support
4over6; (2) ASBRs only support the 4over6 control plane (i.e., M-
BGP extension of 4over6) rather than 4over6 data plane; (3) ASBRs
support both the control plane and the data plane for 4over6.

2. Milticast 4over6

The current 4over6 technol ogy only supports unicast routing and
data forwarding. Wth the depl oynent of network-layer multicast
in nmultiple | Pv4 edge networks, we need to extend the 4over6
technol ogy to support nulticast including both nmulticast tree
mani pul ation on the control plane and nulticast traffic forwarding
on the data plane. Based on the current unicast 4over6 technol ogy
provi ding the unicast connectivity of edge networks over the
backbone in another address famly, the nulticast 4over6 wll
focus on the mappi ng technol ogi es between the nulticast groups in
the different address families.
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Rel ationship to Softwire Mesh Effort

The 4over6 solution was presented at the | ETF Softwi res Worki ng G oup
Interimneeting in Hong Kong in January 2006. The existence of this
| arge-scal e i npl enentation and depl oynent clearly showed that MP-BGP
could be enployed to support tunnel setup in a scal able fashion
across an | Pv6 backbone. Perhaps nost inportant was the use-case
presented -- an | Pv6 backbone that offers transit to attached client

| Pv4 net works.

The 4over6 solution can be viewed as a precursor to the Softwi re Mesh
Framewor k proposed in the softw re probl em statenment [ RFC4925].
However, there are several differences with this solution and the
effort that enmerged fromthe Softwires Working Group called "softwire
Mesh Franewor k" [ RFC5565] and the related sol utions [ RFC5512]

[ RFC5549] .

0 MP-BGP Extensions. 4over6 enploys a new SAFlI (BGP 4over6) to
convey client |Pv4 prefixes between 4over6 PE routers. Softwire
Mesh retains the original AFI-SAFl designations, but it uses a
nodi fied MP_REACH NLRI format to convey |Pv4 Network Layer
Reachability Information (NLRI) prefix information with an | Pv6
next _hop address [ RFC5549].

0 Encapsul ation. 4over6 assumes IP-in-1P or it is possible to
configure Generic Routing Encapsulation (GRE). Softw res uses
those two scenarios configured locally or for |IP headers that
require dynam c updating. As a result, the BGP encapsul ati on SAFI
is introduced in [ RFC5512].

0o Milticast. The basic 4over6 solution only inplenented unicast
communi cations. The multicast comunications are specified in the
Softwire Mesh Franework and are al so supported by the nulticast
ext ensi on of 4over6.

0 Use-Cases. The 4over6 solution in this docunent specifies the
4over 6 use-case, which is also pretty easy to extend for the use-
case of 6over4. The Softwire Mesh Franework supports both 4over6
and 6over4.

| ANA Consi derations

A new SAFI val ue (67) has been assigned by | ANA for the BGP 4over6
SAFI .
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Security Considerations

Tunnel i ng mechani sms, especially autonmatic ones, often have potenti al
probl ens of Distributed Denial of Service (DDoS) attacks on the
tunnel entry-point or tunnel exit-point. As the advantage, the BGP
4over 6 extension doesn’'t allocate resources to a single flow or
maintain the state for a flow However, since the IPv6 tunne
endpoints are globally reachable |IPv6 addresses, it would be trivia
to spoof |Pv4 packets by encapsul ati ng and sendi ng them over |1Pv6 to
the tunnel interface. This could bypass |IPv4 Reverse Path Forwarding
(RPF) or other antispoofing techniques. Also, any IPv4 filters may
be bypassed.

An i BGP peering relationship nmay be nmaintai ned over |Psec or other
secure communi cati ons

Concl usi on

The energi ng and grow ng depl oynment of |Pv6 networks, in particular

| Pv6 backbone networks, will introduce cases where connectivity with
| Pv4 networks is desired. Sone |Pv6 backbones will need to offer
transit services to attached | Pv4 access networks. The 4over6
solution outlined in this docunent supports such a capability through
an extension to MP-BGP to convey |IPv4 routing information along with
an associated | Pv6 address. Basic |IP encapsulation is used in the
data plane as | Pv4 packets are tunnel ed through the | Pv6 backbone.

An actual inplenmentation has been devel oped and depl oyed on the CNG -
CERNET2 | Pv6 backbone.
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