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Abst r act

RANCER is an architectural framework for scalable routing and
addressing in networks with global enterprise recursion. The term
"enterprise network"” within this context extends to a wide variety of
use cases and depl oynent scenarios, where an "enterprise" can be as
small as a Small Ofice, Hone Ofice (SOHO network, as dynanmic as a
Mobil e Ad Hoc Network, as conplex as a nulti-organizationa
corporation, or as large as the global Internet itself. Such
networks will require an architected solution for the coordination of
routi ng and addressing plans with accomodations for scalability,
provi der-i ndependence, nobility, nultihom ng, and security. These
considerations are particularly true for existing deploynents, but
the sane principles apply even for clean-slate approaches. The
RANGER archi tecture addresses these requirenents and provi des a
conpr ehensi ve franework for |1Pv6/1Pv4 coexistence.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunent at
its discretion and nakes no statenment about its value for

i mpl enentati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc5720
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1

I ntroduction

RANGER is an architectural framework for scal able routing and
addressing in networks with global enterprise recursion. The term
"enterprise network” within this context extends to a wide variety of
use cases and depl oynent scenarios, where an "enterprise" can be as
smal |l as a SOHO network, as dynamic as a Mobile Ad Hoc Network, as
complex as a multi-organizational corporation, or as large as the

gl obal Internet itself. Such networks will require an architected
solution for the coordination of routing and addressing plans wth
acconmodati ons for scalability, provider-independence, nobility,

mul ti hom ng, and security. These considerations are particularly
true for existing deploynents, but the sanme principles apply even for
cl ean-sl ate approaches. The RANGER architecture addresses these
requi renents and al so provi des a conprehensive framework for |Pv6/

| Pv4 coexi st ence [ COEXI ST].

RANGER provides a unifying architecture for enterprises that contain
one or nore distinct interior IP routing and addressi ng domai ns (or
"Routing LOCator (RLOC) space"), with each distinct RLOC space
cont ai ni ng one or nore organi zati onal groupings. Each RLOC space may
coordinate their own internal addressing plans independently of one
anot her, such that |imted-scope addresses (e.g., [RFC1918] private-
use | Pv4 addresses) may be reused with inpunity to provide unlinited
scaling through spatial reuse. Each RLOC space therefore appears as
an enterprise unto itself, where organizational partitioning of the
enterprise into one or nore "sub-enterprises" (or "sites") is also
possi bl e and beneficial in many scenarios. Wthout an architected
approach, routing and addressing within such a framework woul d be
fragmented due to address/prefix reuse between disjoint enterprises.
Wth RANGER, however, nultiple enterprises can be |linked together to
provide a multi-hop transit for nodes attached to enterprise edge

net wor ks that use Endpoint Interface iDentifier (EI D) addresses taken
froman I P addressing range that is distinct fromany RLOC space.

RANGER is recursive in that nmultiple enterprises can be joined
together in a nested "enterprise-wthin-enterprise" fashion, where
each enterprise also connects edge networks with nodes that configure
addresses taken from EI D space to support edge/core separation. In
this way, the sane RANGER principles that apply in | ower |evels of
recursion can extend upwards to parent enterprises and ultimately to
the core of the global Internet itself. Furthernore, it is also
worth considering whether today's global Internet represents a
limting condition for recursion -- in particular, whether other
internets could be mani fested as "parallel universes" and joi ned
together at still higher |evels of recursion
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The RANGER architecture is nanifested through conposite technol ogies,
including Virtual Enterprise Traversal (VET) [VET], the Subnetwork
Encapsul ati on and Adaptation Layer (SEAL) [SEAL], and the Intra-Site
Aut omat i ¢ Tunnel Addressing Protocol (1SATAP) [RFC5214]. O her
mechani sms such as | Psec [ RFC4301] are also in scope for use within
certain scenarios

Noting that conbinations with still other technol ogies are al so
possi bl e, the issues addressed either in full or in part by RANGER
i ncl ude:

0 scalable routing and addressing

0 provider-independent addressing and its relation to provider-
aggr egat ed addressing

o0 site nobility and mul tihom ng
0 address and prefix autoconfiguration
0o border router discovery
o router/host-to-router/host tunneling
o0 nei ghbor discovery over tunnels
0 MIU determnination for tunnels
o |Pv6/1Pv4 coexistence and transition
Note that while this docunent primarily uses the illustrative exanple
of I Pv6 [RFC2460] as a virtual overlay over |Pv4d [RFCO791] networKks,
it is inportant to note that the sane architectural principles apply
to any conbination of IPvX virtual overlays over |PvY networKks.
2. Term nol ogy
Rout i ng Locator (RLOC)
an | Pv4 or | Pv6 address assigned to an interface in an enterprise-
interior routing region. Note that private-use |P addresses are
| ocal to each enterprise; hence, the sane private-use addresses
may appear within disjoint enterprises.
Endpoi nt Interface iDentifier (ElID)
an | Pv4 or | Pv6 address assigned to an edge network interface of

an end system Note that EID space nust be separate and distinct
fromany RLOC space
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commons
an enterprise-interior routing region that provides a subnetwork
for cooperative peering between the border routers of diverse
organi zati ons that may have conpeting interests. A prinme exanple
of a commons is the Default-Free Zone (DFZ) of the gl oba
Internet. The enterprise-interior routing region within the
commons uses an addressing plan taken from RLOC space.

enterprise
the sane as defined in [ RFC4852], where the enterprise deploys a
uni fi ed RLOC space addressing plan within the commons but may al so
contain partitions with disjoint RLOC spaces and/or organi zationa
groupi ngs that can be considered as enterprises unto thensel ves.
An enterprise therefore need not be "one big happy fanily", but
i nstead provides a commons for the cooperative interconnection of
di verse organi zations that may have conpeting interests (e.g.,
such as the case within the global Internet DFZ).

Enterprise networks are typically associated with | arge
corporations or acadeni c canpuses; however, the RANGER
architectural principles apply to any network that has some degree
of cooperative active managenent. This definition therefore
extends to honme networks, small office networks, ISP networks, a
wi de variety of Mbile Ad Hoc Networks (MANETs), and even to the
gl obal Internet itself.

site
a |l ogi cal and/or physical grouping of interfaces within an
enterprise cormons, where the topology of the site is a proper
subset of the topology of the enterprise. A site nmay contain nany
interior sites, which may thenselves contain many interior sites
in a recursive fashion.

Thr oughout the remainder of this docunent, the term "enterprise"
refers to either enterprise or site, i.e., the RANGER principl es
apply equally to enterprises and sites of any size or shape. At
the | owest |evel of recursive deconposition, a singleton
Enterpri se Border Router can be considered as an enterprise unto
itself.

Enterpri se Border Router (EBR
a router at the edge of an enterprise that is also configured as a
tunnel endpoint in an overlay network. EBRs connect their
directly attached networks to the overlay network, and connect to
other networks via IP-in-1P tunneling across the conmons to other
EBRs. This definition is intended as an architectural equivalent
of the functional term"EBR' defined in [VET].
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Enterpri se Border Gateway (EBG
an EBR that al so connects the enterprise to provider networks
and/or to the global Internet. EBGs are typically configured as
default routers in the overlay and provide forwardi ng services for
accessing | P networks not reachable via an EBR within the comons.
This definition is intended as an architectural equivalent of the
functional term"EBG' defined in [VET], and is synonynous with the
term"default mapper" used in other contexts (e.g., [JEN).

I ngress Tunnel Endpoint (ITE)
a host or router interface that encapsul ates inner |IP packets
within an outer |IP header for transm ssion over an enterprise-
interior routing region to the RLOC address of an Egress Tunne
Endpoi nt (ETE).

Egress Tunnel Endpoint (ETE)
a host or router interface that receives encapsul ated packets sent
to its RLOC address, decapsul ates the inner |P packets, then
delivers themto the EID address of the final destination.

overl ay network
a virtual network mani fested by routing and addressing over
virtual links formed through automatic tunneling. An overlay
network may span nmany underlying enterprises.

Provi der - I ndependent (Pl) prefix
an IPv6 or IPv4 EID prefix (e.g., 2001:DB8::/48, 192.0.2/24, etc.)
that is routable within a limted scope and may al so appear in
enterprise mapping tables. Pl prefixes that can appear in napping
tables are typically delegated to a Border Router (BR) by a
registry but are not aggregated by a provider network. Local-use
| Pv6 and I Pv4 prefixes (e.g., FDO0O::/8, 192.168/16, etc.) are
anot her exanple of a Pl prefix, but these typically do not appear
i n mappi ng tabl es.

Provi der - Aggregated (PA) prefix
an |Pv6 or IPv4 EID prefix that is either derived froma Pl prefix
or delegated directly to a provider network by a registry.
Al t hough not widely discussed, it bears specific nmention that a
prefix taken froma delegating router’s Pl space becones a PA
prefix fromthe perspective of the requesting router

Addi tionally, RANGER provides an informative consideration of

functional specifications and operational practices outlined in other
docunents. These docunents include
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6over 4
Transm ssion of |Pv6 over |Pv4 Donains without Explicit Tunnels
[ RFC2529]; functional specifications and operational practices for
automatic tunneling of unicast/multicast |IPv6 packets over
mul ti cast - capabl e 1 Pv4 enterprises

| SATAP
Intra-Site Automatic Tunnel Addressing Protocol (1 SATAP)
[ RFC5214]; functional specifications and operational practices for
automatic tunneling of unicast |IPv6 packets over unicast-only |IPv4
enterpri ses.

VET
Virtual Enterprise Traversal (VET) [VET]; functiona
speci fications and operational practices for automatic tunneling
of both unicast and nulticast | P packets with provisions for
address/ prefix autoconfiguration, provider-independent addressing,
nmobi lity, nultihom ng, and security. VET is descended from both
6over4 and | SATAP and is al so known as "| SATAP version 2
(1 SATAPvV2) ".

SEAL
Subnet wor k Encapsul ati on and Adaptati on Layer (SEAL) [SEAL]; an
encapsul ati on subl ayer that provides an extended IP Identification
field and nmechani sms for |ink MU adaptation over tunnels.

3. The RANGER Architecture

The RANGER architecture enabl es scal abl e routing and addressing in
networks with gl obal enterprise recursion while sustaining support
for | egacy networks and services. Key to this approach is a
framework that acconmmodates interconnection of diverse organizations
across a conmons that have a nmutual spirit of cooperation but also
have the potential for conpeting interests. The follow ng sections
outline the RANGER architecture within the context of anticipated use
cases:

3.1. Routing and Addressing

The Internet today is facing "grow ng pains", with indications that
core Routing Information Base (RIB) scaling may not be sustainabl e
over the long termand that the renmining space for |Pv4 address

al l ocations nay be depleted in the near future. Therefore, there is
an emerging need for scal able routing and addressing solutions. It
must further be noted that the sanme solutions selected to address

gl obal Internet routing and addressing scaling can apply equally for
| arge enterprises -- or for any enterprise that would benefit froma
separation of core and edge addressing donai ns.
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RANGER supports scal abl e routing through an approach that parallels
the "New Schene for Internet Routing and Addressing"” described in

[ RFC1955]. This approach is al so conmonly known as "map-and-encaps"
In this approach, an Ingress Tunnel Endpoint (ITE) that mnust forward
an | P packet first consults a nmapping systemto discover a napping
for the destination Endpoint Interface iDentifier (EID) to a Routing
LOCat or (RLOC) assigned to an Egress Tunnel Endpoint (ETE). The
mappi ng systemis typically naintained as a per-enterprise

di stributed database that is synchronized anong a linited set of
mappi ng agents. Distributed database managenent alternatives include
a routing protocol instance maintained by Enterprise Border Gateways
(EBGs), a DNS reverse zone distributed anong a restricted set of
caching servers, etc. Mapping entries are inserted into the napping
system t hrough adnministrative configuration, automated prefix
registrations, etc.

RANGER allows for an ITE to either consult the mapping systemitself
(while delaying or dropping initial |IP packets) or forward initia
packets to an EBG acting as a "default mapper". 1In either case, the
| TE receives a mapping reply that it can use to populate its
Forwardi ng I nformati on Base (FIB). The choice of napping approaches
nmust be considered with respect to the individual enterprise network
scenario, e.g., forwarding to an EBG nmay be nore appropriate in sone
scenarios while | TE sel f-di scovery may be nore appropriate in others.
Use of other nmapping nechanisns is al so possible according to the
specific enterprise scenario.

After discovering the mapping, the I TE encapsul ates inner |P packets
in an outer IP header for transmi ssion across the conmons to the RLOC
address of an ETE. The ETE in turn decapsul ates the packets and
forwards them over the next hop toward the EID address of the fina
destination. Therefore, the Routing Information Base (RIB) w thin
the commons only needs to maintain state regardi ng RLOCs and not

El Ds, while the synchronized El D-to-RLOC mappi ng state is maintained
by a smaller nunber of nodes and is not subject to oscillations due
to link state changes within the commons. Finally, EIDs are routable
only within a limted scope within edge networks (which may be as
smal | as node-local scope in the linmting case).

RANGER supports scal abl e addressing by selecting a suitably large EID
addressing range that is distinct and kept separate from any
enterprise-interior RLOC addressing ranges. It should therefore cone
as no surprise that taking EID space fromthe |Pv6 addressing
architecture should lead to a viable, scal able addressing
alternative, while taking EID space fromthe (al ready exhausted) |Pv4
addressing architecture may not.
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3.2. The Enterprise-wthin-Enterprise Framework

Enterprise networks traditionally distribute routing information via
Interior Gateway Protocols (IGPs) such as Open Shortest Path First
(OSPF), while large enterprises nmay even use an Exterior Gateway
Protocol (EGP) internally in place of an IGP. Thus, it is beconing
i ncreasingly conmmonpl ace for |large enterprises to use the Border
Gateway Protocol (BGP) internally and independently fromthe BGP

i nstance that maintains the RIB within the global |nternet DFZ

As such, large enterprises may run an internal instance of BGP across
many i nternal Autononous Systens (ASs). Such a large enterprise can
therefore appear as an internet unto itself, albeit with default
routes leading to the true global Internet. Additionally, each
internal AS within such an enterprise may itself run BGP internally
in place of an IGP, and can therefore al so appear as an i ndependent,
|l ower-tier enterprise unto itself. This enterprise-within-enterprise
framework can be extended in a recursive fashion as broadly and as
deeply as desired to achieve scaling factors as well as

organi zational and/or functional conpartnentalization, e.g., as shown
in Figure 1.

Tenplin I nf or mat i onal [ Page 9]



RFC 5720 RANGER February 2010

- d obal fel Kemmee--- +
( | Pv6/ | Pv4 ) el R .
L. I nt er net - ( Enterprises
R N S T SR ( E2 thru EN)
L -IRL - R R - e /
IR Fo-t At LAt -
, - X5 X6 --- ‘.
XL / \ o ‘ ‘
o ‘ " El1.2 T X8 El.m \ ‘
/ / \ | y - - | I .. \ \
/ / El.1 \' Y o | / Y7 | \
;o _ || W Y4 |... | ‘Y6 | :
| x| e | |
Lol VY2 T I | :
\' ol -1, | v .7 Y5 |/ \ ,-Y8 " / /
\ o / VAN X9 . U /
o X3 ] o Y9 .
oL ) . X7 ,’
Lo ‘ ElL.3 z -
fee--- \--- .- -
S R Enterprise E1 ---------------- >

Figure 1: Enterprise-within-Enterprise Franework

Figure 1 depicts an enterprise 'E1’ connected to the global |Pv6/IPv4
Internet via routers 'R1l’ through 'Rn’ and additional enterprises
"E2' through 'EN that also connect to the global Internet. Wthin
the 'E1' conmons, there may be arbitrarily many hosts, routers, and
networ ks (not shown in the diagran) that use addresses taken from
RLOC space and over which both encapsul ated and unencapsul ated I P
packets can be forwarded. There may al so be nmany | ower-tier
enterprises, 'E1.1" through "ElL.m (shown in the diagram, that

i nterconnect within the 'E1l' conmons via Enterprise Border Routers
(EBRs), depicted as ' X1' through ' X9 (where 'X1' through ' X9 see
"R1’ through "Rn’ as EBGs). Wthin each "E1.*’ enterprise, there may
al so be arbitrarily many lower-tier enterprises that interconnect
within the "EL.*' comobns via EBRs, depicted as 'Y1' through 'Y9 in
the di agram (where ’'Y1' through 'Y9' see 'X1' through ' X9 as EBGs).
This recursive deconposition can be nested as deeply as desired and
ultimately termnates at singleton nodes such as those depicted as
"V, "W, and 'Z in the diagram
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It is inportant to note that nodes such as 'V, "W, and 'Z nay be
sinmple hosts or they may be EBRs that attach arbitrarily conpl ex edge
networ ks with addresses taken from EID space. Such edge networks
could be as sinple as a home network behind a residential gateway or
as conmplex as a mmjor corporate/academ ¢ canpus, a |large service
provi der network, etc.

Again, this enterprise-within-enterprise framework can be recursively
nested as broadly and deeply as desired. Fromthe highest |evel of
the recursion, consider now that the global Internet itself can be
viewed as an "enterprise" that interconnects lower-tier enterprises
E1l through EN such that all RANGER architectural principles apply
equally within that context. Furthernore, the RANCGER architecture
recogni zes that the global Internet need not represent a linmting
condition for recursion, but rather allows that other internets could
be mani fested as "parallel universes" and joined together at stil

hi gher | evels of recursion

As a specific case in point, the future gl obal Aeronautica

Tel econmruni cati ons Network (ATN), under consideration within the
civil aviation industry [BAUER], will take the formof a large
enterprise network that appears as an internet unto itself, i.e.,
exactly as depicted for "E1l’ in Figure 1. Wthin the ATN, there wll
be many Air Communi cations Service Provider (ACSP) and Air Navigation
Service Provider (ANSP) networks organi zed as aut ononous systens
internal to the ATN, i.e., exactly as depicted for "E1.*’ in the
diagram The ACSP/ ANSP network EBGs will participate in a BGP
instance internal to the ATN, and may thensel ves run i ndependent BGP
instances internally that are further sub-divided into | ower-tier
enterprises organi zed as regi onal, organizational, functional, etc.
conmpartnments. It is inportant to note that, while ACSPs/ ANSPs within
the ATN will share a common objective of safety-of-flight for civi

avi ation services, there nmay be conpeting busi ness/social/politica

i nterests between them such that the ATN is not necessarily "one big
happy famly". Therefore, the nodel parallels that of the gl oba
Internet itself.

Such an operational framework nay indeed be the case for many next-
generation enterprises. In particular, although the routing and
addressing arrangenments of all enterprises will require a nmutua

| evel of cooperative active nanagenent at a certain level, free

mar ket forces, business objectives, political alliances, etc. may
drive internal conpetition
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3.3. Virtual Enterprise Traversal (VET)

Wthin the enterprise-within-enterprise framework outlined in Section
3.2, the RANGER architecture is based on overlay networks manifested
through Virtual Enterprise Traversal (VET) ([VET], [RFC5214]). The
VET approach uses automatic IP-in-1P tunneling in which I TEs
encapsul ate ElI D-based inner | P packets within RLOC-based, outer IP
headers for transm ssion across the comons to ETEs.

For each enterprise they connect to, EBRs that use VET configure a
Non- Broadcast, Miltiple Access (NBMA) interface known as a "VET
interface" that sees all other EBRs within the enterprise as
potential single-hop neighbors fromthe perspective of the inner IP
protocol. This neans that, for nmany enterprise scenarios, standard
nei ghbor di scovery nechanisns (e.g., router advertisements,

redirects, etc.) can be used between EBR pairs. This gives rise to a
dat a-driven nodel in which neighbor relationships are formed based on
traffic demand in the data plane, which in nmany cases can relax the
requi renent for dynam c routing exchanges across the overlay in the
control plane.

When multiple VET interfaces are |linked together, end-to-end
traversal is seen as nultiple VET hops fromthe perspective of the
inner |P protocol. |In that case, transition between VET interfaces
entails a "re-encapsul ati on" approach in which a packet that exits
VET interface 'i’' is decapsulated then re-encapsul ated before it is
forwarded into VET interface 'i+1'. For exanple, if an end-to-end
pat h between two El D-based peers crosses N distinct VET interfaces, a
traceroute would show N inner |IP forwarding hops corresponding to the
portions of the path that traverse the VET interfaces.

VET and its related works specify necessary mechani sms and
operational practices to nanifest the RANGER architecture. The use
of VET in conjunction with SEAL (see Section 3.4) is essential in
certain deploynents to avoid issues related to source address
spoofing and bl ack holing due to path Maxi mum Transni ssion Unit (MIU)
limtations. (The use of VET in conjunction with | Psec [ RFC4301] nmay
al so be necessary in sonme enterprise network scenarios.) The

foll owi ng sections discuss operational considerations and use cases
wi thin the VET approach.

3.3.1. RANGER Organi zational Principles
Fi gure 2 bel ow depicts a vertical slice (albeit represented

hori zontally) fromthe enterprise-within-enterprise franework shown
in Figure 1:
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Figure 2: Virtual Enterprise Traversa

Wthin this vertical slice, each enterprise within the 'E1' recursive
hi erarchy is spanned by VET interfaces, represented as ’'vetl' through
"vet3'. Each VET interface within this framework is a Non-Broadcast,
Multiple Access (NBMA) interface that connects all EBRs within the
same enterprise. Each enterprise within the 'E1' hierarchy nay
conprise a snaller topological region within a |arger RLOC space, or
they may configure an independent RLOC space froma common (but
spatially reused) linited-scope prefix, e.g., depicted as multiple

di sjoint instances of *10/8 in the diagram

In the RANGER approach, EBRs within |lower-tier enterprises coordi nate
their EID prefixes with EBGs that connect to an upper-tier

enterprise. EID prefixes could be either provider-independent (Pl)
prefi xes owned by the EBR or provider-aggregated (PA) prefixes

del egated by the EBG In either case, EID prefixes nmust be
coordinated with the enterprise routing/ mappi ng systens.

Wien PA EID prefixes are used, the EBR for each 'E1*’ enterprise
receives an EID prefix delegation froma del egating EBG in a parent
enterprise. In this exanple, when 'R2' is a delegating router for
the prefix *2001:DB8::/40°, it may del egate ' 2001:DB8::/48 to ' X2,
which in turn delegates '2001:DB8::/52" to "Y1, which in turn

del egates '2001:DB8::/56" to 'V . The preferred nmechanismfor this
recursive PA prefix sub-delegation is DHCP Prefix Del egation

[ RFC3633], which also arranges for publication of the prefixes in the
enterprise routing system
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When Pl EID prefixes are used, individual EBRs (e.g., 'V') register
their Pl prefixes (e.g., '2001:DB1:10::/56") by sending Router
Advertisenent (RA) nmessages to EBGs within the enterprise to assert
prefix ownership. Wen stronger authentication is necessary, the
EBRs can digitally sign the messages using the nechani sns specified
for SEcure Nei ghbor Discovery (SEND) [ RFC3971]. EBGs that receive
the RAs (e.g., "Y1') first verify the sender’s credentials, then
register the prefixes in the enterprise mappi ng system Next, they
forward a proxied version of the RAto EBGs within their parent
enterprises (e.g., 'X2'). This proxying process continues up the
recursive hierarchy until a default-free commons is reached. (In
this case, the proxying process ends at 'R2'). After the initia
registration, the EBR that owns the Pl prefixes nust periodically
send additional RAs to update prefix expiration tinmers

3.3.2. RANGER End-to-End Addressing Exanpl e

In Figure 2, an IPv6 host 'H that is deeply nested within Enterprise
"E1' connects to | Pv6 server 'S1', |ocated somewhere on the | Pv6
Internet. 'H is attached to a shared link with | Pv6/|Pv4 dual -stack
router 'V, which advertises the | Pv6 prefixes '2001:DB8:0:0::/64’
and ' 2001: DB8:10:0::/64". ’'H uses standard |IPv6 nei ghbor di scovery
mechani sms to discover 'V as a default IPv6 router that can forward
its packets off the local Iink, and configures addresses from both of
the advertised prefixes. 'V in turn sees node 'Yl as an EBG t hat
is reachable via VET interface 'vetl' and that can forward packets
toward | Pv6 server 'S1'. Sinmilarly, node 'Y1' is an EBR on the
enterprise spanned by 'vet2’' that sees 'X2' as an EBG and node ' X2
is an EBR on 'vet3 that sees '"R2’ as an EBG Utimtely, 'R2" is an
EBR that connects 'E1' to the global Internet.

3.3.3. Dynanmic Routing and On-Dermand Mappi ng

In the exanple shown in Figure 2, "V, "Y1', 'X2', and 'R2’ configure
separate VET interfaces for each enterprise they connect to in order
to discover routes through a dynam c routing protocol and/or napping
dat abase | ookups. After tunnels 'vetl' through 'vet3 are
establ i shed, the EBRs connected to a VET interface can run a dynanic
routi ng protocol such as OSPVFv3 [ RFC5340] and exchange topol ogy

i nformati on over the VET interface using the NBMA interface nodel

In this way, each EBR can di scover other EBRs on the Iink via routing
protocol control nessage exchanges

In a second exanple, Figure 3 depicts an instance of on-denand

di scovery of nore specific routes in which an I Pv6 end system'H
connects to a peer end system’'J’, located in a different

organi zational entity within 'EL
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Foomonn +
| 1Pv6 |
Tomomomom e | Server
" O 2001: DB8:: /40 (PA) " | S1
" 2001: DB8:10::/56 (Pl) ---------mmmm--- > " +-o- oo+
" e o " |
" . . . . . . " |
" . +----+ \% +----+ \% +----+ R . Fomm e +
" .V o += e =+ Yl += e =+ X2 += =+ R2 +==+ I nt er net
" L -t t +--- -t t +--- -t Fommm - I +
" . | 1 2 " |
" . H % " |
" e " oot - -+
" t " | 1Pv4
" G ey . 3 . " | Server
) . +----+ Vv +----+ . " | ) |
" . Z = e =+ X7 += " F------ +
" B E ek T S "
" . | 4 . . . "
" . J . Coe "
" 2001: DB8: 20::/56 (Pl) -------- > "

<-- Enterprise E1 -->
Fi gure 3: On-Demand Di scovery

In this exanple, tunnel interfaces 'vetl through 'vet4 as well as

I Pv6 Pl prefix registrations have been established through VET
enterprise autoconfiguration procedures. Wen |Pv6 end system’'H
with | Pv6 address '2001: DB8:10:: 1 sends packets to a peer end system
"J” with I Pv6 address '2001:DB8:20::1', the packets will be conveyed
through "V, 'Y1', and finally to ' X2' via default routes. Then

unl ess ' X2' has an IPv6 FIB entry matching *J', it nust discover that
’J" can be reached using a nore direct route via 'X7' as the next-hop
across the 'E1' commons.

In particular, when ' X2' receives a packet on the 'vet2 interface
with inner destination address 'J', it can perform an on-denmand
mappi ng | ookup by consulting the enterprise mapping service, e.g., by
consulting the DNS reverse zone. Alternatively, 'X2' can send the
packet to a default router (e.g., "R2'), which in turn can forward
the packet to 'X7' and return an | CVWPv6 redirect nessage. Wen ' X2’
receives the redirect, it can send an RA nessage to 'X7' to prove
that it is authorized to produce packets with a prefix that matches
source address 'J'. 'X2' can then forward subsequent packets
directly to ' X7° wthout involving 'R2
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Instead, 'K discovers a "nmapping" for 'L’ through a sinple |ookup
within the "E1.1.1 enterprise-local name service, and conveys
packets to 'L’ through unencapsul ated RLOC-based | Pv4 routing and
addressing within the "E1.1.1" commons. |In many instances, this may
i ndeed be the preferred service-access nodel, even when El D-based

| Pv6 services are wi dely deployed due to factors such as inability to
repl ace | egacy | Pv4 applications, |IPv6 header overhead avoi dance,

etc.

In a second instance, RLOC-based IPv4 client 'K can access RLOC
based | Pv4 server 'S2' on the | egacy global 1Pv4d Internet in a nunber
of ways, based on the way the recursively nested "ELl.*' enterprises
are provisioned:

o if all of the recursively nested "EL1.*' enterprises are configured
within the sane | Pv4 RLOC space, normal |Pv4 forwarding will
convey unencapsul ated | Pv4 packets from’K toward 'R2’, which
then acts as an | Pv4 Network Address Transl ator (NAT) and/or an
ordinary | Pv4 Enterprise Border Router

o if the recursively nested "'E1.*' enterprises are configured within
di sjoint RLOC spaces, all EBGs 'Y1', 'X2', and 'R2" can be
configured to provide an | Pv4 NAT capability (i.e., a recursive
nesting of NATs within NATs). However, this approach pl aces
mul tiple instances of stateful NAT devices on the path, which can
lead to an overall degree of brittleness and intol erance to
routi ng changes. Instead, 'R2' can act as a "Carrier-G ade NAT
(Ca) ", and 'V can convey packets from’'K to the CGN using
| Pv4-in-1Pv6-in-1Pv4 tunneling. The CGN can then decapsul ate the
i nner, RLOC-based |IPv4 packets and translate the | Pv4 source
addresses into global |IPv4 source addresses before sending the
packets on to ' S2’

o 'K could be configured as an El D-based, |Pv6-capabl e node and use
standard I Pv6 routing to reach an I Pv6/1Pv4 translator |ocated at
an EBR for the enterprise in which 'S2' resides. The translator
woul d then use | Pv6-to-1Pv4 translation before sendi ng packets
onwards toward ' S2'. These and other alternatives are di scussed

in [WNG.

In a final instance, RLOC-based IPv4 client 'K can access an RLOC
based | Pv4 server 'M in a different enterprise within E1 as long as

both enterprises are configured over the sane | Pv4 RLOC space. |If
the enterprises are configured over disjoint |IPv4 RLOC spaces,
however, 'K would still be able to access 'M by using El D based

| Pv6 services, by using ElD based | Pv4 services if an El D-based | Pv4
overlay were deployed, or by using sone form of RLOC- based |Pv4 NAT
traversal. 'K could also access server 'M if both 'V and ' X2
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i mpl enented an | Pv6/ 1 Pv4 protocol translation capability. Finally,
"K' and/or 'M could inplenment a bunp-in-the-wire or bunp-in-the-ap
| Pv6/ 1 Pv4 protocol translation capability.

3.4. Subnetwork Encapsul ati on and Adaptation Layer (SEAL)

Tunnel endpoints that depend on | CVMP feedback fromrouters within the
enterprise commons may be susceptible to undetected bl ack hol es due
to ICWP filtering gateways and/or off-path | QWP spoofing attacks from
a node pretending to be a router. Furthernore, rogue nodes wthin
enterprises that do not correctly inplement ingress filtering can
send spoof ed packets of any kind, e.g., for the purpose of nounting
deni al -of -service and/or traffic anplification attacks targeting
under privil eged |inks.

The Subnetwork Encapsul ati on and Adaptation Layer (SEAL) provisions
each encapsul ated packet with a nonotonically increnenting, extended
Identification field (i.e., the 32-bit SEAL_ID) that tunnel endpoints
can use as a nonce to detect off-path spoofing. Moreover, tunne
endpoi nts that use SEAL can continue to operate correctly even if
some/ many | CVPs are lost. Finally, tunnel endpoints that use SEAL
can adapt to subnetworks containing links with diverse MIUs
properties.

3.5. Mbility Managenent

Enterprise nobility use cases nust be considered al ong severa
different vectors:

o nonadic enterprises and end systens nay be satisfied to incur
address renunbering events as they nove between new enterprise
net wor k attachment points.

o nobile enterprises with Pl prefixes may be satisfied by dynamc
updates to the mapping systemas |long as they do not inpart
unaccept abl e churn.

o0 nobile enterprises and end systens w th PA addresses/prefixes may
requi re additional supporting nechanisns that can acconmnodate
addr ess/ prefi x renunberi ng.

Nomadi ¢ enterprise nobility is already satisfied by currently

depl oyed technol ogi es. For exanple, transporting a | aptop conputer
froma wrel ess-access hot spot to a home network LAN would allow the
nonmadi ¢ device to re-establish connectivity at the expense of address
renunbering. Such renunbering may be acceptable, especially for
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devices that do not require session persistence across nobility
events and do not configure servers with addresses published in the
gl obal DNS.

Mobile enterprises with Pl prefixes that use VET and SEAL can nove
bet ween parent enterprise attachnent points as long as they w thdraw
the prefixes fromthe nmappi ng systens of departed enterprises and
inject theminto the mappi ng systens of new enterprises. Wen noving
between the lower recursive tiers of a common parent enterprise, such
a localized event mobility may result in no changes to the parent
enterprise’ s mapping system Hence, the organi zational structure of
a carefully arranged enterprise-within-enterprise framework nmay be
abl e to danmpen nobility-related churn. For enterprises that require
in-the-network confidentiality, IKEv2 Mbility and Ml ti homni ng

(MBI KE) [ RFC4555] may al so be useful within this context.

Mobil e enterprises and end systens that nove quickly between

di sparate parent enterprise attachnment points should not use P
prefixes if wi thdrawi ng and announcing the prefixes would inpart
unaccept abl e mappi ng/ routing churn and packet |oss. They should

i nstead use PA addresses/prefixes that can be coordinated via a
rendezvous service. Mbility managenent nechani sns such as Mbile

| Pv6 [ RFC3775] and the Host Identity Protocol (H P) [ RFC4423] can be
used to maintain a stable identifier for fast noving devices even as
they nmove quickly between visited enterprise attachnment points.

As a use case in point, consider an aircraft with a nobile router
nmovi ng between ground station points of attachnent. |f the ground
stations are located within the sanme enterprise, or within lower-tier
sites of the same parent enterprise, it should suffice for the
aircraft to announce its Pl prefixes at its new point of attachnent
and wi thdraw them fromthe old. This would avoid excessive mappi ng
system churn, since the prefixes need not be announced/w t hdrawn
within the parent enterprise, i.e., the churnis isolated to | ower

| ayers of the recursive hierarchy. Note also that such novenent
woul d not entail an aircraft-w de readdressi ng event.

As a second exanple, consider a wireless handset noving between
servi ce coverage areas mai ntai ned by independent providers with
peering arrangenents. Since the coverage range of terrestria
cellular wireless technologies is limted, nobility events nmay occur
on a nuch nore aggressive tinescale than sone other exanples. In
this case, the handset nmay expect to incur a readdressing event for
its access interface at least, and may be obliged to arrange for a
rendezvous service |inkage.
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It should specifically be noted that the contingency of nobility
managenent solutions is not necessarily nmutually exclusive and nust
be considered in relation to specific use cases. The RANGER
architecture is therefore naturally inclusive in this regard. In
particul ar, RANGER could benefit from nechanisns that could support
rapi d dynani ¢ updates of Pl prefix mappings w thout causing excessive
churn.

3.6. Miltihoning

As with nobility managenent, nultihom ng use cases nust be considered
along nultiple vectors. Wthin an enterprise, EBRs can di scover

mul tiple EBGs and use themin a fault-tolerant and | oad-bal anci ng
fashion as long as they register their Pl prefixes with each such
EBG as described in Section 3.3.1. These registrations are created
through the transm ssion of Router Advertisement nessages that

percol ate up through the recursive enterprise-w thin-enterprise

hi er ar chy.

As a first case in point, consider the enterprise network of a nmjor
corporation that obtains services froma nunber of ISPs. The
corporation should be able to register its Pl prefixes with all of
its ISPs, and use any of the I1SPs for its Internet access services.

As a second use case, consider an aircraft with a diverse set of
wireless links (e.g., VHF, 802.16, directional, SATCOM etc.). The
aircraft should be able to select and utilize the nost appropriate
link(s) based on the phase of flight and to change seanl essly between
Iinks as necessary. Oher exanples include a nonmadic |aptop with
both 802.11 and Ethernet links, a wireless handset with both CDVA
wirel ess and 802. 11, etc.

As with mobility nanagenent, the contingency of solutions is not
necessarily nutually exclusive and can conbine to suit use cases
within the scope of the RANGER architecture.

3.7. Inplications for the Internet

Sel ection of mapping alternatives may have significant inplications
for applications, server selection, route determ nation, security,
etc. In particular, applications that expect all packets (including
initial ones) to experience simlar delays may be adversely affected
by a schene that inposes non-negligible delays when initial packets
are queued while a | ook-aside nmapping table is consulted. Still

ot her applications may experience significant startup delays when its
initial packets are dropped during a mapping | ookup event. These
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factors would seemto favor a schene that is able to forward initia
packets along a path with sub-optimal delay while a mapping | ookup is
performed in parallel, e.g., such as when a "default mapper" is used.

Ceneral |y speaki ng, proactive nmappi ng- mai nt enance nechani sns nay have
scaling issues with the anount of updates they generate, while
reactive mechani sms may involve effects to the delay of initia
packets before the cached state is updated. Al so to be considered
are attacks agai nst the mappi ng mechanism which may result in denial
of service of the mapping cache.

Encapsul ati on of packets in automatically created tunnels involves a

number of issues as well. There are obvious interactions between
encapsul ati on overhead and the effective tunnel MIU, which can be
addressed by SEAL and (when necessary) careful operational |ink

arrangenents. Moreover, it is inportant to mnimze the inpact to
the global routing table without at the same tinme inpacting the
ability of legacy Internet networks to connect to those enpl oying
RANGER. As long as other nodes in the Internet need to connect to
net wor ks inplementi ng RANGER, EID routes need to appear both in the
mappi ng system and the gl obal BGP routing tables. This can be
acconmodat ed by keepi ng the nunber of prefixes aggregated by RANGER
to the bare mninumthrough efficient aggregation (e.g., one or a few
[PREF]::/4 1 Pv6 prefixes instead of millions of [PREF]::/32
prefixes).

4. Related Initiatives

The origins of the RANGER architectural principles can be traced to
the "Catenet nodel for internetworking"” ([CATENET], [I|EN48],

[ RFC2775]) beginning as early as the nmid-1970's. Subsequently,

del i berations of the ROAD group [ RFC1380] and related efforts such as
NI MROD [ RFC1753] provided a sustained evolution of the concepts.

[ RFC1955], "New Schene for Internet Routing and Addressi ng ( ENCAPS)
for 1PNG', captures the high-level architectural aspects of the ROAD
group deli berations.

These foundational works significantly influenced nore recent

devel opnents, including the X-Bone initiative [ XBONE], which explored
virtual topol ogies nanifested through tunneling. Various tunneling
approaches including IP-in-1P ([ RFC2003], [RFC4213]), 6over4

[ RFC2529], and | SATAP [ RFC5214] have evol ved fromthe nid-1990's
until the present day and are used in comopn, operational practice.
Tunnel - node | Psec [ RFC4301] is also commonly used for separation of
security domains within enterprises
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Currently, initiatives with simlar properties to RANGER are under
devel opnent within the | RTF Routing Research Group (RRG and within

| ETF wor ki ng groups such as LISP, SOFTWRE, V6OPS, and others.

Numer ous proposal s have been offered within the RRG including the
Locator-ldentifier Split Protocol (LISP) [LISP], Six-One [VOGT], |ILNP
[ITLNP], Internet vastly inproved plunbing (lvip) [WH TTLE], A
Practical Transit-Mpping Service (APT) [JEN], and Virtua

Aggregation [VA]. Still other simlar initiatives alnobst certainly
exi st.

Whi | e RANGER shares many properties with these earlier works, it

uni quely provides a top-to-bottomarticul ation of how the various
pieces fit together within a recursively nested "enterprise-wthin-
enterprise"” (or "network-of-networks") franmework. In this way, it
bears striking resenbl ance to the network-of - net works node
envi si oned by CATENET. RANGER further provides a detailed

consi derati on of challenging issues such as autoconfiguration

provi der -i ndependent addressing, border router discovery, tunnel MIU
mul ti hom ng, etc. that nany other approaches have either overl ooked
or left for future work. A detailed analysis of RANGER applicability
in various use case scenarios is provided in "RANGER Scenari os
(RANGERS) " [ RUSSERT] .

5. Security Considerations

Communi cati ons between endpoints within different sites inside an
enterprise are carried across a conmons that joins organizationa
entities with a mutual spirit of cooperation, but between which there
may be conpeting busi ness/sociological/political interests. As a
result, mechanisns that rely on feedback fromrouters on the path nay
becone brittle or susceptible to spoofing attacks. This is due to
the fact that | P packets can be |ost due to congestion or packet-
filtering gateways and that the source addresses of |P packets can be
forged. Moreover, |IP packets in general can be generated by
anonynous attackers, e.g., froma rogue node within a third-party
enterprise that has nalicious intent toward a victim

Path MU Di scovery is an exanple of a nmechanismthat relies on | CWP
feedback fromrouters on the path and, as such, is susceptible to
these issues. For |Pv4, a common workaround is to disable Path MIu
Di scovery and let fragmentation occur in the network if necessary.

For 1 Pv6, lack of fragnentation support in the network precludes this
option such that the mitigation typically recommended is to discard

| CMP nessages that contain insufficient information and/or to operate
with the mininmum I Pv6 path MIU. This exanple extends also to other
mechani snms that either rely on or are enhanced by feedback from

net wor k devi ces; however, attack vectors based on non-ICVP nessages
are al so subject for concern
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7.

7.

1

The RANGER architecture supports effective nitigations for attacks
such as distributed denial-of-service, traffic anplification, etc.
In particular, when VET and SEAL are used, EBGs can use the 32-bit
identification encoded in the SEAL header as well as ingress
filtering to determine if a nmessage has cone froma topologically
correct enterprise |located across the comons. This allows
enterprises to enploy effective nmtigations at their borders w thout
the requirenent for nmutual cooperation fromother enterprises. Wen
source address spoofing by on-path attackers located within the
commons is also subject for concern, additional securing mechani sns
such as tunnel -node | Psec between enterprise EBGs can al so be used.

EBRs can obtain Pl prefixes through arrangenents with a prefix
del egation authority. Thereafter, the EBR can announce and/or

wi thdraw the prefixes within an enterprise by sending | Pv6 Router
Advertisenments (RAs). In environnments where additiona

aut henti cati ng mechani sns are necessary, the EBR can sign its RAs
usi ng SEcure Nei ghbor Discovery (SEND) [ RRFC3971].

Whil e the RANGER architecture does not in itself address security
consi derations, it proposes an architectural franmework for functiona
specifications that do. Security concerns with tunneling, along with
recomendations that are conpatible with the RANGER architecture, are
found in [ HOAGLAND] .
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