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Abstract

Thi s docunent provides a framework for the devel opnent of IP fast-
reroute mechani sns that provide protection against |link or router

failure by invoking locally determined repair paths. Unlike MPLS
fast-reroute, the mechani snms are applicable to a network enpl oyi ng
conventional IP routing and forwarding.
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This docunent is not an Internet Standards Track specification; it is
published for informational purposes.
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(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc5714.
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This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
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1. Introduction

When a link or node failure occurs in a routed network, there is
inevitably a period of disruption to the delivery of traffic unti

the network re-converges on the new topol ogy. Packets for
destinations that were previously reached by traversing the failed
component may be dropped or may suffer looping. Traditionally, such
di sruptions have | asted for periods of at |east several seconds, and
nost applications have been constructed to tolerate such a quality of
servi ce.

Recent advances in routers have reduced this interval to under a
second for carefully configured networks using link state | GPs.
However, new Internet services are energing that may be sensitive to
periods of traffic loss that are orders of magnitude shorter than

t hi s.

Addressing these issues is difficult because the distributed nature
of the network inposes an intrinsic limt on the mnimum convergence
time that can be achieved.

However, there is an alternative approach, which is to conpute backup
routes that allowthe failure to be repaired locally by the router(s)
detecting the failure without the inmredi ate need to inform other
routers of the failure. In this case, the disruption time can be
limted to the small tine taken to detect the adjacent failure and

i nvoke the backup routes. This is anal ogous to the technique
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enpl oyed by MPLS fast-reroute [ RFC4090], but the nmechani sns enpl oyed
for the backup routes in pure |IP networks are necessarily very

different.

Thi s docunent provides a framework for the devel opnent of this

appr oach.

Note that in order to further nininize the inpact on user
applications, it nay be necessary to design the network such that
backup paths with suitable characteristics (for exanple, capacity
and/ or delay) are available for the algorithms to select. Such
consi derations are outside the scope of this docunent.

2. Terninol ogy

This section defines words and acronyns used in this docunment and
ot her documents discussing IP fast-reroute.

D

Di st ance_opt (A, B)

Downst r eam Pat h

ECWP

FI B

| PFRR

Li nk( A- >B)

Shand & Bryant

Used to denote the destination router under
di scussi on.

The metric sumof the shortest path fromA to B

This is a subset of the |oop-free alternates
where the nei ghbor N neets the follow ng
condi tion:

Di stance_opt (N, D) < Distance_opt(S, D

Used to denote the router that is the primary
nei ghbor to get fromS to the destination D
Where there is an ECMP set for the shortest path
fromS to D, these are referred to as E 1, E_2,
et c.

Equal cost nulti-path: Where, for a particul ar
destination D, nultiple primry next-hops are
used to forward traffic because there exist
multiple shortest paths fromsS via different
out put layer-3 interfaces.

Forwar di ng I nformati on Base. The database used
by the packet forwarder to deternine what actions
to performon a packet.

| P fast-reroute.

A link connecting router Ato router B.
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Loop- Free Nei ghbor
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Loop-Free Alternate. A neighbor N, that is not a
pri mary nei ghbor E, whose shortest path to the
destination D does not go back through the router
S. The nei ghbor N nust neet the foll ow ng

condi tion:

Di stance opt(N, D) < Distance opt(N, S) +

Di stance_opt (S, D)

A neighbor N.i, which is not the particular

pri mary nei ghbor E_k under discussion, and whose
shortest path to D does not traverse S. For
exanple, if there are two prinmary neighbors E 1
and E 2, E1is a |loop-free neighbor with regard
to E 2, and vice versa

Loop- Free Link-Protecting Alternate

A path via a Loop-Free Neighbor N_.i that reaches
destination D wi thout going through the
particular link of Sthat is being protected. In
sone cases, the path to D may go through the
primary nei ghbor E

Loop- Free Node-Protecting Alternate

N i

Primary Nei ghbor

Ri_j
Repair Path

Routing Transition

Shand & Bryant

A path via a Loop-Free Neighbor N.i that reaches
destination D wi thout going through the
particular primary neighbor (E) of Sthat is
bei ng protected.

The ith nei ghbor of S.

A neighbor Ni of S which is one of the next hops
for destination Din S's FIB prior to any
failure.

The jth neighbor of N.i.

The path used by a repairing node to send traffic
that it is unable to send via the nornal path
owing to a failure.

The process whereby routers converge on a new
topol ogy. In conventional networks, this process
frequently causes sone disruption to packet
delivery.
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RPF Reverse Path Forwarding, i.e., checking that a
packet is received over the interface that would
be used to send packets addressed to the source
address of the packet.

S Used to denote a router that is the source of a
repair that is conputed in anticipation of the
failure of a neighboring router denoted as E, or
of the Iink between S and E. It is the viewoint
fromwhich |P fast-reroute is described.

SPF Shortest Path First, e.g., Dijkstra's al gorithm
SPT Shortest path tree

Upst r eam For war di ng Loop
A forwarding |loop that involves a set of routers,
none of which is directly connected to the link
that has caused the topol ogy change that
triggered a new SPF in any of the routers.

3. Scope and Applicability

The initial scope of this work is in the context of link state | GPs.
Li nk state protocols provide ubiquitous topology information, which
facilitates the conmputation of repairs paths.

Provision of simlar facilities in non-link state |1GPs and BGP is a
matter for further study, but the correct operation of the repair
nmechani sns for traffic with a destination outside the |GP donain is
an inportant consideration for solutions based on this framework.

Conpl ete protection against nultiple unrelated failures is out of
scope of this work.

4. Problem Anal ysi s

The duration of the packet delivery disruption caused by a
conventional routing transition is deternined by a nunber of factors:

1. The tine taken to detect the failure. This nmay be of the order
of a fewmnmlliseconds when it can be detected at the physica
| ayer, up to several tens of seconds when a routing protoco
Hello is enployed. During this period, packets will be
unavoi dably I ost.
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2. The tine taken for the local router to react to the failure.
This will typically involve generating and fl oodi ng new routing
updat es, perhaps after sone hol d-down del ay, and re-conputing the
router’s FIB

3. The time taken to pass the information about the failure to other
routers in the network. In the absence of routing protoco
packet loss, this is typically between 10 nmilliseconds and 100
m | 1iseconds per hop

4. The tinme taken to re-conpute the forwarding tables. This is
typically a fewmlliseconds for a link state protocol using
Dijkstra' s algorithm

5. The time taken to load the revised forwarding tables into the
forwardi ng hardware. This tine is very inplenentation dependent
and al so depends on the nunber of prefixes affected by the
failure, but may be several hundred mlliseconds.

The disruption will last until the routers adjacent to the failure
have conpleted steps 1 and 2, and until all the routers in the

net wor k whose paths are affected by the failure have conpleted the
remai ni ng steps.

The initial packet loss is caused by the router(s) adjacent to the
failure continuing to attenpt to transmt packets across the failure

until it is detected. This |loss is unavoidable, but the detection
time can be reduced to a few tens of mlliseconds as described in
Section 5. 1.

In sone topol ogi es, subsequent packet |oss nmay be caused by the

"m cro-loops" which may formas a result of tenporary inconsistencies
between routers’ forwardi ng tables [RFC5715]. These inconsistencies
are caused by steps 3, 4, and 5 above, and in many routers it is step
5 that is both the largest factor and that has the greatest variance
between routers. The large variance arises frominplenentation
differences and fromthe differing inpact that a failure has on each
i ndi vidual router. For exanple, the nunber of prefixes affected by
the failure may vary dramatically fromone router to another

In order to reduce packet disruption tines to a durati on commensurate
with the failure detection tines, two nmechani sns may be required

a. A nechanismfor the router(s) adjacent to the failure to rapidly

i nvoke a repair path, which is unaffected by any subsequent re-
conver gence
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b. In topologies that are susceptible to nmicro-loops, a nicro-Ioop
control mechani sm may be required [ RFC5715].

Perform ng the first task without the second may result in the repair
pat h being starved of traffic and hence bei ng redundant. Perform ng
the second without the first will result in traffic being discarded
by the router(s) adjacent to the failure.

Repair paths nay al ways be used in isolation where the failure is
short-lived. |In this case, the repair paths can be kept in place
until the failure is repaired, therefore there is no need to
advertise the failure to other routers.

Similarly, mnicro-loop avoidance may be used in isolation to prevent

| oops arising from pre-planned nanagenent action. In which case the
link or node being shut down can remain in service for a short tinme

after its renoval has been announced into the network, and hence it

can function as its own "repair path".

Note that micro-loops may al so occur when a link or node is restored
to service, and thus a micro-loop avoi dance mechani sm may be required
for both Iink up and |link down cases.

5. Mechanisns for | P Fast-Reroute

The set of nechanisns required for an effective solution to the
probl em can be broken down into the sub-problens described in this
section.

5.1. Mechanisns for Fast Failure Detection

It is critical that the failure detection tine is mnimzed. A
nunber of well-docunented approaches are possible, such as:

1. Physical detection; for exanple, |oss of light.

2. Protocol detection that is routing protocol independent; for
exanple, the Bidirectional Failure Detection protocol [BFD .

3. Routing protocol detection; for exanple, use of "fast Hell os"

When configuring packet-based failure detection nechanisns it is

i mportant that consideration be given to the likelihood and
consequences of false indications of failure. The incidence of fal se
i ndi cation of failure may be nininized by appropriately prioritizing
the transmi ssion, reception, and processing of the packets used to
detect link or node failure. Note that this is not an issue that is
specific to | PFRR
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5.2. Mechanisns for Repair Paths

Once a failure has been detected by one of the above nechani sns,
traffic that previously traversed the failure is transmtted over one
or nore repair paths. The design of the repair paths should be such
that they can be pre-calculated in anticipation of each local failure
and nade available for invocation with nininal delay. There are
three basic categories of repair paths:

1. Equal cost nulti-paths (ECMP). Where such paths exist, and one
or nore of the alternate paths do not traverse the failure, they
may trivially be used as repair paths.

2. Loop-free alternate paths. Such a path exists when a direct
nei ghbor of the router adjacent to the failure has a path to the
destination that can be guaranteed not to traverse the failure

3. Milti-hop repair paths. Wen there is no feasible | oop-free
alternate path it may still be possible to |ocate a router, which
is nore than one hop away fromthe router adjacent to the
failure, fromwhich traffic will be forwarded to the destination
wi thout traversing the failure

ECVP and | oop-free alternate paths (as described in [ RFC5286]) offer
the sinplest repair paths and would normally be used when they are
available. 1t is anticipated that around 80% of failures (see
Section 5.2.2) can be repaired using these basic nethods al one.

Multi-hop repair paths are nore conplex, both in the conputations
required to determine their existence, and in the nechani sns required
to invoke them They can be further classified as:

a. Mechani snms where one or nore alternate FIBs are pre-conputed in
all routers, and the repaired packet is instructed to be
forwarded using a "repair FIB" by sonme nmethod of per-packet
signaling such as detecting a "U-turn" [UTURN], [FIFR] or by
mar ki ng the packet [SI MILA]

b. Mechanisns functionally equivalent to a | oose source route that
is invoked using the normal FIB. These include tunnels
[ TUNNELS], alternative shortest paths [ALT-SP], and | abel -based
nmechani sns.

c. Mechani sns enpl oyi ng speci al addresses or |abels that are
installed in the FIBs of all routers with routes pre-conputed to
avoid certain conmponents of the network. For exanple, see
[ NOTVI A] .
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In many cases, a repair path that reaches two hops away fromthe
router detecting the failure will suffice, and it is anticipated that
around 98% of failures (see Section 5.2.2) can be repaired by this
met hod. However, to provide conplete repair coverage, sone use of

I onger nulti-hop repair paths is generally necessary.

5.2.1. Scope of Repair Paths

A particular repair path may be valid for all destinations which
require repair or may only be valid for a subset of destinations. |If
a repair path is valid for a node inmedi ately downstream of the
failure, then it will be valid for all destinations previously
reachabl e by traversing the failure. However, in cases where such a
repair path is difficult to achieve because it requires a high order
mul ti-hop repair path, it may still be possible to identify | ower-
order repair paths (possibly even |oop-free alternate paths) that
allow the majority of destinations to be repaired. Wen IPFRR is
unabl e to provide conplete repair, it is desirable that the extent of
the repair coverage can be deternined and reported via network
nmanagenent .

There is a trade-off between mnimzing the nunber of repair paths to
be conputed, and minim zing the overheads incurred in using higher-
order nulti-hop repair paths for destinations for which they are not
strictly necessary. However, the conputational cost of determi ning
repair paths on an individual destination basis can be very high

It will frequently be the case that the majority of destinations may
be repaired using only the "basic" repair nmechanism |eaving a
smal | er subset of the destinations to be repaired using one of the
nore conplex multi-hop nethods. Such a hybrid approach may go sone
way to resolving the conflict between conpl eteness and conpl exity.

The use of repair paths may result in excessive traffic passing over
a link, resulting in congestion discard. This reduces the

ef fectiveness of IPFRR.  Mechanisnms to influence the distribution of
repaired traffic to mninize this effect are therefore desirable.

5.2.2. Analysis of Repair Coverage

The repair coverage obtained is dependent on the repair strategy and
hi ghl y dependent on the detail ed topol ogy and netrics. Estinmates of
the repair coverage quoted in this docunent are for illustrative
purposes only and nay not be al ways be achi evabl e.

In sone cases the repair strategy will pernit the repair of all

single link or node failures in the network for all possible
destinations. This can be defined as 100% coverage. However, where
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5.

2.

the coverage is less than 100% it is inmportant for the purposes of
conpari sons between different proposed repair strategies to define
what is neant by such a percentage. There are four possibilities:

1. The percentage of links (or nodes) that can be fully protected
(i.e., for all destinations). This is appropriate where the
requirenent is to protect all traffic, but sone percentage of the
possible failures may be identified as being un-protectable.

2. The percentage of destinations that can be protected for all 1ink
(or node) failures. This is appropriate where the requirenent is
to protect against all possible failures, but sone percentage of
destinations nmay be identified as bei ng un-protectable.

3. For all destinations (d) and for all failures (f), the percentage
of the total potential failure cases (d*f) that are protected.
This is appropriate where the requirenent is an overall "best-
effort" protection

4. The percentage of packets normally passing though the network
that will continue to reach their destination. This requires a
traffic matrix for the network as part of the anal ysis.

3. Link or Node Repair

A repair path nmay be conmputed to protect against failure of an

adj acent link, or failure of an adjacent node. |In general, link
protection is sinpler to achieve. A repair which protects against
node failure will also protect against link failure for al
destinations except those for which the adjacent node is a single
poi nt of failure.

In sone cases, it may be necessary to distinguish between a Iink or
node failure in order that the optimal repair strategy is invoked.

Met hods for link/node failure determ nati on may be based on

techni ques such as BFD [BFD]. This deternination nay be nmade pri or
to invoking any repairs, but this will increase the period of packet
loss following a failure unless the deternination can be perforned as
part of the failure detection mechanismitself. Alternatively, a
subsequent determ nation can be used to optin ze an al ready invoked
default strategy.

5.2.4. Maintenance of Repair Paths

In order to neet the response-tine goals, it is expected (though not
required) that repair paths, and their associated FIB entries, wll
be pre-conputed and installed ready for invocation when a failure is
detected. Follow ng invocation, the repair paths remain in effect
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until they are no longer required. This will nornmally be when the
routing protocol has re-converged on the new topol ogy taking into
account the failure, and traffic will no longer be using the repair
pat hs.

The repair paths have the property that they are unaffected by any

t opol ogy changes resulting fromthe failure that caused their
instantiation. Therefore, there is no need to re-conpute them during
the convergence period. They may be affected by an unrel ated

si mul t aneous topol ogy change, but such events are out of scope of
this work (see Section 5.2.6).

Once the routing protocol has re-converged, it is necessary for al
repair paths to take account of the new topology. Various
optimizations may pernit the efficient identification of repair paths
that are unaffected by the change, and hence do not require full re-
computation. Since the new repair paths will not be required unti
the next failure occurs, the re-conputation nay be perforned as a
background task and be subject to a hol d-down, but excessive delay in
completing this operation will increase the risk of a new failure
occurring before the repair paths are in place.

5.2.5. Local Area Networks

Protection agai nst partial or conplete failure of LANs is nore
conpl ex than the point-to-point case. |n general, there is a trade-
of f between the sinplicity of the repair and the ability to provide
conpl ete and optinal repair coverage.

5.2.6. Miltiple Failures and Shared Ri sk Link G oups

Conpl ete protection against nultiple unrelated failures is out of
scope of this work. However, it is inportant that the occurrence of
a second failure while one failure is undergoing repair should not
result in a level of service which is significantly worse than that
whi ch woul d have been achieved in the absence of any repair strategy.

Shared Ri sk Link Groups (SRLGs) are an exanple of nultiple related
failures, and the nore conpl ex aspects of their protection are a
matter for further study.

One specific exanple of an SRLG that is clearly within the scope of
this work is a node failure. This causes the sinultaneous failure of
mul ti ple links, but their closely defined topol ogical relationship
makes the problem nore tractable.
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5.3. Mechanisns for Mcro-Loop Prevention
Ensuring the absence of nicro-loops is inportant not only because
they can cause packet loss in traffic that is affected by the
failure, but because by saturating a link with | oopi ng packets m cro-
| oops can cause congestion. This congestion can then lead to routers
discarding traffic that would otherw se be unaffected by the failure.
A nunber of solutions to the problemof nicro-loop formation have
been proposed and are summari zed in [ RFC5715]. The followi ng factors
are significant in their classification:
1. Partial or conplete protection against mcro-|oops.
2. Convergence del ay.

3. Tolerance of nultiple failures (fromnode failures, and in
general ).

4. Conputational conplexity (pre-conputed or real tine).
5. Applicability to schedul ed events.
6. Applicability to link/node reinstatenent.
7. Topol ogi cal constraints.
6. Managenent Consi derations
Whi |l e nany of the managenent requirenents will be specific to
particul ar | PFRR sol utions, the follow ng general aspects need to be
addr essed:
1. Configuration
A. Enabling/disabling | PFRR support.

B. Enabling/disabling protection on a per-link or per-node
basi s.

C. Expressing preferences regarding the |Iinks/nodes used for
repair paths

D. Configuration of failure detection mechani sns.

E. Configuration of |oop-avoidance strategies
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2. Mnitoring and operational support

A. Notification of |inks/nodes/destinations that cannot be
pr ot ect ed.

B. Notification of pre-conputed repair paths, and antici pated
traffic patterns.

C. Counts of failure detections, protection invocations, and
packets forwarded over repair paths.

D. Testing repairs.
7. Security Considerations

This framework docunent does not itself introduce any security
i ssues, but attention nmust be paid to the security inplications of
any proposed solutions to the problem

Where the chosen solution uses tunnels it is necessary to ensure that
the tunnel is not used as an attack vector. One nethod of addressing
this is to use a set of tunnel endpoint addresses that are excluded
fromuse by user traffic.

There is a conpatibility issue between | PFRR and reverse path
forwardi ng (RPF) checking. Many of the solutions described in this
document result in traffic arriving froma direction inconsistent
with a standard RPF check. When a network relies on RPF checking for
security purposes, an alternative security nechanismw |l need to be
depl oyed in order to permt |IPFRR to used.

Because the repair path will often be of a different I ength than the
pre-failure path, security mechanisnms that rely on specific Tine to
Live (TTL) values will be adversely affected.
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