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Abst r act
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Swi tching (MPLS) and Ceneralized MPLS (GWLS) networ ks
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(TE) Label Switched Paths (LSPs).
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1. I nt roducti on

The Pat h Conputation Elenent (PCE) defined in [ RFC4655] is an entity

t hat

is capable of conputing a network path or route based on a

networ k graph and of applying conputational constraints. The
intention is that the PCE is used to conpute the path of Traffic
Engi neered Label Switched Paths (TE LSPs) within Miltiprotocol Label
Swi tching (MPLS) and Ceneralized MPLS (GWPLS) networks.

[ RFCA655] defines various depl oynent nodel s that place PCEs
differently within the network. The PCEs nmay be collocated with the

Label
t hat

Swi tching Routers (LSRs), may be part of the managenent system
requests the LSPs to be established, or nmay be positioned as one

or nore conputation servers within the network.

Requirements for point-to-nultipoint (P2MP) MPLS TE LSPs are
docunented in [ RFC4461], and signaling protocol extensions for
setting up P2MP MPLS TE LSPs are defined in [RFC4875]. In this
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docunent, P2MP MPLS TE networks are considered in support of various
features including layer 3 nulticast VPNs [ RFC4834], video
di stribution, etc.

Fundanental to the determination of the paths for P2MP LSPs within a
network is the selection of branch points. Not only is this

sel ection constrained by the network topol ogy and avail abl e network
resources, but it is determ ned by the objective functions that may
be applied to path conmputation. For exanple, one standard objective
istomninze the total cost of the tree (that is, to mnimze the
sum of the costs of each link traversed by the tree) to produce what
is known as a Steiner tree. Another common objective function
requires that the cost to reach each |l eaf of the P2MP tree be

m ni m zed.

The selection of branch points within the network is further
complicated by the fact that not all LSRs in the network are
necessarily capable of perform ng branching functions. This

i nformati on may be recorded in the Traffic Engi neeri ng Dat abase (TED)
that the PCE uses to performits conputations, and nmay have been

di stributed using extensions to the Interior Gateway Protocol (IGP)
operating within the network [RFC5073].

Additionally, network policies nmay dictate specific branching
behavior. For exanple, it may be decided that, for certain types of
LSPs in certain types of networks, it is inportant that no branch LSR
is responsible for handling nore than a certain nunmber of downstream
branches for any one LSP. This might arise because the replication
mechani smused at the LSRs is a round-robin copying process that

del ays the data transm ssion on each downstream branch by the tine
taken to replicate the data onto each previ ous downstream branch
Alternatively, admnistrative policies may dictate that replication
shoul d be concentrated on specific key replication nodes behaving
like IP multicast rendezvous points (perhaps to ensure appropriate
policing of receivers in the P2MP tree, or perhaps to nake protection
and resiliency easier to inplenent).

Path conputation for P2MP TE LSPs presents a significant challenge
because of the conplexity of the conmputations described above.

Determ ning disjoint protection paths for P2MP TE LSPs can add
considerably to this complexity, while small nodifications to a P2MP
tree (such as adding or renoving just one |eaf) can conpletely change
the optimal path. Reoptimnization of a network containing nultiple
P2MP TE LSPs requires considerable conputational resources. Al of
this neans that an ingress LSR night not have sufficient processing
power to performthe necessary conputations, and even if it does, the
act of path conputation might interfere with the control and
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managenent pl ane operation necessary to maintain existing LSPs. The
PCE architecture offers a way to offload such path conputations from
LSRs.

2. Architectural Considerations
2.1. Ofline Conputation

Ofline path conputation is perforned ahead of tine, before the LSP
setup is requested. That neans that it is requested by, or perforned
as part of, a managenent application. This nodel can be seen in
Section 5.5 of [RFC4655].

The offline nodel is particularly appropriate to long-1lived LSPs
(such as those present in a transport network) or for planned
responses to network failures. |In these scenarios, nore planning is
normal |y a feature of LSP provisioning.

This nodel nmay al so be used where the network operator wi shes to
retain full manual control of the placenent of LSPs, using the PCE
only as a conputation tool to assist the operator, not as part of an
aut omat ed net wor K.

O fline path conputation nay be applied as a background activity for
network reoptim zation to deternine whether and when the current LSP
pl acenents are significantly sub-optinmal. See Section 5 for further
di scussions of reoptinzation

2.2. Online Conputation

Online path conputation is perfornmed on-demand as LSRs in the network
determine that they need to know the paths to use for LSPs. Thus,
each conputation is triggered by a request froman LSR

As described in [ RFC4655], the path computation function for online
conputation nay be collocated with the LSR that nakes the request, or
it may be present in a conputation-capable PCE server within the
network. The PCE server may be another LSR in the network, a

dedi cated server, or a functional conponent of a Network Managenent
System (NM5). Furthernore, the conputation is not necessarily

achi eved by a single PCE operating on its own, but may be the result
of cooperation between several PCEs.

The renai nder of this docunent makes frequent reference to these

different online nodels in order to indicate which is nore
appropriate in different P2MP scenari os.
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2.2.1. LSR Loading

An inmportant feature of P2MP path conputation is the processing |oad
that it places on the network element that is determ ning the path.
Roughl y speaking, the load to conpute a | east-cost-to-leaf tree is
the sane as the cost to conpute a single optinal path to each leaf in
turn. The load to conpute a Steiner tree is approximtely an order
of magni tude greater, although algorithnms exist to approxi mate
Steiner trees in roughly the same order of nagnitude of time as for a
| east-cost-to-leaf tree

Wher eas many LSRs are capabl e of sinple Constrained Shortest Path
First (CSPF) conputations to determine a path for a single point-to-
poi nt (P2P) LSP, they rapidly beconme swanped if called on to perform
mul ti ple such conmputations, such as when recovering froma network
failure. Thus, it is reasonable to expect that an LSR would struggle
to handl e a P2MP path conputation for a tree with many destinations.

The result of an LSR becom ng overl oaded by a P2MP path conputation
may be two-fold. First, the LSR nmay be unable to provide tinely
conmput ations of paths for P2P LSPs; this may inpact LSP setup tines
for sinple demand-based services and coul d danage the LSR s ability
to recover services after network faults. Secondly, the LSR s
processing capabilities nmay be diverted fromother inportant tasks,
not the | east of which is maintaining the control plane protocols
that are necessary to the support of existing LSPs and forwarding
state within the network. It is obviously critically inportant that
existing traffic should not be disrupted by the conmputation of a path
for a new LSP.

It is also not reasonable to expect the ingress LSRs of P2MP LSRs to
be specially powerful and capable of P2MP conputations. Although a
solution to the overloading problemwould be to require that all LSRs
that formthe ingresses to P2MP LSPs be sufficiently high-capacity to
perform P2MP conputations, this is not an acceptable solution
because, in all other senses, the ingress to a P2MP LSP is just a
normal ingress LSR

Thus, there is an obvious solution: off-load P2MP path conputations
fromLSRs to renotely | ocated PCEs. Such PCE function can be

provi ded on dedicated or high-capacity network el enments (such as
dedi cated servers, or high-end routers that m ght be |ocated as

Aut ononbus System Border Routers - ASBRs).
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2.2.2. PCE Overl oad

Since P2MP path conputations are resource-intensive, it nmay be that
the introduction of P2MP LSPs into an established PCE network wil|l
cause overload at the PCEs. That is, the P2MP conputations may bl ock
ot her P2P conputations and m ght even overl oad the PCE

Several measures can be taken within the PCE architecture to
alleviate this situation as described in [ RFC4655]. For exanple,
pat h conputation requests can be assigned priorities by the LSRs that
i ssue them Thus, the LSRs could assign lower priority to the P2MP
requests, ensuring that P2P requests were serviced in preference.
Furthernmore, the PCEs are able to apply | ocal and network-w de policy
and this may dictate specific processing rules [RFC5394].

But ultimately, a network nust possess sufficient path conputation
resources for its needs and this is achieved within the PCE
architecture sinply by increasing the nunber of PCEs.

Once there are sufficient PCEs available within the network, the LSRs
may choose between them and nay use overload notification information
supplied by the PCEs to spot which PCEs are currently over-I| oaded
Additionally, a PCE that is beconm ng over-|oaded nmay redistribute its
queue of conputation requests (using the PCE cooperation nodel
described in [ RFC4655]) to other, |less burdened PCEs within the

net wor k.

2.2.3. PCE Capabilities

An LSR chooses between available PCEs to select the one nost |ikely
to be able to performthe requested path conputation. This selection
may be based on overload notifications fromthe PCEs, but could al so
consi der other conputational capabilities.

For exanple, it is quite likely that only a subset of the PCEs in the
network have the ability to perform P2MP conputations since this
requi res advanced functionality. Sone of those PCEs m ght have the
ability to satisfy certain objective functions (for exanple, |east
cost to destination), but lack support for other objective functions
(for example, Steiner). Additionally, sone PCEs night not be capable
of the nore conplex P2MP reoptim zation functionality.

The PCE architecture allows an LSR to di scover the capabilities of
the PCEs within the network at the sane tine it discovers their

exi stence. Further and nore detail ed exchanges of PCE capabilities
can be made directly between the PCEs and the LSRs. This exchange of
PCE capabilities information allows a Path Conputation Cient (PCC
to select the PCE that can best answer its conputation requests.
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3. Fragnenting the P2MP Tree

A way to reduce the conputational burden of conmputing a | arge P2MP
tree on a single PCE is to fragnent or partition the tree. This may
be particularly obvious in a multi-domain network (such as nultiple
routing areas), but is equally applicable in a single domain.

Consi der the network topology in Figure 1. A P2MP LSP is required
fromingress LSR Ato egress LSRs s, t, u, v, w, x, y, and z. Using
a single PCE nodel, LSR A nmay request the entire path of the tree and
this may be supplied by the PCEE Alternatively, the PCE that is
consulted by LSR A may only conpute the first fragment of the tree
(for example, fromAto K, L, and M and may rely on other PCEs to
compute the three smaller trees fromKto t, u, and v; fromL to w
and x; and fromMto s, y, and z.

The LSR consulted by A may sinply return the first subtree and | eave
LSRs K, L, and Mto invoke PCEs in their turn in order to conplete
the signaling. Alternatively, the first PCE nay cooperate wth other
PCEs to collect the paths for the later subtrees and return themin a
singl e conputation response to PCE A, The nechani sns for both of

t hese approaches are described in the PCE architecture [ RFC4655].

t
/

/

n--u
/
/
e--f--h--K-0--v
/
/

A -b--C--d--g--i--L--p--w

\ \

Figure 1: A P2MP Tree with Internedi ate Conputation Points
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A further possibility is that LSRs at which the subtrees are stitched
together (K, L, and Min this exanple) are selected froma set of
potential such points using a cooperative PCE technique, such as the
Backward Recursive Path Conputation (BRPC) mechani sm [ RFC5441].
Indeed, if LSRs K, L, and Mwere ASBRs or Area Border Routers (ABRs),
the BRPC techni que would be particularly applicable.

Not e, however, that while these nechanisns are superficially
beneficial, it is far from obvious how the first LSR selects the
transit LSRs K, L, and M or how the | eaf nodes are assigned to be
downstream of particul ar downstream nodes. The conputation to
determ ne these questions nay be no | ess intensive than the
determination of the full tree unless there is some known property of
the | eaf node identifiers such as m ght be provided by address
aggregati on.

4. Central Replication Points

A depl oynent nodel for P2MP LSPs is to use centralized, well-known
replication points. This choice may be nade for adnministrative or
security reasons, or because of particular hardware capability
limtations within the network. Indeed, this deploynent nodel can be
achi eved using P2P LSPs between ingress and replication point as well
as between replication point and each |eaf so as to achieve a P2MP
service w thout the use of P2MP MPLS-TE.

The nmotivations for this type of deploynment are beyond the scope of
this docunent, but it is appropriate to exam ne how PCE m ght be used
to support this nodel

In Figure 2, a P2MP service is required fromingress LSR a to egress
LSRs m n, o, and p. There are four replication-capable LSRs in the
network: D, E, J, and K

When LSR a consults a PCE, it could be given the full P2MP path from
LSR a to the | eaves, but in this nodel, the PCE sinply returns a P2P
path to the first replication point (in this case, LSR D). LSR D
will consult a PCEin its turn and deternine the P2P LSPs to egress
LSRs mand p as well as the P2P LSP to the next replication point,
LSRJ. Finally, LSRJ will use a PCE to determine P2P LSPs to
egresses n and o.
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f--i--m
/
/
a--b--c--D--g--J--n
\ \
\ \
E h K o
\
\

I--p
Figure 2: Using Centralized Replication Points

In this nodel of operation, it is quite likely that the PCE function
is located at the replication points, which will be high-capacity
LSRs. One of the main features of the conputation activity is the
selection of the replication points (for exanmple, why is LSR D
selected in preference to LSR E, and why is LSR J chosen over LSR
K?). This selection nay be made solely on the basis of path
optimzation as it would be for a P2MP conputation, but may al so be
i nfluenced by policy issues (for exanple, LSR D may be able to give
better security to protect against rogue |eaf attachnment) or network
| oadi ng concerns (for exanple, LSR E nmay already be handling a very
| arge anobunt of traffic replication for other P2MP services).

5. Reoptinization and Modification

Once established, P2MP LSPs are nore sensitive to nodification than
their P2P counterparts. |If an egress is renoved froma P2P LSP, the
whole LSP is torn down. But egresses may be added to and renoved
fromactive P2MP LSPs as receivers cone and go.

The renoval of an egress froma P2MP LSP does not require any new
pat h conputation since the tree can be automatically pruned.

The addition of a new egress to a P2MP LSP can be handl ed as the
conputation of an appropriate branch point and the determ nation of a
P2P path fromthe branch point to the new egress. This is a
relatively sinple conputation and can be achi eved by reverse-path
CSPF, nuch as in the manner of some mnulticast |IP routing protocols.

However, repeated addition to and renoval froma P2MP LSP will al nost
certainly leave it in a sub-optinmal state. The tree shape that was
optinmal for the original set of destinations will be distorted by the
changes and will not be optimal for the new set of destinations.
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Furt her, as resource availability changes in the network due to other
LSPs being rel eased or network resources being brought online, the
path of the P2MP LSP may becone sub-opti mal

Computing a new optimal path for the P2MP LSP is as sinple as
conputing any optinmal P2MP path, but selecting a path that can be
applied within the network as a mgration fromthe existing LSP nay
be nore conplex. Additional constraints may be applied by the
networ k adninistrator so that only subsets of the egresses (or
subtrees of the P2MP tree) are optim zed at any time. |In these
cases, the conputational |oad of reoptimnzation nmay be consi derabl e,
but fortunately reoptim zation conputations nay be perforned as
background activities. Splitting the P2MP tree into subtrees, as
described in Section 3, may further reduce the conputation | oad and
may assist with adnministrative preferences for partial tree
reoptim zation.

Net wor k-wi de reoptim zation of nultiple LSPs [ RFC5557] can achi eve
far greater inprovenents in optinality within overl oaded networks
than can be achieved by reoptinizing LSPs sequentially. Such
conmputation would typically be performed offline and would usually
require a dedicated processor such as a PCE invoked by the NWVS

6. Repair

LSP repair is necessary when a network fault disrupts the ability of
the LSP to deliver data to an egress. For a P2MP LSP, a network
fault is (statistically) likely to only inmpact a small subset of the
total set of egresses. Repair activity, therefore, does not need to
reconpute the path of the entire P2MP tree. Rather, it needs to

qui ckly find suitable new branches that can be grafted onto the
existing tree to reconnect the disconnected | eaves.

In fact, immrediately after a network failure there may be a very

| arge number of path conputations required in order to restore
multiple P2P and P2MP LSPs. The PCEs will be heavily | oaded, and it
is inportant that conputation requests are restricted to only the
"essential’.

In this light, it is useful to note that the sinple repair
conmput ati ons described in the first paragraph of this section may be
applied to achieve a first repair of the LSPs, while nore
sophi sticated reoptinization conputations can be deferred until the
network is stable and the | oad on the PCEs has been reduced. Those
reoptim zations can be conputed as described in Section 5.
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7. Disjoint Paths

Di sjoint paths are required for end-to-end protection services and
sonetinmes for |oad balancing. They may require to be fully disjoint
(except at the ingress and egress!), link disjoint (allow ng common
nodes on the paths), or best-effort disjoint (allow ng shared |inks
or nodes when no other path can be found).

It is possible to compute disjoint paths sequentially, but this can
| ead to bl ocking problens where the second path cannot be pl aced.
Such issues are nore readily avoided if the paths are conputed in
paral | el

The conputation of link disjoint P2P paths may be non-trivial and nay
be the sort of task that an LSR offloads to a PCE because of its
complexity. The conputation of disjoint P2MP paths is considerably
more difficult and is therefore a good candidate to be offl oaded to a
PCE that has dedicated resources. In fact, it nay well be the case
that not all P2MP-capabl e PCEs can handl e disjoint path requests and
it may be necessary to sel ect between PCEs based on their
capabilities.

8. Manageability Considerations

The use of PCE to conpute P2MP paths has many of the sane
nmanageabi l ity considerations as when it is used for P2P LSPs

[ RFC5440]. There may be additional manageability inplications for
the size of P2MP conputation requests and the additional |oading
exerted on the PCEs.

8.1. Control of Function and Policy

As al ready described, individual PCEs may choose to not be capabl e of
P2MP conput ation, and where this function is available, it may be

di sabl ed by an operator, or may be automatically w thdrawn when the
PCE becones | oaded or based on other policy considerations.

Further, a PCE may refuse any P2MP conputation request or pass it on
to anot her PCE based on policy.

8. 2. I nformati on and Data Model s

P2MP conputation requests necessitate considerably nore information
exchange between the LSR and the PCE than is required for P2P
conmputations. This will result in nuch |larger data sets to be
controll ed and nodel ed, and will inpact the utility of any managenent
data nodel s, such as M B nodules. Care needs to be taken in the
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design of such data nodels, and the use of other managenent protocols
and data nodeling structures, such as NETCONF [ RFC4741] and the
NETCONF Dat a Mbdel i ng Language (NETMOD), coul d be consi dered.

8.3. Liveness Detection and Monitoring

PCE |iveness detection and nonitoring is unchanged from P2P
operation, but it should be noted that P2MP requests will take |onger
to process than P2P requests, neaning that the tinme between request
and response will be, on average, longer. This increases the chance
of a communi cations failure between request and response and neans
that liveness detection is nore inportant.

8.4. Verifying Correct Operation

Correct operation of any conmuni cati on between LSRs and PCEs is
exactly as inportant as it is for P2P conputations.

The correct operation of path conputation algorithns inplenented at
PCEs is out of scope, but LSRs that are concerned that PCE al gorithms
nm ght not be operating correctly may nmake identical requests to
separate PCEs and conpare the responses.

8.5. Requirenents on OGther Protocols and Functional Conponents

As is clear fromthe PCE architecture, a conmunications protocol is
necessary to allow LSRs to send conputation requests to PCEs and for
PCEs to cooperate. Requirenments for such a protocol to handle P2P
pat h conputations are described in [ RFC4657], and additiona
requirenents in support of P2MP conputations are described in

[ PCE- P2MP] .  The PCE Conmuni cation Protocol (PCEP) is defined in

[ RFC5440], but extensions will be necessary to support P2MP
conmput ati on requests.

As described in the body of this docunent, LSRs need to be able to
recogni ze which PCEs can perform P2MP conputations. Capability
advertisenent is already present in the PCE D scovery protocols

([ RFC5088] and [ RFC5089]) and can al so be exchanged i n PCEP

([ RFC5440]), but extensions will be required to descri be P2MP
capabilities.

As al so described in this docunent, the PCE needs to know t he branch
capabilities of the LSRs and store this information in the TED. This
i nformati on can be distributed using the routing protocols as
described in [ RFC5073].
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8. 6.

10.

11.

11.

11.

| npact on Network Operation

The use of a PCE to perform P2MP conput ati ons may have a beneficia
i mpact on network operation if it can offload processing fromthe
LSRs, freeing themup to handl e protocol operations.

Furt hernmore, the use of a PCE nay enable nore dynam c behavior in
P2MP LSPs (such as the addition of new egresses, reoptinization, and
failure recovery) than is possible using nore traditiona
managenent - based pl anni ng t echni ques.

Security Considerations

The use of PCE to conpute P2MP paths does not raise any additiona
security issues beyond those that generally apply to the PCE
architecture. See [RFC4655] for a full discussion.

Not e, however, that P2MP conputation requests are nore CPU-intensive
and al so use nore |ink bandwi dth. Therefore, if the PCE was attacked
by the injection of spurious path conputation requests, it would be
nore vul nerabl e through a snaller nunmber of such requests.

Thus, the use of nmessage integrity and authentication mechani sns
within the PCE protocol should be used to nmitigate attacks from
devices that are not authorized to send requests to the PCE. It
woul d be possible to consider applying different authorization
policies for P2MP path conputation requests conpared to other
requests.
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