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Abst ract

A typical function of a Session Initiation Protocol (SIP) Proxy is to
insert a Record-Route header into initial, dialog-creating requests
in order to nmake subsequent, in-dialog requests pass through it.
Thi s header contains a SIP Uniform Resource lIdentifier (URI) or SIPS
(secure SIP) UR indicating where and how the subsequent requests
shoul d be sent to reach the proxy. These SIP or SIPS URIs can
contain | Pv4 or | Pv6 addresses and URI paraneters that could

i nfluence the routing such as the transport paraneter (for exanple,
transport=tcp), or a conpression indication |like "conp=sigconp".
When a proxy has to change sone of those paraneters between its

i nconmi ng and outgoing interfaces (multi-homed proxies, transport
protocol switching, or IPv4 to | Pv6 scenarios, etc.), the question
ari ses on what should be put in Record-Route header(s). It is not
possi bl e to nmake one header have the characteristics of both
interfaces at the sane tine. This docunent ains to clarify these
scenarios and fix bugs already identified on this topic; it formally
reconmends the use of the double Record-Route technique as an
alternative to the current RFC 3261 text, which describes only a
Record-Route rewiting solution

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards” (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Fronent, et al. St andards Track [ Page 1]



RFC 5658 S| P Record- Route Fix Cct ober 2009

Copyright Notice

Copyright (c) 2009 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the BSD License.

Tabl e of Contents

1
2.
3.

oukr

RO~

INtroduCti ON ... 3
Term N0l OQY ..ottt e 3
Problem Stat ement ... ... . . . . e 4
3. 1. Background: Milti-Honed Proxies .......... ... ... ..., 4
3.2. ldentified Problens ........ ... . . . . . . . . . . 5
Record-Route Rewriting ...... ... 6
Double Record-RoUti NG ... .. e e 6
Usage of Transport Protocol Parameter .......................... 10
6.1. UA Inplenentation Problens and Recommendations ............ 10
6.2. Proxy |Inplenmentation Problems and Reconmendations ......... 14
CoONCl USI ON ..o e 15
Security Considerati ONS . ... ... .. 16
ACKNOW edgmENt S . .. .. e 16

Ref er eNCesS ... 17
10.1. Normative References ........ ... .. . . . 17
10. 2. Informative References ....... ... . .. . . .. . . . . . . . 17

Froment, et al. St andards Track [ Page 2]



RFC 5658 S| P Record- Route Fix Cct ober 2009

1

I ntroduction

Over the years, it has been noticed in interoperability events |ike
SIPit, that many inplenentations had interoperability problens due to
various Record-Routing issues or msinterpretations of [RFC3261]; in
particul ar, when a change occurs between the inconing and outgoi ng
sides of a proxy: transport protocol swtching, "multi-homed" proxies
(including IPv4 to I Pv6 interface changes), etc. Miltiple docunents
have addressed the question, each of them generally providing an
adequat e recommendation for its specific use case, but none of them
gives a general solution or provides a coherent set of

clarifications:

- [RFC3486], Section 6, describes the double Record-Routing as an
alternative to the Record-Route rewiting in responses. This
docunent is limted in scope to the "conp=si gconp" paraneter
when doi ng conpression with Signalling Conpression (Sl GCOW).

- [ RFC3608], Section 6.2, reconmmends the usage of doubl e Record-
Routing instead of the rewiting solution described in [ RFC3261]
for "Dual - homed" proxies. Those are defined as "proxies
connected to two (or nore) different networks such that requests
are received on one interface and proxied out through another
network interface"

- Section 3.1.1 of [V6Tran] nandates doubl e Record-Routing for
mul ti-honmed proxies doing | Pv4/IPv6 transitions, when the proxy
inserts | P addresses in the Record-Route header URI

The observed interoperability problens can be explained by the fact

that, despite these nmultiple docunents, the RFC 3261 description has
not been changed, and many inplenentations don’t support extensions

i ke Service-Route ([ RFC3608]) or SIGCOWP ([ RFC3486]).

This docunent also ains to clarify an identified bug referenced in
[BUE64]. |In particular, it takes into account the [BUGG64]
recomendati on, which says that "the |l anguage that describes this,
needs to clearly capture that this applies to all types of different
interface on each side issues, including I Pv4 on one side and | Pv6 on
t he ot her".

Ter m nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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3. Problem Statenent
3.1. Background: Milti-Honed Proxies

A mul ti-honmed proxy is a proxy connected, like a router, to two or
nore different networks, with an interface into each network, such
that traffic cones "in" one network and goes "out" a different one.
A sinmpl e exanple is shown here:

S +
| UAL |
+om o -+
| .66
192.0.2.64/26 |
---------------- S
|
| .65
+- -+
| P
+- -+
| .129
| 192. 0. 2. 128/ 26
e o e e e e e e e e e e e e o=
| .130
R
| UA2 |
e e -

Figure 1: Multi-Honed Proxy Illustration

UA1 has one interface with | P address 192.0. 2. 66.
The Proxy P has two interfaces and two addresses:

--192.0.2.65

--192.0.2.129
UA2 has one interface with address, 192.0.2.130. There is
potentially no I P-level route between UA1 and UA2 (pinging or
traceroute does not work between these two hosts). They live in
entirely different subnetworks. But they can still exchange SIP

messages, because Pis a SIP Proxy. This works in SIP because P can
appl y Record-Routi ng.
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In nost cases, there is still some | P connectivity between UAl and
UA2, but SIP proxy has to nanage the SIP traffic between the two
different "sides", e.g., with two different |IP addresses, or one side
usi ng SI GCOWP and the other side not, etc.

3.2. ldentified Probl ens

Handl i ng of the Record-Route header in SIP Proxies is specified by
foll owi ng sections of [RFC3261]:

On the request processing side, [RFC3261], item4 of Section 16.6
states that:

The URI placed in the Record-Route header field val ue MUST be a
SIPor SIPS URI. [...] The URI SHOULD NOT contain the transport
paraneter unless the proxy has know edge (such as in a private
networ k) that the next downstreamelenent that will be in the path
of subsequent requests supports that transport.

Following this statenent, it is not clear how to decide when the
proxy should insert the transport protocol paranmeter in the Record-
Route URI.

On the response processing side, [RFC3261] recommends in step 8 of
Section 16.7 that:

If the selected response contains a Record-Route header field

val ue originally provided by this proxy, the proxy MAY choose to
rewite the value before forwarding the response. This allows the
proxy to provide different URIs for itself to the next upstream
and downstream el enents. A proxy nmay choose to use this mechani sm
for any reason. For instance, it is useful for multi-homed hosts.

If the proxy received the request over Transport Layer Security
(TLS), and sent it out over a non-TLS connection, the proxy MJST
remrite the URI in the Record-Route header field to be a SIPS URI.

Not e that [ RFC5630] has weakened the SIP/SIPS URI rewiting
requirenent in the Record-Route header by renoving this second
par agr aph.

I ndeed, [ RFC3261] suggests rewriting the Record-Route header in
responses.

This list highlights the utility of rewiting and doubl e Record-
Routing techniques that apply for any multi-homed proxy use case:
whenever the proxy changes its |IP address, the transport protocol, or
the URI schene between inconing and outgoing interfaces. Rewiting
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and doubl e Record-Routing are described, conpared, and discussed in

Sections 4 and 5; the specific question of whether or not to insert

the transport paraneter in the Record-Route URI is then discussed in
Section 6.

4. Record-Route Rewriting

As frequently outlined in IETF mailing |ist discussions, Record-Route
rewiting in responses is not the optimal way of handling multi-
honed and transport protocol switching situations. Additionally, the
consequence of doing rewiting is that the route set seen by the
caller is different fromthe route set seen by the callee, and this
has at |east two negative inplications:

1) The callee cannot sign the route set, because it gets edited by
the proxy in the response. Consequently, end-to-end protection of

the route set cannot be supported by the protocol. This nmeans the
Internet’s principles of openness and end-to-end connectivity are
br oken.

2) A proxy nust inplement special "nulti-homed" logic. During the
request forwarding phase, it performs an output interface
calculation and wites information resolving to the out put
interface into the URI of the Record-Route header. Wen handling
responses, the proxy nust inspect the Record-Route header(s), |ook
for an input interface, and selectively edit themto reference the
correct output interface. Since this |ookup has to be done for
all responses forwarded by the proxy, this technique inplies a CPU
dr ag.

Therefore, this docunent recomrends using the doubl e Record-Route
approach to avoid rewiting the Record-Route. This recomendation
applies to all uses of Record-Route rewiting by proxies, including
transport protocol sw tching and multi-homed proxies.

5. Doubl e Record-Routing

The serious drawbacks of the rewiting technique explain why the
doubl e Record-Routing sol ution has consequently been recomended in
SIP extensions |ike [ RFC3486] or [RFC3608].

This techni que consists of inserting before any existing Record-Route
header, a Record-Route header with the URI reflecting to the input
interface, including schenes and/or URI paraneters, and secondly, a
Record- Route header with the URI reflecting to the output interface.
When processing the response, no nodification of the recorded route
is required. This is conpletely backward conpatible with [ RFC3261].
Ceneral ly speaking, the tine conplexity will be less in double
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Recor d- Routi ng since, on processing the response, the proxy does not
have to do any rewites (and thus, no searching). Moreover, the
handl i ng of in-dialog requests and responses requires no speci al
handl i ng anynore.

When doubl e Record-Routing, the proxy will have to handl e the
subsequent in-dialog request(s) as a spiral, and consequently devote
resources to maintain transactions required to handl e the spiral

What is considered to be a spiraling request is explained in Section

6 of [RFC3261]. 1In order to avoid a spiral, the proxy can be smart
and scan an extra Route header ahead to determ ne whether the request
will spiral through it. |If it does, it can optimze the second

spiral through itself. Even though this is an inplenentation
decision, it is nmuch nore efficient to avoid spiraling. So, this
nmeans, in Section 16.4, "Route Information Preprocessing" [RFC3261],
i npl ement ors can choose that a proxy MAY renove two Route headers

i nstead of one when using the doubl e Record-Routing.

The followi ng exanple is an extension of the exanple given in
[V6Tran]. It illustrates a basic call flow using double Record-
Routing in a nulti-honed IPv4 to | Pv6 proxy, and annotates the dial og
state on each User Agent (UA). In this exanple, proxy Pl

responsi ble for the domain bil oxy. exanpl e.com receives a request
froman IPv4-only upstreamclient. |t proxies this request to an

| Pv6-only downstream server. Proxy Pl is running on a dual -stack
host; on the IPv4 interface, it has an address of 192.0.2.254. n
the I1Pv6 interface, it is configured with an address of 2001:db8::1.
Some mandatory Sl P headers have been onitted to ease readability.
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UAL Proxy "Pl1" UA2
(1 Pv4) (1 Pv4/ | Pv6) (1Pv6)
| | |
| F1 I NVITE | |

I >| F2 I NVITE

| | ---mmmmm e >
| 100 Trying |

| <---mmmmmmee e | |
| | F3 200 K |
| F4 200 K IS
| <---mmmmmmiee e | |
| | |
| F5 ACK | |
I >| F6 ACK

| [----mmmmm >
| | |
| | F7 BYE |
| F8 BYE IS |
R | |

Figure 2: IPv4 to IPv6 Miulti-Homed Proxy Illustration

F1 INVITE UAL -> P1 (192.0. 2. 254: 5060)

I NVI TE si p: bob@i | oxi . exanpl e.com SIP/ 2.0

Rout e: <sip:192.0. 2. 254: 5060; | r >

From Alice <sip:alice@tlanta.exanpl e. conp;tag=1234
To: Bob <sip: bob@i | oxi . exanpl e. con

Contact: <sip:alice@92.0.2.1>

F2 INVITE P1 (2001:db8::1) -> UA2

I NVI TE si p: bob@i | oxi . exanpl e.com SI P/ 2.0

Record- Route: <sip:[2001:db8::1];1r>

Recor d- Rout e: <si p: 192. 0. 2. 254: 5060; | r>

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <si p: bob@i | oxi . exanpl e. con>

Contact: <sip:alice@92.0.2.1>

Dialog State at UA2:

Local URI = si p: bob@i | oxi . exanpl e. com
Renote URI = sip:alice@tlanta. exanpl e.com
Renote target = sip:alice@92.0.2.1

Rout e Set = sip:[2001:db8::1];1r

si p: 192. 0. 2. 254: 5060: | r
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F3 200 OK UA2 -> P1 (2001: db8: : 1)

SIP/2.0 200 &K

Record- Route: <sip:[2001:db8::1];1r>

Recor d- Rout e: <si p: 192. 0. 2. 254: 5060; | r >

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567

Cont act: <sip: bob@ 2001: db8:: 33] >

F4 200 K P1 -> UA1l

SIP/2.0 200 K

Record- Route: <sip:[2001:db8::1];1r>

Recor d- Rout e: <si p: 192. 0. 2. 254: 5060; | r>

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <sip: bob@i | oxi . exanpl e. conp; t ag=4567

Cont act: <sip: bob@ 2001: db8: : 33] >

D al og State at UAL:

Local URI = sip:alice@tlanta. exanpl e.com
Renote URI = si p: bob@i | oxi . exanpl e. com
Renmote target = sip:bob@ 2001: db8: : 33]

Rout e Set = sip:192.0.2.254:5060:1r

si p:[2001:db8::1];Ir
F5 ACK UA1l -> P1 (192.0.2.254:5060)

ACK si p: bob@ 2001: db8::33] SIP/ 2.0

Rout e: <sip:192.0. 2.254:5060:1r>

Rout e: <sip:[2001:db8::1];!lr>

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567

F6 ACK P1 (2001:db8::1) -> UA2

ACK si p: bob@ 2001: db8::33] SIP/ 2.0

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567

(both Route headers have been renoved by the proxy)

F7 BYE UA2 -> P1 (2001:db8::1)

BYE sip:alice@92.0.2.1 SIP/ 2.0

Route: <sip:[2001:db8::1];1r>

Rout e: <sip:192.0. 2. 254: 5060: | r >

From Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567
To: Alice <sip:alice@tlanta. exanpl e. conp; t ag=1234

Froment, et al. St andards Track [ Page 9]



RFC 5658 S| P Record- Route Fix Cct ober 2009

F8 BYE P1 (192.0.2.254:5060) -> UAl

BYE sip:alice@92.0.2.1 SIP/2.0
From Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567
To: Alice <sip:alice@tlanta. exanpl e. conp; t ag=1234

Figure 3: Multi-Honed IPv4d to | Pv6 Doubl e Record-Routing Illustration
6. Usage of Transport Protocol Paraneter

This section describes a set of problens that is related to the usage
of transport protocol URI paraneters in the Record-Route header. In
some circunstances, interoperability problens occur because it is not
cl ear whether or not to include the transport paraneter on the URl of
the Record-Route header. This was identified as a frequent problem
in past SIPit events.

[ RFC3261], step 8 of Section 16.7 says:

The URI SHOULD NOT contain the transport paraneter unless the
proxy has know edge (such as in a private network) that the next
downstream el enent that will be in the path of subsequent requests
supports that transport.

The preceding seens to confuse inplenentors, resulting in proxies
that insert a single Record-Route without a transport URI paraneter,
resulting in the problens described in this section

6.1. UA Inplenentation Problens and Recommendati ons

Consi der the follow ng scenario: a SIP proxy, doing TCP to UDP
transport protocol sw tching

In this exanple, proxy Pl, responsible for the domain

bi | oxy. exanpl e. com receives a request from Alice UAL, which uses
TCP. It proxies this request to Bob UA2, which registered with a
Cont act specifying UDP as transport protocol. Thus, Pl receives an
initial request fromAlice over TCP and forwards it to Bob over UDP
For subsequent requests, it is expected that TCP could continue to be
used between Alice and P1, and UDP between Pl and Bob, but this can
not happen if a nuneric IP address is used and no transport paraneter
is set on Record-Route URI. This happens because of procedures
described in [RFC3263]. Sone nandatory SIP headers have been omitted
to ease readability.
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Alice UAL TCP Proxy P1 ===== UDP ===== Bob UA2
| | |
| F1 INVITE | |
[=-mmmmm - >| F2 INVITE |
| R RREEEEEEEE >
| 100 Trying | |
| < | |
| | F3 200 &K |
| F4 200 K [<emmmmmm |
| < | |
| | |
| F5 ACK | |
| ---(sent over UDP) X--->| ACK |
| |- >
| | |
| | F6 BYE |
| BYE SR |
| | |

Figure 4: TCP to UDP Transport Protocol
Swi tching Issue Illustration

F1 INVITE UAL -> P1 (192.0.2.1/tcp)

I NVI TE si p: bob@i | oxi . exanpl e.com SI P/ 2.0

Route: <sip:192.0.2.1;1r;transport=tcp>

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234

To: Bob <sip: bob@i | oxi.exanpl e. conr

Contact: <sip:alice@al. atlanta. exanpl e.comtransport=tcp>

F2 INVITE P1 -> UA2 (uaZ2. bil oxi.exanpl e.coni udp)

I NVI TE si p: bob@a2. bi | oxi . exanpl e. comtransport=udp SIP/ 2.0
Record- Route: <sip:192.0.2.1;1r> (NO transport param

From Alice <sip:alice@tlanta.exanpl e. conp; tag=1234

To: Bob <sip: bob@i | oxi . exanpl e. conr

Contact: <sip:alice@al.atlanta. exanpl e.comtransport=tcp>

Dial og State at UA2:

Local URI = si p: bob@i | oxi . exanpl e. com

Renote UR = sip:alice@tl anta. exanpl e. com

Renpote target = sip:alice@al. atl anta. exanpl e.comtransport=tcp
Rout e Set = sip:192.0.2.1;1r
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F3 200 OK UA2 -> P1 (192.0. 2.1/ udp)

SIP/2.0 200 &K

Record- Route: <sip:192.0.2.1;1r>

From Alice <sip:alice@tlanta.exanpl e. conp; tag=1234
To: Bob <sip: bob@i | oxi . exanpl e. conP; t ag=4567

Cont act: <sip: bob@a2. bi |l oxi . exanpl e. conp

F4 200 OK P1 -> UAl (ual. atl anta. exanpl e.conftcp)

SIP/2.0 200 CK

Record- Route: <sip:192.0.2.1;1r>

From Alice <sip:alice@tlanta.exanpl e.conp;tag=1234
To: Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567

Cont act: <si p: bob@a?2. bi | oxi . exanpl e. con>

Dialog State at UAL:

Local URI = sip:alice@tlanta. exanpl e. com
Renote URI = si p: bob@i | oxi . exanpl e. com
Renote target = sip: bob@a2. bil oxi.exanpl e.com
Rout e Set = sip:192.0.2.1;1r

F5 ACK UAL -> P1 (192.0.2. 1/ udp)

ACK si p: bob@a2. bi | oxi .exanple.com SIP/ 2.0

Route: <sip:192.0.2.1;1r>

From Alice <sip:alice@tlanta.exanpl e. conp;tag=1234
To: Bob <sip: bob@i | oxi . exanpl e. conp; t ag=4567

F6 BYE UA2 -> P1 (192.0.2. 1/ udp)

BYE sip:alice@al. atl anta. exanpl e.comtransport=tcp SIP/ 2.0
Route: <sip:192.0.2.1;1r>

From Bob <sip: bob@i | oxi.exanpl e. conp; t ag=4567

To: Alice <sip:alice@tlanta. exanpl e. conr; tag=1234

Figure 5: TCP to UDP Transport Protoco
Swi t ching | ssue Description

Since the proxy Pl does not insert any transport paraneter in the
Record- Route URI, subsequent in-dialog requests of UALl, like the ACK
sent in F5, will be sent according to the behavior specified in
Section 12.2 (requests within a Dialog) of [RFC3261]. That mneans
that the routeset is used, and then, applying [ RFC3263], the Route
"sip:192.0.2.1" will resolve to a UDP transport by default (since no
transport paraneter is present here), and no Nami ng Authority Pointer
(NAPTR) request will be perfornmed since this is a nuneric |P address
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In general, the interoperability problens arise when UAL is trying to
send the ACK: it is not ready to change its transport protocol for a
nm d-di al og request and just fails to do so, requiring the proxy

i npl ementor to insert the transport protocol in the Record-Route URI

What happens if the proxy had Record-Routed its |ogical nane

(bil oxi.exanple.com? Since Bob is to be contacted over UDP
protocol switching will be avoided only if the resulting transport
protocol of [RFC3263] procedures is UDP. For any other resulting
transport protocol, the transport protocol sw tching issue described
above will occur. Also, if one of the UAs sends an initial request
using a different transport than the one retrieved fromDNS, this
scenari o woul d be probl emati c.

In practice, there are nultiple situations where UA inpl enentations
don’t use | ogical nanes and NAPTR records when sending an initia
request to a proxy. This happens, for instance, when

1) UAs offer the ability to "choose" the transport to be used for
initial requests, even if they support [RFC3263]. This is a
frequent UA functionality that is justified by the follow ng use
cases:

- when it is not possible to change the DNS server configuration
and the inplenentation doesn’'t support all the transport
protocols that could be configured by default in DNS (e.g.
TLS).

- when the end-user wants to choose his transport protocol for
what ever reason, e.g., needing to force TCP, avoiding
UDP/ congestion, retransmitting, or fragnenting, etc.

This ability to force the transport protocol in UAs for initial
requests SHOULD be avoi ded: selecting the transport protocol in the
configuration of an outbound proxy neans that [RFC3263] procedure is
bypassed for initial requests. As a consequence, if the proxy
Record-Routed with no transport paraneter as is recomended in

[ RFC3261], the UA will be forced to use the [ RFC3263]-preferred
transport for subsequent requests anyway, which leads to the

probl ematic scenario described in Figure 4.

2) UAs decide to always keep the sane transport for a given dial og.
This choice is erratic, since if the proxy is not Record-Routing,
the callee MAY receive the subsequent request through a transport
that is not the one put inits Contact. If a UAreally wants to
avoi d transport protocol sw tching between the initial and
subsequent request, it SHOULD rely on DNS records for that; thus,
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6. 2.

Fro

it SHOULD avoid configuring statically the outbound proxy with a
nuneric | P address. A logical nane, with no transport paraneter,
SHOULD be used i nstead.

3) UAs don’t support [RFC3263] at all, or don’t have any DNS server
available. 1In that case, as illustrated previously, forcing UAlL
to switch fromTCP to UDP between initial request and subsequent
request(s) is clearly not the desired default behavior, and it
typically leads to interoperability problens. UA inplenentations
SHOULD t hen be ready to change the transport protocol between
initial and subsequent requests. |In theory, any UA or proxy using
UDP nust al so be prepared to use TCP for requests that exceed the
size limt of path MIU, as described in Section 18.1.1 of
[ RFC3261] .

Proxy | nplenmentation Probl enms and Recommendati ons

In order to prevent UA inplenentation problens, and to naintain a
reasonabl e |l evel of interoperability, the situation can be inproved
on the proxy side. Thus, if the transport protocol changed between
its incom ng and outgoing sides, the proxy SHOULD use the doubl e
Record- Rout e techni que and SHOULD add a transport paranmeter to each
of the Record-Route URIs it inserts. Wen TLS is used on the
transport on either side of the proxy, the URI placed in the Record-
Rout e header field MJST encode a next-hop that will be reached using
TLS. There are two ways for this to work. The first way is for the
URI placed in the Record-Route to be a SIPS URI. The second is for
the URI placed in the Record-Route to be constructed such that
application of [RFC3263] resolution procedures to that URI results in
TLS being selected. Proxies conpliant with this specification MJST
NOT use a "transport=tls" paraneter on the URl placed in the Record-
Rout e because the "transport=tls" usage was deprecated by [ RFC3261].
Record-Route rewiting MAY al so be used. However, the recomendation
to put a transport protocol paraneter on Record-Route URI does not
apply when the proxy has changed the transport protocol due to the
size of UDP requests as per Section 18.1.1 of [RFC3261]. As an
illustration of the previous exanple, it neans one of the follow ng
processing will be perforned:

- Doubl e Record-Routing: the proxy inserts two Record- Route headers
into the SIP request. The first one is set, in this exanple, to
Record- Route: <sip:192.0.2.1;Ir;transport=tcp>, the second one is
set to Record-Route: <sip:192.0.2.1;1r> with no transport, or wth
transport=udp, which basically nmeans the sane thing.

- Record-Route rewiting on responses: in the INVITE request sent in

F2, the proxy puts the outgoing transport protocol in the transport
paraneter of Record-Route URI. Doing so, UA2 will correctly send
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its BYE request in F6 using the same transport protocol as previous
messages of the sane dialog. The proxy rewites the Record-Route
when processing the 200 OK response, changi ng the transport
paraneter "on the fly" to "transport=tcp", so that the Route set

wi |l appear to be <sip:192.0.2.1;Ilr;transport=tcp> for UAl and
<sip:192.0.2.1;Ir;transport=udp> for UA2.

It is a comon practice in proxy inplenmentations to support double
Record- Route AND to insert the transport paraneter in the Record-
Route URI. This practice is acceptable as long as all SIP el enents
that may be in the path of subsequent requests support that

transport. This restriction needs an explanation. Let’s inagine you
have two proxies, P1 at "pl.biloxi.exanple.cont and P2 on the path of
an initial request. Pl is Record-Routing and changes the transport
fromUDP to Stream Control Transmi ssion Protocol (SCTP) because the
P2 URI resolves to SCTP applying [ RFC3263]. Consequently, the proxy
P1 inserts two Record-Route headers:

Recor d- Rout e: <si p: pl. bi | oxi . exanpl e. com transport=udp> and
Recor d- Rout e: <si p: pl. bi | oxi . exanpl e. com t ransport =sct p>.

The problemarises if P2 is not Record-Routing, because the SIP

el ement downstream of P2 will be asked to reach Pl using SCTP for any
subsequent, in-dialog request fromthe callee, and this downstream
SIP el ement nay not support that transport.

In order to handle this situation, this docunent recommends that a
proxy SHOULD apply the double Record-Routing technique as soon as it
changes the transport protocol between its inconi ng and outgoi ng
sides. If proxy P2 in the exanple above would follow this
reconmendation, it would perform double Record-Routing and the
downstream el enent would not be forced to send requests over a
transport it does not support.

By extension, a proxy SHOULD al so insert a Record-Route header for
any nulti-honed situation (as the ones described in this docunent:
schene changes, sigconp, |Pv4/1Pv6, transport changes, etc.) that may
i mpact the processing of proxies being on the path of subsequent
requests.

7. Concl usion
As a conclusion of this docunent, it is to notice that:

- Record-Route rewiting is presented as a techni que that MAY be
used, with the drawbacks outlined in Section 4.
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8.

- Doubl e Record-Routing is presented as the technique that SHOULD be
used, and is docunented in Section 5.

- Record-Route header interoperability problems on transport protoco
swi tchi ng scenari os have been outlined and described in Section 6.
This |l ast section gives sone reconmendations to UA and proxy
i mpl enentations to inprove the situation. Proxies SHOULD use
doubl e Record-Routing for any nulti-honed situation that MAY i npact
the further processing, and they SHOULD put transport protoco
paraneters on Record-Route URIs in some circunstances. UAs SHOULD
NOT offer options to overwite the transport for initial requests.
Further, UAs SHOULD rely on DNS to express their desired transport
and SHOULD avoid | P addresses with transport paraneters in this
case. Finally, UAs SHOULD be ready to switch transports between
the initial request and further in-dial og nessages.

Security Considerations

The recomendations in this docunent describe a way to use the

exi sting protocol specified in RFC 3261 rather than introduci ng any
new protocol mechanism As such, they do not introduce any new
security concerns, but additional consideration of already existing
concerns is warranted. In particular, when a nmessage is transiting
two interfaces, the doubl e Record-Route technique will carry

i nformati on about both interfaces to each of the invol ved endpoints
(and any internedi aries between this proxy and those endpoints),
where the rewiting technique woul d only expose information about the
interface closest to each given endpoint. |If issues such as topol ogy
hiding or privacy (as described in [RFC3323]) are a concern, the UR
val ues placed in the Record-Route for each interface should be
carefully constructed to avoid exposing nore infornmation than was

i nt ended.

Acknow edgrent s

Thank you to Dean Wllis, Vijay K @Qurbani, Joel Repiquet, Robert
Spar ks, Jonat han Rosenberg, Cullen Jenni ngs, Juha Hei nanen, Paul
Kyzivat, Nils Onlneier, TimPolk, Francois Audet, Adrian Farrel
Ral ph Dronms, Tom Batsel e, Yannick Bourget, Keith Drage, and John
Elwell for their reviews and conments.

Froment, et al. St andards Track [ Page 16]



RFC 5658 S| P Record- Route Fix Cct ober 2009

10. References
10.1. Normative References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997.

[ RFC3261] Rosenberg, J., Schulzrinne, H, Camarillo, G, Johnston
A., Peterson, J., Sparks, R, Handley, M, and E
School er, "SIP: Session Initiation Protocol"”, RFC 3261
June 2002.

[ RFC3263] Rosenberg, J. and H Schul zrinne, "Session Initiation
Protocol (SIP): Locating SIP Servers", RFC 3263, June
2002.

[ RFC3323] Peterson, J., "A Privacy Mechanismfor the Session
Initiation Protocol (SIP)", RFC 3323, Novenber 2002.

[ RFC5630] Audet, F., "The Use of the SIPS URI Schene in the Session
Initiation Protocol (SIP)", RFC 5630, Cctober 2009.

10. 2. I nformati ve References

[ BUGG64] Sparks, RS., "Bug 664: Double record routing,
http://bugs. sipit.net/show bug. cgi ?i d=664", Cctober 2002.

[ RFC3486] Camarillo, G, "Conpressing the Session Initiation
Protocol (SIP)", RFC 3486, February 2003.

[ RFC3608] WIlis, D. and B. Hoenei sen, "Session Initiation Protoco
(SIP) Extension Header Field for Service Route Discovery
During Registration", RFC 3608, Cctober 2003.

[ V6Tr an] Camarillo, G, El Malki, K, and V. Grbani, "IPv6

Transition in the Session Initiation Protocol (SIP)", Wrk
in Progress, August 2009.

Froment, et al. St andards Track [ Page 17]



RFC 5658 S| P Record- Route Fix Cct ober 2009

Aut hors’ Addr esses

Thomas Froment
Tech-invite

EMmi | : thomas. froment @ech-invite.com

Chri st ophe Lebe
Al cat el - Lucent
Lieu dit Le Mui
Orvault 44708
France

EMai | : christophe. | ebel @l catel -l ucent. com
Ben Bonnaer ens

Al cat el - Lucent

Coper ni cusl aan 50

Ant wer pen 2018

Bel gi um

EMui | : ben. bonnaerens@l cat el -1 ucent. com

Froment, et al. St andards Track [ Page 18]



