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Mul tiple Care-of Addresses Registration
Abstr act

According to the current Mobile I Pv6 specification, a nobile node nmay
have several care-of addresses but only one, called the prinmary
care-of address, can be registered with its honme agent and the
correspondent nodes. However, for matters of cost, bandw dth, delay,
etc, it is useful for the nobile node to get Internet access through
mul ti pl e accesses sinultaneously, in which case the nobile node woul d
be configured with rmultiple active |Pv6 care-of addresses. This
docunent proposes extensions to the Mobile | Pv6 protocol to register
and use multiple care-of addresses. The extensions proposed in this
docunent can be used by nobile routers using the NEMO (Network

Mobi lity) Basic Support protocol as well.

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet comunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Copyri ght and License Notice

Copyright (c) 2009 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the BSD License.
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1. Introduction

A nobil e node may use various types of network interfaces to obtain
durabl e and wi de area network connectivity. This has increasingly
becone true with nobile nodes having nultiple interfaces, such as
802.2, 802.11, 802.16, cellular radios, etc. The notivations for and
benefits of using nultiple points of attachment are di scussed in

[ MOTI VATI ON].  When a nobile node with nultiple interfaces uses
Mobile I Pv6 [RFC3775] for nobility managenment, it cannot use its
multiple interfaces to send and receive packets whil e taking

advant age of session continuity provided by Mbile IPv6. This is
because Mobile I Pv6 allows the nobile node to bind only one care- of
address at a tinme with its home address. See [ M P6ANALYSIS] for a
further analysis of using nultiple interfaces and addresses with
Mobi I e | Pv6.

Thi s docunent proposes extensions to Mbile IPv6 to allow a nobile
node to register nultiple care-of addresses for a honme address and
create nultiple binding cache entries. A new Binding Identification
(BID) nunber is created for each binding the nobile node wants to
create and is sent in the Binding Update. The home agent that
receives this Binding Update creates a separate binding for each BID
The BID information is stored in the correspondi ng bi ndi ng cache
entry. The BID information can now be used to identify individua

bi ndi ngs. The sane extensions can also be used in Binding Updates
sent to the correspondent nodes.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].
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Terns used in this docunent are defined in [ RFC3775], [RFC3753], and
[RFC4885]. In addition to or as a replacenent of these, the
following terns are defined or redefined:

Bi ndi ng I dentification Nunber (BID)

The BID is an identification nunmber used to distinguish nmultiple
bi ndi ngs registered by the nobile node. Assignnent of distinct
BIDs allows a nobile node to register multiple binding cache
entries for a given hone address. BIDs assigned to the same hone
address nust not be duplicated at the sane tine. The value zero
is reserved for future extensions. Each BIDis generated and
managed by a nobile node. The BIDis stored in the Binding Update
List and is sent by the nobile node in the Binding Update. A
nobi | e node may change the value of a BID at any tine according to
its administrative policy -- for instance, to protect its privacy.
An inmplenentation nust carefully assign the BID so as to keep
using the sane BID for the same binding even when the status of
the binding is changed. More details can be found in Section 5. 1.

Binding Identifier Mbility Option

The Binding ldentifier nobility option is used to carry the BID
i nformation.

Bul k Registration

A nobil e node can register nultiple bindings at once by sending a
singl e Binding Update. A nobile node can al so replace sone or al
of the bindings available at the hone agent with the new bindi ngs
by using the bulk registration. Bulk registration is supported
only for honme registration (i.e., with the hone agent) as
explained in Section 5.3. A nobile node nust not performthe bul k
regi stration nmechani smdescribed in this specification with a
correspondent node.

3. Protocol Overview

A new extension called the Binding Identification nunmber (BID) is
i ntroduced to distinguish between nmultiple bindings pertaining to the

same honme address. |If a nobile node configures several |Pv6 gl oba
addresses on one or nore of its interfaces, it can register these
addresses with its hone agent as care-of addresses. |f the nobile

node wants to register nultiple bindings, it MJST generate a BID for
each care-of address and store the BID in the Binding Update List. A
nmobi | e node can mani pul ate each bi ndi ng i ndependently by using the
BIDs. The nobile node then registers its care-of addresses by
sending a Binding Update with a Binding Identifier nobility option
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The BIDis included in the Binding Identifier nmobility option. After
receiving the Binding Update with a Binding lIdentifier nobility
option, the hone agent MJST copy the BID fromthe Binding Identifier
mobility option to the corresponding field in the binding cache
entry. |If there is an existing binding cache entry for the nobile
node, and if the BID in the Binding Update does not natch the one
with the existing entry, the home agent MJST create a new bi ndi ng
cache entry for the new care-of address and BID. The nobile node can
either register multiple care-of addresses at once in a single

Bi ndi ng Update or independently in individual Binding Updates.

If the nobile host wishes to register its binding with a
correspondent node, it nmust performreturn routability operations as
described in [RFC3775]. This includes managi ng a Care-of Keygen

t oken per care-of address and exchanging Care-of Test Init and Care-
of Test nmessages with the correspondent node for each care- of
address. The nobil e node MAY use the sane BID that it used with the
hone agent for a particular care-of address. For protoco
simplicity, bulk registration to correspondent nodes is not supported
in this docunent. This is because the return routability nmechani sm
i ntroduced in [ RFC3775] cannot be easily extended to verify multiple
care-of addresses stored in a single Binding Update.

Figure 1 illustrates the configurati on where the nobil e node obtains
mul tiple care-of addresses at foreign links. The nobile node can
utilize all the care-of addresses. In Figure 1, the home address of

the nmobile node (MN) is 2001:db8::EU . The nobile node has 3
different interfaces and possibly acquires care-of addresses 1-3
(CoAl, CoA2, CoA3). The nobile node assigns BIDl, BID2, and BID3 to
each care-of address.
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Bi ndi ng Cache Dat abase:
hone agent’s binding (Proxy nei ghbor advertisenent is active)
bi ndi ng [2001: db8:: EUl BIDl1 care-of addressl]
bi ndi ng [2001: db8:: EUl BID2 care-of address2]
bi ndi ng [2001: db8:: EUl BID3 care-of address3]
correspondent node’s binding
bi ndi ng [2001: db8:: EU BI D1 care-of addressli]
bi ndi ng [2001: db8:: EUl BID2 care-of address?]
bi ndi ng [2001: db8:: EUl BID3 care-of address3]

Figure 1: Miultiple Care-of Addresses Registration

If the nobile node decides to act as a regul ar nobile node conpliant
with [ RFC3775], it sends a Binding Update without any Binding
Identifier nmobility options. The receiver of the Binding Update
deletes all the bindings registered with a BID and registers only a
single binding for the nobile node. Note that the npbile node can
continue using the BID even if it has only a single binding that is
active.

Bi ndi ng cache | ookup is done based on the hone address and BID
information if a BIDis available. This is different from RFC 3775,
where only the honme address is used for binding cache | ookup.

Bi ndi ng cache | ookup is operated for either protocol signaling or
data packets. For protocol signaling such as a Binding Update, BID
shoul d be always carried by a BID sub-option in a protocol signaling.
Therefore, a correspondent binding cache that matches the specified
BI D MUST be found fromthe binding cache database. On the other

hand, for the data packets, no BID infornmation is carried in a
packet. The binding cache | ookup may involve policy or flowfilters
to retrieve a correspondent BID per packet in cases where sone policy
or flowfilters are used to direct a certain packet or flowto a
particul ar care-of address. However, the binding cache | ookup using
policy or flowfilters is out of scope for this docunent. |If no such
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mechani smis available and no BIDis found for a packet, a node
SHOULD use the binding that was |last verified by receiving data
packets or signaling fromthe nobile node. 1In case the binding cache
| ookup for data packets, using the conbination of home address and
BI D, does not return a valid binding cache entry, the hone agent
SHOULD performthe | ookup based on only the hone address as descri bed
in [ RFC3775].

In any case, to avoid problenms with upper-layer protocols and TCP in
particul ar, a single packet flow as identified by the 5-tuple SHOULD
only be sent to a single care-of address at a tine.

The nobile node may return to the hone |ink through one of its
interfaces. There are two options possible for the nobile node when
it returns home. Sections 5.5.1 and 5.6 describe the returning-hone
procedures in nore detail.

1. The nobile node uses only the interface with which it attaches to
the hone lIink and takes back full ownership of its HoA (hone

address) on the hone link. This is illustrated in Figure 2. It
de-registers all bindings with the honme agent related to al
care-of addresses. The interfaces still attached to the visited

link(s) are no | onger going to be receiving any encapsul at ed
traffic fromthe hone agent. On the other hand, the nobile node
can continue communi cating with the correspondent nodes fromthe
other interfaces attached to foreign links by using route
optinmization. Even if the nobile node is attached to the hone
link, it can still send Binding Updates for other active care-of
addresses (CoAl and CoA2) to correspondent nodes. Since the
correspondent node has bindi ngs, packets are routed fromand to
each care-of address directly.
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Figure 2: Using Only an Interface Attached to the Hone Link

The nobil e node may sinultaneously use both the interface
attached to the hone link and the interfaces still attached to
the visited link(s) as shown in Figure 3. There are two possible
t opol ogi es, dependi ng on whether or not the home agent is the
only router on the honme link. The operation of Neighbor

Di scovery [RFC4861] is different in the two topologies. Mire
details can be found in Section 5.6. The honme agent and the
correspondent node have the binding entries listed in Figure 3 in
their binding cache database in both topologies. The hone agent
al so knows that the nobile node is attached to the hone link

Al'l the traffic fromthe Internet is intercepted by the hone
agent first and routed to either the interface attached to the
hone link or to one of the foreign links. How the hone agent
decides to route a particular flowto the interface attached to
the home link or foreign link is out of scope for this docunent.
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Figure 3: Sinmultaneous Honme and Visited Link Operation

This specification keeps backwards conpatibility with [RFC3775]. |If
a receiver (either hone agent or correspondent node) does not support

this specification,
nmobi ity option.
(i.e.,

Waki kawa, et al

St andards Track

it does not understand the Binding Identifier
The receiver skips the unknown nobility option
the Binding ldentifier nmobility option) and processes the
Bi ndi ng Update as defined in [ RFC3775].
conpatibility with [ RFC3775],

In order to keep backwards
when a nobil e node sends a Bi ndi ng
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Updat e nmessage with extensions described in this docunment, the
receiver needs to reflect the Binding Identifier nmobility option in

t he Bi ndi ng Acknow edgenent. |f the nobile node finds no Binding
Identifier nmobility options in the received Bi ndi ng Acknow edgenent,
it assunes the other end node does not support this specification

In such case, the nobile node needs to fall back to the |egacy

[ RFC3775] -conpliant nobile node. |If it is the hone registration, the
nmobi | e node MAY try to di scover another honme agent that supports the
Binding Identifier nmobility option for the honme registration

4. Mobil e | Pv6 Extensi ons

This section sunmari zes the extensions to Mobile IPv6 that are
necessary to manage nul tipl e bindi ngs.

4.1. Binding Cache Structure and Bindi ng Update List

The BIDis required to be stored in the binding cache and Bi ndi ng
Update List structure.

The sequence nunber val ue MJST be shared anong all the Binding Update
List entries related to Binding Updates sent to a particul ar hone
agent or correspondent node. \Wenever a nobile node sends either an
i ndi vidual or a bul k Binding Update, the sequence nunber is

i ncrenented. Wien a hone agent receives an individual Binding
Update, it should update the sequence nunber for all the bindings for
a particular nobile node, with the sequence nunber in the received

Bi ndi ng Updat e.

4.2. Binding Update Message

This specification extends the Binding Update nessage with a new
flag. The flag is shown and descri bed bel ow.

T S S S S S i S S SR SR
| Sequence # |

i i S e e i i IR S S S S S S it S R SN S e
AIHLI KIMR P F| T Reserved | Lifetinme
B e I S i i S i i I O ik Sih M e

T+ T+

|
Mobility options .

T I T S S T i S T

Fi gure 4: Binding Update Message
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Overwrite (O flag

Wien this flag is set, all the binding cache entries for a nobile
node are replaced by new entries registering with this Binding
Update nmessage. This flag is only used when the BID mobility
option is carried with the Bindi ng Update.

Reser ved
6-bit Reserved field.
4.3. Binding Identifier Mbility Option

The Binding Identifier nmobility option is included in the Binding
Updat e, Bi ndi ng Acknowl edgenent, Bi ndi ng Refresh Request, and Care- of
Test Init and Care-of Test nmessages. The Binding Identifier nmobility
option has an alignnment requirement of 2n if the Care-of Address
field is not present. QOherwise, it has the alignnent requirenent of
8n + 2.

1 2 3
01234567890123456789012345678901
T S S S e e o

| Type = 35 | Length
B s S S i i i ks a ks st S S S S S S
Bi nding I D (BID) | St at us | H Reserved

e i S S R i e i i S S S R I +
+ +

| Pv4 or | Pv6 care-of address (CoA) :
+ +
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +

Figure 5: BID Mobility Option
Type
Type value for Binding ldentifier is 35.
Length

8-bit unsigned integer. Length of the option, in octets,
excluding the Type and Length fields. It MJST be set to either 4,
8, or 20 depending on the Care-of Address field. Wen the care-of
address is not carried by this option, the | ength value MJST be
set to 4. |If the IPv4 care-of address is stored in the Care-of
Address field, the ength MIST be 8. Oherw se, the I ength val ue
MUST be set to 20 for |IPv6 care-of addresses.
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Bi nding I D (BID)

The BID that is assigned to the binding indicated by the care-of
address in the Binding Update or the Binding Identifier nobility
option. The BIDis a 16-bit unsigned integer. The value of zero
is reserved and SHOULD NOT be used.

St at us

The Status field is an 8-bit unsigned integer. Wen the Binding
Identifier mobility option is included in a Binding

Acknowl edgenent, this field overwites the Status field in the

Bi ndi ng Acknowl edgenment only for this BID. If this field is set
to zero, the receiver ignores this field and uses the registration
status stored in the Binding Acknow edgenent nmessage. The
receiver MIST ignore this field if the Binding ldentifier nobility
option is not carried within either the Bi ndi ng Acknow edgenent or
the Care-of Test nessages. The possible status codes are the sanme
as the status codes of the Binding Acknowl edgenent. This Status
field is also used to carry error information related to the
care-of address test in the Care-of Test nessage.

Si mul t aneous Home and Foreign Binding (H) flag

This flag indicates that the nobile node registers nmultiple

bi ndings to the hone agent while it is attached to the hone |ink
This flag is valid only for a Binding Update sent to the hone
agent .

Reser ved

7-bit Reserved field. The value MJUST be initialized to zero by
the sender, and SHOULD be ignored by the receiver

Car e- of Address

If a Binding Identifier nobility option is included in a Binding
Update for the honme registration, either |Pv4 or |Pv6 care-of
addresses for the corresponding BID can be stored in this field.
For the binding registration to correspondent nodes (i.e., route
optim zation), only IPv6 care-of addresses can be stored in this
field. If no address is specified in this field, the length of
this field MUST be zero (i.e., not appear in the option). |If the
option is included in any nessages other than a Bi ndi ng Update,
the length of this field MIST al so be zero.
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4.4, New Status Val ues for Binding Acknow edgenent

New status values for the Status field in a Bi nding Acknow edgenent
are defined for handling the multiple care-of addresses registration:

MCOA NOTCOWVPLETE ( 4)

In bulk registration, not all the Binding Identifier nmobility
options were successfully registered. Sone of them were rejected.
The error status value of the failed nobility option is
individually stored in the Status field of the Binding Identifier
nmobi lity option.

MCOA RETURNHOVE WO/ NDP ( 5)

When a nobil e node returns hone, it MJST NOT use the Nei ghbor
Di scovery Protocol (NDP) for the home address on the hone |ink
This is explained in nore detail in Section 5.6.

MCOA MALFORMED (164)
Regi stration failed because the Binding lIdentifier nobility option

was not formatted correctly. This value is used in the foll ow ng
cases:

* when the wong length value is specified (neither 4, 8, nor 20)
in the Length field of the Binding Identifier nobility option

* when a unicast routable address is not specified in the Care-of
Address field of the Binding Identifier nobility option

* when a care-of address does not appear in the Care-of Address
field of the Binding Identifier nobility option stored in an

| Psec Encapsul ating Security Payl oad (ESP)-protected Bi ndi ng
Updat e.

MCOA NON- MCOA BI NDI NG EXI STS (165)

I ndi cates that a bootstrapping nultiple care-of addresses
registration was perfornmed without the 'O flag set.

MCOA UNKOAN COA (167)
Indicates that a Binding lIdentifier nobility option did not

include a Care-of Address field and that the receiver has no
record for the Binding IDindicated in the sanme option
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MCOA PROHI BI TED (166)

Implies that the multiple care-of addresses registration is
adm ni stratively prohibited.

MCOA BULK REG STRATI ON PROHI Bl TED (168)

Bul k binding registration is either not pernmitted or not
supported. Note that the bulk registration is an optiona
procedure and m ght not be available on a hone agent.

MCOA S| MULTANEQUS HOVE AND FOREI GN PROHI BI TED (169)

Si nul t aneous hone and foreign attachment is neither supported nor
permtted.

5. Mbbil e Node Cperation
5.1. Managenent of Care-of Address(es) and Binding ldentifier(s)

There are two cases when a nobile node mi ght acquire several care-of
addresses. A mixture of the two cases is also possible. Note that a
nmobi | e node can use BID regardl ess of the nunber of interfaces and
care-of addresses. Wether or not a nobile node uses BIDis
deternmined by a |local configuration

1. A nobile node is using several physical network interfaces and
acquires a care-of address on each of its interfaces.

2. A nobile node uses a single physical network interface but
recei ves advertisenents for nultiple prefixes on the link to
which the interface is attached. This will result in the nobile
node configuring several global addresses on the interface from
each of the announced prefixes.

The di fference between the above two cases is only in the nunber of
physical network interfaces and is therefore irrelevant in this
docunent. What is of significance is the fact that the nobil e node
has several addresses it can use as care-of addresses.

A nobil e node assigns a BID to each care-of address when it wants to
regi ster themsinultaneously with its hone address. The BI D MJST be
uni que for a given honme address. The value is an integer between 1
and 65535. A zero value SHOULD NOT be used as a BID. |If a nobile
node has only one care-of address, the assignnment of a BID is not
needed until it has nultiple care-of addresses with which to
register, at which time all of the care-of addresses MJST be mapped
to BI Ds.
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When a nobil e node registers a given BID for the first tine, it MJST
i nclude the Care-of Address field in the Binding Identifier nmobility

option. For any subsequent registrations that either re-register or

de-register the same BID, the MN need not include the Care-of Address
field in the Binding Identifier nobility option

5.2. Binding Registration

For the nultiple care-of addresses registration, the nobile node MJST
include a Binding Identifier mobility option(s) in the Binding Update
as shown in Figure 6.

When | Psec ESP is used for protecting the Binding Update, a care-of
address MJUST be carried in an alternate Care-of Address nobility
option as described in [ RFC4877]. However, in this specification
the care-of address MJST be carried in the Care-of Address field of

the Binding ldentifier nobility option. |In order to save bits of the
Bi ndi ng Update, the alternate Care-of Address option MJST NOT be
i ncl uded.

For binding registration to a correspondent node, the nobile node
MUST have both active Hone and Care-of Keygen tokens for Kbm (binding
managenent key; see Section 5.2.5 of [RFC3775]) before sending the

Bi ndi ng Update. The care-of Keygen tokens MJST be nmintained for
each care-of address that the nobile node wants to register to the
correspondent node. The Binding Update to the correspondent node is
protected by the Binding Authorization Data nobility option that is
pl aced after the Binding Identifier nobility option

| Pv6 header (src=Care-of Address, dst=Hone Agent Address)
| Pv6 Honme Address Option
ESP Header *
Mobi lity header
Bi ndi ng Updat e
Mobility Options
Binding Identifier nobility option
Bi ndi ng Aut hori zation nobility option+
(*) if necessary, for hone registration
(+) if necessary, for route optinization

Figure 6: Binding Update for Binding Registration

If the nobile node wants to replace existing registered bindings on
the hone agent with the single binding in the sent Binding Update, it
sets the 'O flag. If the 'O flag is not set, then the binding wll
be added to existing bindings in the home agent. The single binding
will be registered with the assigned BID. Section 6.2 describes this
regi stration procedure in detail
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5.3. Bulk Registration

Bul k registration is an optimi zation for binding nultiple care-of
addresses to a hone address using a single Binding Update. This is
very useful if the nobile node, for instance, does not want to send a
| ot of signaling nessages through an interface where the bandwidth is
scarce. This docunent specifies bulk registration only for the
nobi | e node’s hone registration. A nobile node performng bul k
registration with a correspondent node is out of scope.

To use bulk registration, the nobile node includes a Binding
Identifier nobility option for each BIDit wants to register in the
same Binding Update nessage. As with single registrations (see
Section 5.1), the Care-of Address field is included for each BID
registered for the first tine. This is shown in Figure 7. The rest
of the fields and options in the Binding Update (such as Lifetineg,
Sequence Number, and the flags in the Binding Update) are comon
across all care-of addresses.

| Pv6 header (src=Care-of Address, dst=Honme Agent Address)

| Pv6 Home Address Option

ESP Header

Mobi lity header

Bi ndi ng Update
Mobility Options

Bi nding Identifierl (including Care-of Address)
Bi nding Identifier2 (including Care-of Address)
Bi nding Identifier3 (no Care-of Address)
Bi nding IdentifierN (no Care-of Address)

Figure 7: Binding Update for Bul k Registration

As with regular registrations, if the nobile node wants to repl ace
exi sting registered bindings on the hone agent with the nultiple
bi ndings in the sent Binding Update, it sets the 'O flag in the
Bi ndi ng Update; otherw se, the bindings are added to the existing
bi ndings in the honme agent.

5.4. Binding De-Registration
When a nobil e node decides to delete all the bindings for its home
address, it sends a regular de-registration Binding Update with

lifetime set to zero as defined in [RFC3775]. The Binding Identifier
mobility option is not required.
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If a nobile node wants to delete a particular binding(s) fromits
hone agent and correspondent nodes, the nobile node sends a Bi ndi ng
Update with lifetinme set to zero and includes a Binding Identifier
mobility option(s) with the BID(s) it wants to de-register. The
receiver will renmove only the care-of address(es) that match(es) the
specified BID(s). Since de-registration attenpts to renove a BID
that already exists, the Care-of Address field in each Binding
Identifier option can be onmtted by the sender as defined in Section
5. 1.

5.5. Returning Home with Conplete Binding De-Registration: Using a
Single Interface

The nobile node may return to the honme link by attaching to the hone
link through one of its interfaces. Wen the nobile node wants to
return home, it should be configured with information on what
interface it needs to use.

5.5.1. Using Only the Interface Attached to the Hone Link

The nobile node returns hone and de-registers all the bindings it has
with the home agent, as shown in Figure 2 and as defined in

[ RFC3775]. After the de-registration step, all the packets routed by
the hone agent are only forwarded to the interface attached to the
home link, even if there are other active interfaces attached to the
visited link(s). Wile the nobile node de-registers all the bindings
fromthe hone agent, it may continue registering, to the
correspondent node, bindings for interfaces attached to visited |inks
as shown in Figure 2.

5.5.2. Using Only the Interface Attached to the Visited Link

The mobil e node returns home physically but shuts down the interface
attached to the hone link. As a result, a nobile node does not
return home even though it attaches to the home |link by one of the
interfaces. Before shutting down the interface, any binding for the
care-of address previously associated with the interface should be
del eted as defined in Section 5. 4.

In this scenario, despite the fact that the nobile node is connected

toits hone link, all of its traffic is sent and received via the
hone agent and its foreign |links.
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5.6. Returning Honme: Sinmultaneous Hone and Visited Link Operation
5.6.1. Problens of Sinultaneous Hone and Foreign Attachnents

The nmobil e node returns hone and continues using all the interfaces
attached to both foreign and hone |links as shown in Figure 3.

In [RFC3775], the home agent intercepts packets neant for the nobile
node using proxy Neighbor Di scovery [ RFC4861] while the nobil e node
is away fromthe honme link. Wen the nobile node returns home, the
hone agent del etes the binding cache and stops proxying for the hone
address so that a nobile node can configure its hone address on the
interface attached to the hone Iink. |In this specification, a nobile
node may return home and configure the hone address on the interface
attached to the hone link, but still use the interfaces attached to
the foreign links. 1In this case, a possible conflict arises when
both the honme agent and the nobile node try to defend the home
address. |If the hone agent stops proxying for the hone address, the
packets are always routed to the interface attached to the hone |ink
and are never routed to the interfaces attached to the visited |inks.
Depl oyment s nmaki ng use of nultiple care-of addresses are required to
avoid configuration conflict between the hone agent and the nobile
node, while still allow ng the sinultaneous use of honme and foreign
links. The follow ng describes the nechani smfor achieving this.

5.6.2. COverview and Approach

The hone agent MJST intercept all the packets meant for the nobile
node, whether or not the nobile node is attached to the home |ink
and deci de whether to send the traffic directly to the hone address
on the Iink or tunnel to the care-of address.

Two scenarios are illustrated in Figure 3, depending on whether or
not the hone agent is the only router at the hone Iink. The
difference is on who defends the hone address by (Proxy) Neighbor
Di scovery on the home |ink

1. Mbbile node defends the hone address by the regul ar Nei ghbor

Di scovery protocol (illustrated as topology-a in Figure 3). The
hone agent is the only router on the honme link. Therefore, the
hone agent is capable of intercepting packets wi thout relying on
t he proxy Nei ghbor Discovery protocol, and the nobil e node can
manage the nei ghbor cache entry of the hone address on the hone
link as a regular |Pv6 node. However, there is one limitation of
this scenario. |If a correspondent node is located at the hone
Iink, the hone agent may not intercept the packets destined to

Waki kawa, et al. St andards Track [ Page 18]



RFC 5648 MCoA Cct ober 2009

5.

6.

the nobil e node. These packets are routed only via the hone
link, but this is the nost optinal path for the nobile node to
communi cate with nodes on the home |ink

2. If there are routers other than the honme agent on the hone |ink
then it cannot be guaranteed that all packets neant for the
nmobi |l e node are routed to the hone agent. |In this case, the
nobi | e node MUST NOT operate the Nei ghbor Di scovery protocol for
the hone address on the hone link. This allows the honme agent to
keep using proxy Nei ghbor Discovery, and thus it keeps receiving
all the packets sent to the nobile node’s home address. |If the
hone agent, according to its local policy, needs to deliver
packets to the nobile node over the hone link, an issue arises
with respect to how the hone agent discovers the nobile node’s
link | ocal address. This specification uses the Mbility Header
Li nk- Layer Address option defined in [ RFC5568] in order to carry
the nmobil e node’s link-layer address in the Binding Update.

Li kewi se, the nobil e node would al so know the |ink-1layer address
of the default router address to send packets fromthe home |ink
wi t hout Nei ghbor Di scovery. The link-layer address is used to
transmit packets fromand to the nobile node on the home |ink
The packets are transmtted w thout the Nei ghbor Di scovery
protocol by constructing the link-layer header manually. This
operation is simlar to Mobile I Pv6 [ RFC3775] when a nobil e node
sends a de-registration Binding Update to the hone agent’s |i nk-
| ayer address in the operation for returning hone.

3.  Hone Binding Support

When the hone binding is used, the nobile node MJST send a

regi stering Binding Update with a Binding lIdentifier nobility option
with the '"H flag set. The lifetime MJST be set to a non-zero
lifetime of the honme binding, and the Care-of Address field MJST be
set to the honme address. The nobile node registers only one hone
binding at a tine, even if it attaches to the honme link by nultiple
i nterfaces.

The nobil e node SHOULD i nclude the Mbility Header Link-Layer Address
option [RFC5568] to notify the nobile node’s link-layer address to
the hone agent, too. The option code of the Mbility Header Link-
Layer Address option MJST be set to '2° (link-layer address of the
nobil e node). This link-layer address is required for the hone agent
to send the Binding Acknow edgenent and to forward the nobile node’'s
packet .

According to [ RFC3775], the nobile node MJUST start responding to
Nei ghbor Solicitation for its home address right after it sends the
de-regi stration Binding Update to the hone agent. However, in this
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specification, the nobile node MJUST NOT respond to Nei ghbor
Solicitation before receiving a Binding Acknow edgenent, since the
hone agent may continue proxying for the home address. |[|f the nobile
node recei ves [ MCOA RETURNHOVE WO NDP (5)] status value in the

recei ved Bi ndi ng Acknow edgnent, it MJST NOT respond to Nei ghbor
Solicitation even after the Bindi ng Acknow edgenent.

The managenent of the hone binding is the sanme as the binding
managenent described in this specification. The hone binding can be
included in a bulk binding registration (Section 5.3). The MN SHOULD
refresh the lifetime of the hone binding by sending appropriate

Bi ndi ng Updates as with any other binding.

5.6.4. Sending Packets fromthe Hone Link

5.

6.

0 \Wen the nobile node receives the Binding Acknow edgenent with the
status val ue ’'Binding Update Accepted’ and the BID option, it can
configure its honme address to the interface attached to the hone
link and start operating Neighbor D scovery for the hone address
on the home link. Packets can be transnitted fromand to the
nobi |l e node as if the nobile node were a regular |1 Pv6 node.

o |If the nobile node receives the status [ MCOA RETURNHOVE WO NDP] i n
t he Bi ndi ng Acknow edgenent, it MJST NOT operate Nei ghbor
Di scovery for the honme address. Wien the nobil e node sends
packets fromthe interface attached to the honme link, it MJST
learn the link-layer address of the next hop (i.e., default router
of the nobile node). A nobile node |earns the default router’s
link-1ayer address from a Source Link-Layer Address option in
Rout er Advertisenents. The nobile node sends packets directly to
the default router’s link-layer address. This is done by
constructing the packet to include a link-layer header with the
| earned |ink-layer address of the default router. The hone agent
al so forwards the packet to the nobile node on the hone |ink by
using the nobile node’s link-1ayer address. The |ink-Iayer
address SHOULD be cached when the honme agent receives the
de-regi stration Binding Update nessage. Note that the default
router MJST NOT cache the nobile node's Iink-1layer address in the
nei ghbor cache when it forwards the packet fromthe nobile node to
t he hone agent.

5. Leaving fromthe Home Link

Wien the nobile node detaches fromthe hone link, it SHOULD

i medi ately send a Binding Update for one of the active care-of
addresses with the 'H flag unset. Wen the 'H flag of the BID
option is unset in any Binding Update, the hone agent stops
forwardi ng the nobile node’s packets to the home |ink
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5.7. Receiving Binding Acknow edgenent

The verification of a Binding Acknow edgenent is the same as Mbile
I Pv6 (Section 11.7.3 of [RFC3775]). The operation for sending a
Bi ndi ng Acknowl edgenment is described in Section 6. 2.

If a nobile node includes a Binding Identifier nobility option in a
Bi nding Update with the 'A flag set, a Binding Acknow edgenent
SHOULD carry a Binding ldentifier nobility option. According to

[ RFC3775], the receiver of the Binding Update ignores unknown

mobi lity options and processes the Binding Update w t hout the unknown
nmobility option. Therefore, if no such nobility option is included
in the Binding Acknow edgenent in response to a Binding Update for a
nmul ti ple care-of addresses registration, this indicates that the

ori ginati ng node of the Binding Acknow edgenent does not support
processing the Binding Identifier nmobility option regardl ess of

status value. 1In such case, the receiver of the Binding Update may
create a regular binding. The nobile node then SHOULD no | onger
attenpt a nmultiple care-of addresses registration with that node. |If

this occurs with hone registration, the nobile node MAY attenpt to
di scover another honme agent that supports the Binding Identifier
mobility option for the home registration

If a Binding Identifier nobility option is present in the received

Bi ndi ng Acknowl edgenent, the nobile node checks the Status field in
the option. |If the status value in the Binding Identifier nmobility
option is zero, the nobile node uses the value in the Status field of
t he Bi ndi ng Acknow edgenent. Oherwise, it uses the value in the
Status field of the Binding Identifier nobility option

If the status code is greater than or equal to 128, the nobile node
starts rel evant operations according to the error code. Oherw se,
the mobil e node assunes that the originator (hone agent or
correspondent node) successfully registered the binding information
and BID for the nobile node.

o |If the status value is [ MCOA PRCH BI TED], the nobile node MJUST
stop registering nultiple bindings with the node that sent the
Bi ndi ng Acknow edgenent .

o If the status value is [ MCOA BULK REQ STRATI ON PRCHI Bl TED], the
nobi | e node needs to stop using bulk registrations with the node
that sent the Binding Acknow edgenent. It should assune that none
of the attenpted registrations were successf ul

o |If [MCOA MALFORMED] is specified, it indicates that the Bi nding

Identifier mobility option is formatted wong, presumably due to a
progranm ng error or nmjor packet corruption.
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o |f [MCOA NON-MCOA BINDI NG EXI STS] is specified, it neans that
there is a non-MCOA binding entry in the receiver. The nobile
node MJUST set 'O flag so that all the registered bindings are
repl aced by an MCoA registration as described in Section 5.9

o |If [MCOA UNKNOAN COA] is specified, it neans that the nobile node
sent a Binding ldentifier nobility option w thout a Care-of
Address field, but the receiver could not find an entry for the
BID indicated. If the nobile node is trying to de-register a BID
it need not do anything further. |If the nobile node is trying to
refresh a binding, it SHOULD send a Binding Identifier mobility
option including the Care-of Address field.

5.8. Receiving Binding Refresh Request

The verification of a Binding Refresh Request is the sane as in
Mobile I Pv6 (Section 11.7.4 of [RFC3775]). The operation of sending
a Binding Refresh Request is described in Section 6.4.

If a nobile node receives a Binding Refresh Request with a Binding
Identifier nobility option, it indicates that the node sending the
Bi ndi ng Refresh Request nessage is requesting that the nobile node
send a new Binding Update for the BID. The nobile node SHOULD t hen
send a Binding Update at | east for the respective binding, as
described in Sections 5.2 and 5. 3.

5.9. Boot strapping

6.

6.

When a nobil e node bootstraps and registers multiple bindings for the
first tinme, it MUST set the 'O flag in the Binding Update nessage.

If old bindings still exist at the hone agent, the nobile node has no
know edge of which bindings still exist at the hone agent. This
scenari o happens when a nobil e node reboots and | oses state regarding
the registrations. |If the 'O flag is set, all the bindings are

repl aced by the new bi ndi ng(s).

Home Agent and Correspondent Node Operation
1. Searching Binding Cache with Binding lIdentifier

If either a correspondent node or a honme agent has nultipl e bindings
for a nobile node in their binding cache database, it can use any of
the bindings to comunicate with the nobile node. This section
explains how to retrieve the desired binding for the binding
managenent. This docunment does not provide any mechanismto sel ect
the suitable binding for forwarding data packets.
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A node that is either a correspondent node or a hone agent SHOULD use
both the hone address and the BID as the search key of the binding
cache if it knows the corresponding BID (for exanple, when processing
signaling nmessages). In the exanple below, if a node searches the
binding with the honme address and BID2, it gets binding2 for this
nobi | e node.

bi ndi ngl [2001: db8:: EU, care-of addressl, BID1]
bi ndi ng2 [2001: db8:: EUl, care-of address2, BID2]
bi ndi ng3 [2001: db8:: EUl, care-of address3, BI D3]

Fi gure 8: Searching the Binding Cache
The node learns the BID when it receives a Binding ldentifier

mobility option. At that time, the node MJUST | ook up its binding
cache database with the hone address and the BID retrieved fromthe

Bi nding Update. |If the node does not know the BID, it searches for a
binding with only the hone address. |n such a case, the first
mat ched binding is found. |f the node does not desire to use

mul ti ple bindings for a nobile node, it can sinply ignore the BID
6.2. Processing Binding Update

If a Binding Update does not contain a Binding Identifier nobility
option, its processing is the same as in [RFC3775]. |f the receiver
already has nultiple bindings for the home address, it MJST replace
all the existing bindings with the received binding. If the

[ RFC3775] Binding Update is for de-registration, the receiver MJST
delete all existing bindings fromits binding cache.

If the Binding Update contains Binding Identifier nobility option(s),
it is first validated according to Section 9.5.1 of [RFC3775]. Then
the receiver processes the Binding Identifier nobility option(s) as
described in the follow ng steps.

o The length value is exanm ned. The Iength value MJST be either 4,
8, or 20 depending on the Care-of Address field. |If the length is
incorrect, the receiver MIST reject the Binding Update and return
the status val ue set to [ MCOA MALFORMED .

o0 When the length value is either 8 or 20, the care-of address MJST
be present in the Binding Identifier nobility option. |f the
uni cast routable address [RFC3775] is not present in the Care-of
Address field, the receiver MIST reject the Binding Identifier
nmobility option and return the status val ue set to [ MCOA
MAL FORVED]
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o0 Wien multiple Binding Identifier nobility options are present in
the Binding Update, it is treated as bulk registration. |If the
receiving node is a correspondent node, it MJST reject the Binding
Update and return the status value set to [ MCOA BULK REGQ STRATI ON
PROHI BI TED] in the bindi ng Acknow edgenent .

o If the Lifetinme field in the Binding Update is set to zero, the
recei ving node del etes the binding entry that corresponds to the
BIDin the Binding Identifier nmobility option. |If the receiving
node does not have an appropriate binding for the BID, it MJST
reject the Binding Update and send a Bi ndi ng Acknow edgenent wth
status set to 133 [not hone agent for this nobile node].

o If the 'O flag is set in the de-registering Binding Update, it is
ignored. If the 'H flag is set, the honme agent stores a home
address in the Care-of Address field of the binding cache entry.
The hone agent MJST follow the descriptions described in Section
5. 6.

o If the Lifetime field is not set to zero, the receiving node
registers a binding with the specified BID as a nobil e node’'s
bi nding. The care-of address is obtained fromthe Binding Update
packet as foll ows:

* |f the length value of the Binding Identifier nobility option
is 20, the care-of address is the |Pv6 address copied fromthe
Care-of Address field in the Binding Identifier nobility
option.

*  \Wen the length value is 8, the address MJST be the IPv4 valid
address. How to obtain an | Pv4 care-of address is described in
Section 8.

* \Wen the length value is 4 and the Binding lIdentifier is
present in the binding cache, the receiving node MJIST update
the associated binding entry. Oherw se, the receiving node
MUST reject that Binding lIdentifier nobility option and send a
Bi ndi ng Acknowl edgenent with the status for that Binding
Identifier nmobility option set to [ MCOA UNKNOW] .

0 Once the care-of address(es) have been retrieved fromthe Binding
Update, the receiving nodes create new binding(s).

* |f the 'O flag is set in the Binding Update, the receiving

node renoves all the existing bindings and registers the
recei ved bi ndi ng(s).
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* |f the 'O flag is unset in the Binding Update and the receiver
has a regul ar binding that does not have a BID for the nobile
node, it must not process the Binding Update. The receiver
shoul d send a Bi ndi ng Acknow edgenent with status set to [ MCOA
NON- MCOA BI NDI NG EXI STS] .

* |f the receiver already has a binding with the sane BI D but
different care-of address, it MJST update the binding and
respond with a Bi nding Acknow edgenment with status set to O
[ Bi ndi ng Updat e accepted].

* |f the receiver does not have a binding entry for the BID, it
registers a new binding for the BID and responds with a Binding
Acknow edgenent with status set to O [Binding Update accepted].

If all the above operations are successfully conpleted and the 'A
flag is set in the Binding Update, a Binding Acknow edgenent
containing the Binding lIdentifier nobility options MJUST be sent to
the nobil e node. \Wienever a Bindi ng Acknowl edgenent is sent, all the
Binding Identifier nmobility options stored in the Binding Update MJST
be copied to the Binding Acknow edgenent except the Status field.

The Care-of Address field in each Binding Identifier nobility option
however, MAY be omitted, because the nobil e node can match a
correspondi ng Binding Update List entry using the BID

When a correspondent node sends a Bindi ng Acknowl edgenent, the status
val ue MUST al ways be stored in the Status field of the Binding
Acknowl edgenent and the Status field of the Binding lIdentifier

mobi lity option MJST al ways be set to zero.

When t he hone agent sends a Bi ndi ng Acknow edgenent, the status val ue
can be stored in the Status field of either a Binding Acknow edgenent
or a Binding Identifier nmobility option. |If the status value is
specific to one of the bindings in the bulk registration, the status
val ue MUST be stored in the Status field in the correspondi ng Binding
Identifier nobility option. 1In this case, the Status field of the

Bi ndi ng Acknowl edgenment MJST be set to [ MCOA NOTCOWPLETE], so that
the receiver can examine the Status field of each Binding Identifier
nmobility option for further operations. Oherwi se, the Status field
of the Binding lIdentifier nobility option MJST be set to zero and the
hone agent Status field of the Binding Acknow edgenment is used.

6.3. Sending a Binding Acknow edgenent for Hone Link Registration

The operations described in this section are related to returning
hone wi th sinultaneous use of honme and foreign |inks.
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o Wien the hone agent sends the Bi nding Acknow edgenent after
successful ly processing the hone binding registration, it MJST set
the status value to either O [Binding Update Accepted] or [MCOA
RETURNHOVE WO NDP (5)] in the Status field of the Binding
Acknowl edgnent, dependi ng on honme agent configuration at the hone
link. The new val ues are:

* Binding Update Accepted (0): The Nei ghbor Di scovery protocol is
permitted for the hone address at the home link. This is the
regul ar returni ng hone operation of [RFC3775].

*  MCOA RETURNHOVE WO NDP (5): The Nei ghbor Discovery protocol is
prohi bited for the home address at the hone |ink.

The respective Binding lIdentifier nobility options need to be
i ncluded in the Binding Acknow edgenent .

o |If the Binding Update is rejected, the appropriate error val ue
MUST be set in the Status field. In this case, the hone agent
operation is the sane as in [ RFC3775].

0o Only if the hone agent is the only router in the honme |ink MAY it
turn of f Nei ghbor Discovery for the requested honme address and
respond with the [Binding Update Accepted] status value to the
nmobi |l e node. Since the nobile node will not reply to Nei ghbor
Solicitation for the hone address before receiving the Binding
Acknowl edgenent, the honme agent SHOULD use the link-1layer address
carried by the Mbility Header Link-Layer Address option [ RFC5568]
in the received Binding Update. After the conpletion of the home
bi ndi ng registration, the nobile node starts regul ar Nei ghbor
Di scovery operations for the hone address on the hone link. The
nei ghbor cache entry for the hone address is created by the
regul ar exchange of Nei ghbor Solicitation and Nei ghbor
Adverti senent.

o |If the hone agent is not the only router in the hone link, the
hone agent returns [ MCOA RETURNHOVE WO NDP] val ue in the Status
field of the Binding Identifier nobility option. The honme agent
| earns the nobile node’s link-layer address by receiving the
Mobi lity Header Link-Layer Address option carried by the Binding
Update. It stores the link-layer address as a nei ghbor cache
entry for the nobile node so that it can send the packets to the
nmobi | e node’ s |ink-1ayer address.

0 Note that the use of proxy Neighbor Discovery is an easier way to

i ntercept the nobile nodes’ packets instead of IP routing in some
depl oynent scenarios. Therefore, even if a hone agent is the only
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router, it is an inplenmentation and operational choice whether the
hone agent returns [Binding Update Accepted] or [ MCOA RETURNHOVE
WO NDP] .

o If the BID option is not included in the Bi nding Acknow edgenent,
the hone agent might not recognize the hone registration. The
hone agent ni ght have processed the hone registration Binding
Update as a regular de-registration, as described in [ RFC3775],
and deleted all the registered binding cache entries for the
nmobi | e node. Thus, the nobile node SHOULD stop using the
interface attached to the foreign Iink and use only the interface
attached to the hone |ink.

6.4. Sending Binding Refresh Request

When a node (honme agent or correspondent node) sends a Binding
Refresh Request for a particular binding created with the BID, the
node SHOULD i nclude the Binding lIdentifier nmobility option in the

Bi ndi ng Refresh Request. The node MAY include nultiple Binding
Identifier nmobility options if there are nultiple bindings that need
to be refreshed.

6.5. Receiving Packets from Mbile Node

When a node receives packets with a Home Address destination option
froma nobile node, it MJST check that the care-of address that
appears in the Source Address field of the I Pv6 header is equal to
one of the care-of addresses in the binding cache entry. |If no
binding is found, the packets MJIST be discarded. The node MJST al so
send a Binding Error nessage as specified in [RFC3775]. This
verification MUST NOT be done for a Binding Update.

7. Network Mobility Applicability

The bi ndi ng managenent nechani sms are the same for a nobile host that
uses Mobile IPv6 and for a nobile router that is using the NEMO Basic
Support protocol [RFC3963]. Therefore, the extensions described in
this docunent can also be used to support a nobile router with

mul tiple care-of addresses. [RFC4980] contains an anal ysis of NEMD
mul ti hom ng

8. DSM Pv6 Applicability
Dual Stack Mobile | Pv6 (DSM Pv6) [ RFC5555] extends Mobile IPv6 to
regi ster an I Pv4 care-of address instead of the |IPv6 care-of address

when the nobile node is attached to an I Pv4-only access network. It
al so allows the nobile node to acquire an | Pv4 home address in
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addition to an I Pv6 hone address for use with |IPv4-only correspondent
nodes. This section describes how the nmultiple care-of addresses
registration works with |1 Pv4 care-of and hone addresses.

8.1. [IPv4 Care-of Address Registration

The nobil e node can use the extensions described in the docunent to
register multiple care-of addresses, even if sone of the care-of
addresses are | Pv4 addresses.

Bul k registrati on MUST NOT be used for the initial binding
registration froman |IPv4 care-of address. This is because the

Bi ndi ng Update and Bi ndi ng Acknowl edgenent exchange is used to detect
NAT on the path between the nobile node and the home agent. So the
nobi | e node needs to check for a NAT between each | Pv4 care- of
address and t he honme agent.

The Bi ndi ng Update MUST be sent to the | Pv4 hone agent address by

using UDP and | Pv4 headers as shown in Figure 9. It is sinmlar to
[ RFC5555] except that the | Pv4d care-of address option MJUST NOT be

used when the BID nobility option is used.

| Pv4 header (src=V4ADDR, dst=HA VA4ADDR)
UDP Header
| Pv6 header (src=V6HoA, dst=HAADDR)
ESP Header
Mobi lity header
- Bi ndi ng Updat e
Mobility Options
- Binding ldentifier (IPv4d CoA)
*VAADDR, HA VAADDR, V6HOA, HAADDR are defined in [ RFC5555]

Figure 9: Initial Binding Update for |Pv4 Care-of Address

If a NAT is not detected, the nobile node can update the |Pv4 care-of
address by using bulk registration. The nobile node can register the
| Pv4 care-of address along with other |Pv4 and | Pv6 care- of

addresses. Figure 10 shows the Binding Update format when the nobile
node sends a Binding Update fromone of its |IPv6 care-of addresses.

If the nobil e node sends a Binding Update from an | Pv4 care- of
address, it MJST follow the format described in Figure 9. Note that
the 1 Pv4 care-of address nust be registered by a non-bul k binding
regi stration whenever it is changed.

As shown in Figure 9, the IPv4 care-of address will appear in the
Binding Identifier nmobility option. The |IPv4 Care-of Address

mobility option defined in [ RFC5555] MJST al ways be onmitted. The
recei ver of the Binding Update nessage for an | Pv4 care-of address
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MUST treat the |Pv4 address stored in the Binding Identifier nmobility
option as the one in the | Pv4 Care-of Address nobility option of

[ RFC5555]. If the IPv4 address in the Binding Identifier nobility
option is different fromone in the Source Address field in the | Pv4
header of the Binding Update (i.e., V4ADDR in Figure 9), the source
address is used as an | Pv4 care-of address. Oherwi se, the |Pv4
address in the Binding lIdentifier nobility option is used as an | Pv4
care-of address.

| Pv6 header (src=Care-of Address, dst=Home Agent Address)
| Pv6 Home Address Option
ESP Header
Mobi ity header
- Bi ndi ng Updat e
Mobility Options
- Binding ldentifier (IPv6/v4d CoA)
- Binding ldentifier (IPv6/v4d CoA)

Figure 10: Binding Bul k Registration for an |Pv4 Care-of Address

When t he hone agent returns a Bindi ng Acknow edgenent for the | Pv4
care-of address registration, it SHOULD NOT use the |Pv4 Address
Acknowl edgenent nobility option and SHOULD use only the Binding
Identifier nobility option. The registration status for the |IPv4
care-of address is stored in the Status field of the Binding
Identifier nmobility option. However, if the home agent needs to
store the status val ue specially defined for the | Pv4 Address
Acknowl edgenent nobility option, it MJST store the status value in
the 1 Pv4 Address Acknow edgenent nobility option and MUST NOT store
it inthe Binding Identifier nobility option. 1In such case, the hone
agent MJUST include both the |IPv4d Address Acknow edgenment nmobility
option and the Binding lIdentifier nobility option

8.2. |Pv4 Honme Address Managenent

When the nobile node wants to configure an | Pv4 hone address in
addition to the | Pv6 hone address, it can request one using the |Pv4
Home Address option in the Binding Update. |If the home agent accepts
the Bi ndi ng Update, the nobile node can now register nultiple care-of
addresses for the 1 Pv4 hone address in addition to the | Pv6 home
address. The nobil e node MJUST al ways use the | Pv4 Hone Address

nmobi lity option for any purposes of the | Pv4 honme address nanagenent.
The sane set of care-of addresses will be registered for both | Pv6
and | Pv4 honme addresses. The nobil e node cannot bind a different set
of care-of addresses to each hone address.
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According to [ RFC5555], the home agent includes the | Pv4 Address
Acknowl edgenment option in the Binding Acknow edgenent only if the
nobi | e node had requested an | Pv4 hone address in the correspondi ng
Bi ndi ng Update. The |IPv4 Address Acknow edgenent option MJIST be
present before any Binding lIdentifier nobility option. The Status
field of the | Pv4 Address Acknow edgenent option contains only the
error code defined in Section 3.2.1 of [RFC5555]. The hone agent
MJUST al ways include the | Pv4 Address Acknow edgenent nobility option
in the Binding Acknow edgenment for the |IPv4 honme address

regi stration.

9. IPsec and | KEv2 Interaction

Mobile | Pv6 [ RFC3775] and the NEMO protocol [RFC3963] require the use
of I Psec to protect signaling nessages, including Binding Updates,

Bi ndi ng Acknowl edgenents, and return routability messages. |Psec may
al so be used to protect all tunneled data traffic. The Mbile |IPv6-

| KEv2 specification [ RFC4877] specifies how | KEv2 can be used to set
up the required | Psec security associations. The follow ng
assunptions were nade in [ RFC3775], [RFC3963], and [ RFC4877] with
respect to the use of I KEv2 and | Psec.

o There is only one primary care-of address per nobil e node.

0 The primary care-of address is stored in the | Psec database for
tunnel encapsul ati on and decapsul ation

o \Wen the hone agent receives a packet fromthe nobile node, the
source address is verified against the care-of address in the
correspondi ng bindi ng cache entry. |If the packet is a reverse-
tunnel ed packet fromthe nobile node, the care-of address check is
done agai nst the source address on the outer |Pv6 header. The
reverse-tunnel ed packet could either be a tunnel ed Home Test Init
message or tunneled data traffic to the correspondent node.

0 The nobile node runs IKEv2 (or I KEvl) with the home agent using
the care-of address. The IKE SA is based on the care-of address
of the nobil e node.

The above assunptions may not be valid when multiple care-of
addresses are used by the nobile node. |In the follow ng sections,
the main issues with the use of nultiple care-of addresses with |IPsec
are addressed.
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9.1. Use of Care-of Address in the | KEv2 Exchange

For each honme address for which the nobile node sets up security
associations with the home agent, the nobile node nmust pick one
care-of address and use that as the source address for all |KEv2
nmessages exchanged to create and nmaintain the | Psec security
associ ati ons associated with the home address. The resultant |KEv2
security association is created based on this care-of address.

If the nobil e node needs to change the care-of address, it just sends
a Binding Update with the care-of address it wants to use, with the
corresponding Binding Identifier nobility option, and with the 'K

bit set. This will force the hone agent to update the | KEv2 security
association to use the new care-of address. |If the 'K bit is not
supported on the nobile node or the hone agent, the nobile node MJST
re-establish the | KEv2 security association with the new care- of
address. This will also result in new |Psec security associations
bei ng set up for the hone address.

9.2. Transport Mde | Psec-Protected Messages

For Mobile 1Pv6 signaling nessage protected using I Psec in transport
node, the use of a particular care-of address anong nultiple care-of
addresses does not matter for |Psec processing.

The hone agent processes Mobile Prefix Discovery nessages with the
sanme rul es of data packets described in Section 6.5.

9.3. Tunnel Mode | Psec-Protected Messages

The use of IPsec in tunnel node with nultiple care-of addresses

i ntroduces a few issues that require changes to how the nobil e node
and the hone agent send and receive tunneled traffic. The route
optim zati on mechani sm described in [RFC3775] nandates the use of

| Psec protection in tunnel node for the Hone Test Init and Home Test
messages. The nobil e node and the hone agent may al so choose to
protect all reverse-tunnel ed payload traffic with IPsec in tunne
node. The follow ng sections address nultiple care-of address
support for these two types of nessages.

9.3.1. Tunneled Hone Test Init and Hone Test Messages

The nobil e node MAY use the sane care-of address for all Home Test
Init nessages sent reverse tunneled through the hone agent. The
nobi | e node may use the sanme care-of address irrespective of which
correspondent node the Hone Test Init nessage is being to. RFC 3775
requires the hone agent to verify that the nobile node is using the
care-of address that is in the binding cache entry when it receives a
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reverse-tunnel ed Hone Test Init nessage. |If a different address is
used as the source address, the nessage is silently dropped by the
hone agent. This docunment requires the home agent inplenentation to
decapsul ate and forward the Hone Test Init nessage as long as the
source address is one of the care-of addresses in the binding cache
entry for the nobile node.

When the hone agent tunnels a Hone Test nessage to the nobil e node,
the care-of address used in the outer |IPv6 header is not relevant to
the Hone Test nessage. So regular |IPsec tunnel encapsulation with
the care-of address known to the |IPsec inplenentation on the hone
agent is sufficient.

9.3.2. Tunnel ed Payl oad Traffic

When the nobil e node sends and receives nultiple traffic flows
protected by IPsec to different care-of addresses, the use of the
correct care-of address for each flow becones inportant. Support for
this requires the followi ng two considerations on the hone agent.

o \Wen the hone agent receives a reverse-tunnel ed payl oad nessage
protected by IPsec in tunnel node, the source address used in the
outer IPv6 header is irrelevant to I Psec, since the tunnel node
security association is based on the addresses in the inner |Pv6
header. Therefore, the same | Psec security association can be
used for payload traffic tunneled fromany of the care-of
addresses. Note that the care-of address used in the reverse-
tunneled traffic can be different fromthe care-of address used as
the source address in the | KEv2 exchange. However, this does not
cause an issue due to the above-nentioned reason

o For tunneled |IPsec traffic fromthe home agent to the nobil e node,
the | Psec inplenmentation on the honme agent will not be aware of
whi ch care-of address to use when perform ng | Psec tunne
encapsul ation. The Mbile IP stack on the hone agent, based on
the binding cache entries created by the nobile node, knows to
whi ch care-of address the packet belonging to a particular flow
needs to be tunneled. The destination address for the outer IP
header nust either be conveyed dynamically per packet to the |Psec
stack when it perforns the encapsul ation or the Mbile | Pv6 stack
must get access to the packet after | Psec processing is done and
nodi fy the destination address. The first option requires changes
to the I Psec inplenmentation. 1In the second option, there is a
need for special processing in the forwarding function to replace
the destination address on the outer header with the correct
care-of address. The exact technique to achieve the above is
i npl enent ati on specific.
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10.

Security Considerations

The security considerations for securing the Binding Update and

Bi ndi ng Acknowl edgenment nessages with rultiple care-of addresses are
very simlar to the security considerations for securing the Binding
Updat e and Bi ndi ng Acknowl edgenent. Please see [RFC3775] for nore

i nformati on. The Bi ndi ng Update and Bi ndi ng Acknow edgenent nessages
with multiple care-of addresses are securely exchanged as descri bed
in [RFC3775], [RFC4877], and Section 9 of this docunent. Additiona
security considerations are described bel ow.

Wth sinultaneous binding support, it is possible for a nalicious
nmobi | e node to successfully bind a nunber of victins’' addresses as
valid care-of addresses for the nobile node with its hone agent.
Once these addresses have been bound, the nalicious nobile node can
performa re-direction attack by instructing the home agent (e.g.
setting filtering rules to direct a large file transfer) to tunne
packets to the victins’ addresses. Such risk is highlighted in

[ M P6ANALYSI S]. These attacks are possi bl e because the care-of
addresses sent by the nobile node in the Binding Update nmessages are
not verified by the home agent, i.e., the hone agent does not check
if the nobile node is at the care-of address at which it clains to
be. The security nodel for Mbile | Pv6 assunes that there is a trust
rel ati onshi p between the nobile node and its honme agent. Any
mal i ci ous attack by the nobile node is traceable by the hone agent.
This acts as a deterrent for the nobile node to | aunch such attacks.

Al t hough such a risk exists in Mbile IPv6, the risk level is

i ncreased when sinmultaneous nultiple care-of address bindings are
perforned. In Mbile IPv6, a nobile node can only have a single
care-of address binding per hone address at a given tinme. However,
for sinultaneous multiple care-of address bindings, a nobile node can
have nore than one care-of address binding per hone address at a
given time. This inplies that a nobile node using sinmultaneous

bi ndi ng support can effectively bind nore than a single victims
address. Another difference is the degree of risk involved. 1In the
singl e care-of address binding case, once the re-direction attack is
initiated, a malicious nobile node would be unable to use its hone
address for communi cations (such as to receive control packets
pertaining to the file transfer). However, in the sinmultaneous

bi ndi ng support case, a malicious nobile node could bind a valid
care-of address in addition to nultiple victinms addresses. This
valid care-of address could then be used by the nalicious nobile node
to set up flowfiltering rules at its home agent, thereby controlling
and/ or launching new re-direction attacks.
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11.

Thus, in view of such risks, it is advisable for a hone agent to
enpl oy sone form of care-of address verification nmechani sm before
using the care-of addresses as a valid routing path to a nobile node.
These nechani sns are out of scope for this docunent.

In the binding registration of Mbile |Pv6, a care-of address is

al ways verified by its reachability by a hone agent. This
reachability test nay decrease the above risks. However, when bul k
registration is used, a home agent cannot verify reachability of
care-of addresses carried in a Binding ldentifier nobility option.
Therefore, the home agent can choose to reject bulk registration by
usi ng [ MCOA BULK REG STRATI ON PRCHI BI TED] in a Binding

Acknowl edgenent. Alternatively, when a nobile node first registers a
care-of address, it uses the individual Binding Updates for the first
appeared care-of address. During the initial binding registration, a
hone agent can verify the address reachability for that given care- of
address. After that, the nobile node uses bulk registration to
refresh the care-of address.

| ANA Consi derati ons
The foll owi ng Extension Types have been assigned by | ANA:

0o Binding Identifier nobility option type: (35) has been assigned
fromthe sane space as the nobility option in [RFC3775].

0 New Successful Status of Bindi ng Acknow edgenent: These status
codes have been assigned fromthe sanme space as the Binding
Acknowl edgenent status codes in [ RFC3775].

*  MCOA NOTCOWPLETE (4)
*  MCOA RETURNHOVE WO NDP ( 5)

0 New Unsuccessful Status of Binding Acknow edgenment: These status
codes have al so been assigned fromthe sanme space as the Binding
Acknow edgenent status codes in [ RFC3775].

*  MCOA MALFORMED (164)

*  MCOA NON- MCOA BI NDI NG EXI STS (165)
*  MCOA PROHI Bl TED (166)

*  MCOA UNKNOWN CQA (167)

*  MCOA BULK REG STRATI ON PRCHI BI TED (168)
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12.

13.

13.

13.

*  MCOA SI MULTANEQUS HOVE AND FOREI GN PRCHI BI TED (169)
Acknowl edgenent s

Ryuji Waki kawa and Thierry Ernst are grateful to Keio University for
its initial support on this specification at the tine when they were
working there. In addition, the authors would like to thank Masaf uni
Aranot o, Keigo Aso, Julien Charbon, Tero Kauppinen, Martti Kupari nen,
Romai n Kunt z, Benjamin Lim Heikki Mihkonen, Nicolas Mntavont, and
Chan-Wah Ng for their discussions and inputs. Thanks to Susunu

Koshi ba, Hiroki Matutani, Koshiro Mtsuya, Koji kada, Keisuke
Uehara, Masafunm Watari, and Jun Murai for earlier work on this

subj ect .

Ref er ences
1. Nor mati ve Ref erences

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997.

[ RFCA861] Narten, T., Nordmark, E., Sinmpson, W, and H Solinan,
"Nei ghbor Discovery for IP version 6 (IPv6)", RFC
4861, Septenber 2007.

[ RFC3775] Johnson, D., Perkins, C., and J. Arkko, "Mbility
Support in IPv6", RFC 3775, June 2004.

[ RFCA877] Devarapal li, V. and F. Dupont, "Mobile I Pv6 Operation
with IKEv2 and the Revised | Psec Architecture", RFC
4877, April 2007.

[ RFC3963] Devarapal l'i, V., Waki kawa, R, Petrescu, A, and P.
Thubert, "Network Mbility (NEMO) Basic Support
Protocol ", RFC 3963, January 2005.

[ RFC5555] Solinman, H, Ed., "Mobile I Pv6 Support for Dual Stack
Hosts and Routers", RFC 5555, June 2009.

[ RFC5568] Koodli, R, Ed., "Mbile | Pv6 Fast Handovers", RFC
5568, July 2009.

2. Informative References

[ MOTI VATI ON| Ernst, T., Montavont, N., Waki kawa, R, Ng, C, and K
Kul adi nithi, "Motivations and Scenarios for Using
Multiple Interfaces and d obal Addresses", Work in
Progress, My 2008.

Waki kawa, et al. St andards Track [ Page 35]



RFC 5648 MCoA

[ RFC4980] Ng, C., Ernst, T., Paik, E.,
Cct ober 2007.

[ M P6ANALYSI S] Montavont, N., Waki kawa, R,

and M Bagnul o,
of Multihoming in Network Mobility Support",

Cct ober 2009

"Anal ysi s
RFC 4980,

C., and K

Kul adi nithi, "Analysis of Miltihom ng.in Mobi l e | Pv6",

Wrk in Progress, May 2008.

[ RFC3753] Manner, J., Ed., and M Koj o,

Ter m nol ogy", RFC 3753, June 2004.

"Mbility Rel ated

[ RFCA885] Ernst, T. and H Y. Lach, "Network Mbility Support

Ter mi nol ogy", RFC 4885, July 2007.

Aut hors’ Addr esses

Ryuji Waki kawa (Editor)
TOYOTA | nfoTechnol ogy Center Co., Ltd.

EMai | : ryuji.waki kawa@nmail.com (ryuji @p.toyota-itc.con)

Vijay Devarapalli
W chor us

EMai | . vijay@ chorus.com
Ceorge Tsirtsis

Qual comm

EMail: Tsirtsis@mnail.com
Thierry Ernst

I NRI A

EMail: thierry.ernst@nria.fr
Keni chi Nagam

I NTEC Net Core | nc.

EMai | : nagami @ netcore.com

Waki kawa, et al. St andards Track

[ Page 36]



