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Abst ract

The application-specific routing requirenents for Urban Low Power and
Lossy Networks (U-LLNs) are presented in this docunent. In the near
future, sensing and actuating nodes will be placed outdoors in urban
environnents so as to inprove people’s living conditions as well as
to nmonitor conpliance with increasingly strict environnental |aws.
These field nodes are expected to neasure and report a w de ganut of
data (for exanple, the data required by applications that perform
smart-netering or that nonitor neteorological, pollution, and allergy
conditions). The nmajority of these nodes are expected to comunicate
wirelessly over a variety of |inks such as | EEE 802. 15. 4, | ow power
| EEE 802. 11, or |EEE 802.15.1 (Bluetooth), which given the limted
radi o range and the | arge nunber of nodes requires the use of
suitabl e routing protocols. The design of such protocols will be
mai nly inpacted by the linmted resources of the nodes (nenory,
processing power, battery, etc.) and the particularities of the

out door urban application scenarios. As such, for a wireless
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solution for Routing Over Low Power and Lossy (ROLL) networks to be
useful, the protocol (s) ought to be energy-efficient, scalable, and
aut ononous. This docunents ains to specify a set of |Pv6 routing
requirenents reflecting these and further U-LLNs' tailored
characteristics.
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1. Introduction

Thi s docunent details application-specific |IPv6 routing requirenents
for U ban Low Power and Lossy Networks (U-LLNs). Note that this
docunent details the set of IPv6 routing requirenents for U-LLNs in
strict conpliance with the layered IP architecture. U LLN use cases
and associated routing protocol requirenents will be descri bed.

Section 2 defines terminology useful in describing U LLNs.
Section 3 provides an overview of U LLN applications.

Section 4 describes a few typical use cases for U LLN applications
exenpl i fying depl oynent problens and related routing issues.

Section 5 describes traffic flows that will be typical for U LLN
applications.

Section 6 discusses the routing requirenents for networks conprising
such constrained devices in a U LLN environnment. These requirenents
may overlap with or be derived fromother application-specific

requi renents docunents [ ROLL- HOVE] [ROLL-INDUS] [ROLL-BU LD].

Section 7 provides an overvi ew of routing security considerations of
U-LLN i npl enent ati ons.

2. Terninol ogy

The term nol ogy used in this docunment is consistent with and

i ncorporates that described in "Term nology in Low power And Lossy
Net wor ks" [ROLL-TERM . This ternmnology is extended in this docunent
as follows:

Anycast: Addressing and Routing schene for forwardi ng packets to at
| east one of the "nearest” interfaces froma group, as
described in RFC4291 [ RFC4291] and RFC1546 [ RFC1546].

Aut ononous: Refers to the ability of a routing protocol to
i ndependently function without requiring any externa
i nfluence or guidance. |ncludes self-configuration and
sel f-organi zati on capabilities

DoS: Denial of Service, a class of attack that attenpts to cause
resource exhaustion to the detrinent of a node or network.
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| SM band: Industrial, Scientific, and Medical band. This is a
region of radi o spectrum where | ow power, unlicensed
devices may generally be used, with specific guidance from
an applicable local radio spectrumauthority.

U-LLN.  Urban Low Power and Lossy NetworKk.

WLAN: Wreless Local Area Network.

2.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this

document are to be interpreted as described in RFC 2119 [ RFC2119].

3. Overview of Urban Low Power and Lossy Networks

3.1. Canonical Network El enents

A U-LLN is understood to be a network conposed of three key el enents,
i.e.,

1. sensors
2. actuators, and
3. routers
that comunicate wirelessly. The aimof the follow ng sections
(3.1.1, 3.1.2, and 3.1.3) is to illustrate the functional nature of a
sensor, actuator, and router in this context. That said, it nust be
understood that these functionalities are not exclusive. A
particul ar device may act as a sinple router or may alternatively be
a router equipped with a sensing functionality, in which case it wll
be seen as a "regular” router as far as routing is concerned.

3.1.1. Sensors

Sensi ng nodes neasure a wi de gamut of physical data, including but
not limted to:

1. nunicipal consunption data, such as smart-netering of gas, water,
electricity, waste, etc.

2. neteorol ogical data, such as tenperature, pressure, humdity, W
i ndex, strength and direction of wi nd, etc.
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3. pollution data, such as gases (sul fur dioxide, nitrogen oxide,
carbon nonoxi de, ozone), heavy netals (e.g., nercury), pH
radi oactivity, etc.;

4. anbient data, such as levels of allergens (pollen, dust),
el ectromagnetic pollution, noise, etc.

Sensor nodes run applications that typically gather the neasurenent
data and send it to data collection and processing application(s) on
ot her node(s) (often outside the U LLN)

Sensor nodes are capable of forwarding data. Sensor nodes are
generally not nobile in the magjority of near-future roll-outs. In
many anticipated roll-outs, sensor nodes nmay suffer fromlong-term
resource constraints.

A prom nent exanple is a "smart grid" application that consists of a
city-wide network of smart neters and distribution nonitoring
sensors. Smart neters in an urban "smart grid" application wll

i nclude electric, gas, and/or water neters typically adm nistered by
one or nmultiple utility conpanies. These neters will be capabl e of
advanced sensing functionalities such as neasuring the quality of

el ectrical service provided to a custoner, providing granul ar
interval data, or automating the detection of alarmconditions. In
addition, they may be capabl e of advanced interactive
functionalities, which may invoke an actuator conponent, such as
renote service disconnect or renote demand reset. Mre advanced
scenari os include demand response systens for managi ng peak | oad, and
di stribution automation systens to nonitor the infrastructure that
delivers energy throughout the urban environment. Sensor nodes
capabl e of providing this type of functionality nay sonetines be
referred to as Advanced Metering Infrastructure (AM).

3.1.2. Actuators

Actuat or nodes are capable of controlling urban devices; exanples are
street or traffic lights. They run applications that receive
instructions fromcontrol applications on other nodes (possibly
outside the U-LLN). The anount of actuator points is well below the
nunber of sensing nodes. Sone sensing nodes may include an actuator
conmponent, e.g., an electric nmeter node with integrated support for
renote service disconnect. Actuators are capable of forwarding data.
Actuators are not likely to be nobile in the majority of near-future
roll-outs. Actuator nodes nmay also suffer fromlong-termresource
constraints, e.g., in the case where they are battery powered.
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3.1.3. Rout ers

Routers generally act to close coverage and routing gaps within the
interior of the U LLN, exanples of their use are:

1. prolong the ULLLN s lifetine,
2. bal ance nodes’ energy depletion, and
3. build advanced sensing infrastructures.

There can be several routers supporting the same U-LLN;, however, the
nunber of routers is well below the anmobunt of sensing nodes. The
routers are generally not nobile, i.e., fixed to a randomor pre-

pl anned | ocation. Routers may, but generally do not, suffer from any
formof (long-term resource constraint, except that they need to be
smal |l and sufficiently cheap. Routers differ from actuator and
sensing nodes in that they neither control nor sense. That being
sai d, a sensing node or actuator nay also be a router within the

U LLN

Some routers provide access to wider infrastructures, such as the
Internet, and are nanmed Low Power and Lossy Network Border Routers
(LBRs) in that context.

LBR nodes in particular may also run applications that conmmunicate
wi th sensor and actuator nodes (e.g., collecting and processing data
from sensor applications, or sending instructions to actuator
applications).

3.2. Topol ogy

Whil st millions of sensing nodes may very well be deployed in an
urban area, they are likely to be associated with nore than one
networ k. These networks may or nmay not conmmuni cate between one

anot her. The nunber of sensing nodes deployed in the urban
environnent in support of sone applications is expected to be in the
order of 1072 to 1077; this is still very large and unprecedented in
current roll-outs.

Depl oyment of nodes is likely to happen in batches, e.g., boxes of
hundreds to thousands of nodes arrive and are deployed. The location
of the nodes is randomw thin given topol ogical constraints, e.g.

pl acement along a road, river, or at individual residences.
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3.3. Resource Constraints
The nodes are highly resource constrained, i.e., cheap hardware, |ow
menory, and no infinite energy source. Different node powering
mechani snms are avail able, such as:
1. non-rechargeable battery;

2. rechargeable battery with regular recharging (e.g., sunlight);

3. rechargeabl e battery with irregular recharging (e.g.
opportuni stic energy scavengi ng);

4. capacitive/inductive energy provision (e.g., passive Radio
Frequency | Dentification (RFID));

5. always on (e.g., powered electricity meter).

In the case of a battery-powered sensing node, the battery shelf life
is usually in the order of 10 to 15 years, rendering network lifetine
maxi m zation with battery-powered nodes beyond this |ifespan usel ess.

The physical and el ectronagnetic di stances between the three key

el ements, i.e., sensors, actuators, and routers, can generally be
very large, i.e., fromseveral hundreds of neters to one kil oneter.
Not every field node is likely to reach the LBR in a single hop
thereby requiring suitable routing protocols that nmanage the
information flow in an energy-efficient manner.

3.4. Link Reliability

The |inks between the network elenents are volatile due to the
foll owi ng set of non-exclusive effects:

1. packet errors due to wirel ess channel effects;

2. packet errors due to MAC (Medi um Access Control) (e.g.
col lision);

3. packet errors due to interference from other systens;

4. link unavailability due to network dynamicity; etc.

The wirel ess channel causes the received power to drop bel ow a given
threshold in a random fashi on, thereby causing detection errors in

the receiving node. The underlying effects are path | oss, shadow ng
and f adi ng.
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Since the wireless nediumis broadcast in nature, nodes in their
communi cation radi os require suitable nediumaccess control protocols
that are capable of resolving any arising contention. Sone avail able
protocol s may not be able to prevent packets of neighboring nodes
fromcolliding, possibly leading to a high Packet Error Rate (PER)
and causing a |ink outage.

Furt hernore, the outdoor deploynent of U LLNs also has inplications
for the interference tenperature and hence link reliability and range
if Industrial, Scientific, and Medical (ISM bands are to be used.

For instance, if the 2.4 GHz ISMband is used to facilitate

conmmuni cati on between U LLN nodes, then heavily | oaded Wreless Loca
Area Network (WLAN) hot-spots may becone a detrinental perfornance
factor, leading to high PER and jeopardi zing the functioning of the
U LLN.

Fi nally, nodes appearing and di sappearing causes dynanmics in the
network that can yield |ink outages and changes of topol ogies.

4. Urban LLN Application Scenarios

Urban applications represent a special segnent of LLNs with its
uni que set of requirements. To facilitate the requirenents

di scussion in Section 6, this section lists a few typical but not
exhausti ve depl oynent probl ens and usage cases of U LLN

4.1. Deploynment of Nodes

Contrary to other LLN applications, deploynment of nodes is likely to
happen in batches out of a box. Typically, hundreds to thousands of
nodes are being shi pped by the nanufacturer wth pre-programed
functionalities which are then rolled-out by a service provider or
subcontracted entities. Prior to or after roll-out, the network
needs to be ranped-up. This initialization phase may include, anong
others, allocation of addresses, (possibly hierarchical) roles in the
networ k, synchroni zation, deternination of schedul es, etc.

If initialization is performed prior to roll-out, all nodes are
likely to be in one another’s one-hop radi o nei ghborhood. Pre-
programed Medi a Access Control (MAC) and routing protocols may hence
fail to function properly, thereby wasting a | arge anount of energy.
Whi | st the nmajor burden will be on resolving MAC conflicts, any
proposed U-LLN routing protocol needs to cater for such a case. For

i nstance, zero-configuration and network address allocation needs to
be properly supported, etc.
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After roll-out, nodes will have a finite set of one-hop nei ghbors,
likely of low cardinality (in the order of 5 to 10). However, sone
nodes rmay be depl oyed in areas where there are hundreds of

nei ghboring devices. In the resulting topol ogy, there may be regions
where many (redundant) paths are possible through the network. O her
regi ons may be dependent on critical links to achieve connectivity

with the rest of the network. Any proposed LLN routing protocol
ought to support the autononous sel f-organization and sel f-
configuration of the network at | owest possible energy cost [Lu2007],
where autonony is understood to be the ability of the network to
operate w thout external influence. The result of such organization
shoul d be that each node or set of nodes is uniquely addressable so
as to facilitate the set up of schedul es, etc.

Unl ess exceptionally needed, broadcast forwardi ng schemes are not
advi sed in urban sensor networking environments.

4.2. Association and Disassoci ati on/ Di sappear ance of Nodes

After the initialization phase and possi bly sonme operational tine,
new nodes may be injected into the network as well as existing nodes
renoved fromthe network. The former m ght be because a renoved node
is replaced as part of maintenance, or new nodes are added because
nore sensors for denser readings/actuations are needed, or because
routing protocols report connectivity problens. The latter mght be
because a node's battery is depleted, the node is renoved for

mai nt enance, the node is stolen or accidentally destroyed, etc.

The protocol (s) hence should be able to convey information about

mal functi oni ng nodes that nay affect or jeopardize the overal
routing efficiency, so that self-organization and self-configuration
capabilities of the sensor network mght be solicited to facilitate
the appropriate reconfiguration. This information may include, e.g.
exact or relative geographical position, etc. The reconfiguration
may i nclude the change of hierarchies, routing paths, packet
forwardi ng schedules, etc. Furthernore, to informthe LBR(s) of the
node’'s arrival and association with the network as well as freshly
associ at ed nodes about packet forwardi ng schedules, roles, etc.
appropriate updating nmechani snms shoul d be supported.

4.3. Regul ar Measurenent Reporting

The majority of sensing nodes will be configured to report their

readi ngs on a regular basis. The frequency of data sensing and
reporting nay be different but is generally expected to be fairly
low, i.e., in the range of once per hour, per day, etc. The ratio
bet ween data sensing and reporting frequencies will determ ne the
menory and data aggregation capabilities of the nodes. Latency of an
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end-to-end delivery and acknow edgenents of a successful data
delivery may not be vital as sensing outages can be observed at data
collection applications -- when, for instance, there is no reading
arriving froma given sensor or cluster of sensors within a day. In
this case, a query can be | aunched to check upon the state and

avai lability of a sensing node or sensing cluster.

It is not uncommon to gather data on a few servers |ocated outside of
the U-LLN. In such cases, a |large nunber of highly directiona

uni cast flows fromthe sensing nodes or sensing clusters are likely
to transit through a LBR.  Thus, the protocol (s) should be optim zed
to support a large nunber of unicast flows fromthe sensing nodes or
sensing clusters towards a LBR, or highly directed nulticast or
anycast flows fromthe nodes towards multiple LBRs.

Rout e conput ati on and sel ection may depend on the transnitted

i nformation, the frequency of reporting, the anount of energy
remaining in the nodes, the rechargi ng pattern of energy-scavenged
nodes, etc. For instance, tenperature readings could be reported
every hour via one set of battery-powered nodes, whereas air quality
indicators are reported only during the daytinme via nodes powered by
sol ar energy. More generally, entire routing areas may be avoi ded
(e.g., at night) but heavily used during the day when nodes are
scavengi ng energy from sunlight.

4.4. Queried Measurenent Reporting

Cccasional |y, network-external data queries can be | aunched by one or
several applications. For instance, it is desirable to know the

| evel of pollution at a specific point or along a given road in the
urban environment. The queries’ rates of occurrence are not regul ar
but rather random where heavy-tail distributions seem appropriate to
nodel their behavior. Queries do not necessarily need to be reported
back to the same node fromwhere the query was | aunched. Round-trip
times, i.e., fromthe launch of a query froma node until the
delivery of the neasured data to a node, are of inportance. However,
they are not very stringent where |atencies should sinply be
sufficiently smaller than typical reporting intervals; for instance,
in the order of seconds or minutes. The routing protocol (s) should
consi der the selection of paths with appropriate (e.g., |atency)
metrics to support queried neasurenment reporting. To facilitate the
query process, U LLN devices should support unicast and nulticast
routing capabilities.

The sane approach is also applicable for schedul e update,

provi sioni ng of patches and upgrades, etc. 1In this case, however,
the provision of acknow edgenments and the support of unicast,
mul ti cast, and anycast are of inportance.
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4.5, Alert Reporting

Rarely, the sensing nodes will measure an event that classifies as an
al arm where such a classification is typically done locally wthin
each node by neans of a pre-programmed or prior-diffused threshold.
Not e that on approaching the alert threshold I evel, nodes may wish to
change their sensing and reporting cycles. An alarmis |ikely being
registered by a plurality of sensing nodes where the delivery of a
single alert nmessage with its |location of origin suffices in nost,

but not all, cases. One exanple of alert reporting is if the |eve

of toxic gases rises above a threshol d; thereupon, the sensing nodes
inthe vicinity of this event report the danger. Another exanple of
alert reporting is when a recycling glass container -- equipped with
a sensor neasuring its level of occupancy -- reports that the
container is full and hence needs to be enptied.

Routes clearly need to be unicast (towards one LBR) or nulticast
(towards multiple LBRs). Delays and |atencies are inportant;
however, for a U LLN deployed in support of a typical application
deliveries within seconds should suffice in nost of the cases.

5. Traffic Pattern

Unli ke traditional ad hoc networks, the information flowin ULLNs is
highly directional. There are three main flows to be distinguished:

1. sensed information fromthe sensing nodes to applications outside
the U-LLN, going through one or a subset of the LBR(S);

2. query requests fromapplications outside the U LLN, going through
the LBR(s) towards the sensing nodes;

3. control information from applications outside the U LLN, going
t hrough the LBR(s) towards the actuators.

Sonme of the flows may need the reverse route for delivering
acknow edgenents. Finally, in the future, some direct information
flows between field devices without LBRs nmay al so occur

Sensed data is likely to be highly correlated in space, time, and
observed events; an exanple of the latter is when tenperature

i ncrease and hum dity decrease as the day conmences. Data may be
sensed and delivered at different rates with both rates being
typically fairly low, i.e., in the range of minutes, hours, days
etc. Data may be delivered regularly according to a schedule or a
regul ar query; it may also be delivered irregularly after an
externally triggered query; it may also be triggered after a sudden
networ k-i nternal event or alert. Schedules nay be driven by, for
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exanple, a snart-netering application where data is expected to be
del i vered every hour, or an environmental nonitoring application
where a battery-powered node is expected to report its status at a
specific time once a day. Data delivery may trigger acknow edgenents
or mai ntenance traffic in the reverse direction. The network hence
needs to be able to adjust to the varying activity duty cycles, as
well as to periodic and sporadic traffic. Also, sensed data ought to
be secured and | ocat abl e.

Some data delivery may have tight |latency requirenments, for exanple,
in a case such as a live neter reading for custonmer service in a
smart-netering application, or in a case where a sensor reading
response nust arrive within a certain time in order to be useful

The network should take into consideration that different application
traffic may require different priorities in the selection of a route
when traversing the network, and that some traffic may be nore
sensitive to | atency.

A U-LLN shoul d support occasional |arge-scale traffic flows from
sensi ng nodes through LBRs (to nodes outside the U-LLN), such as
systemwi de alerts. |In the exanple of an AM U-LLN, this could be in
response to events such as a city-wi de power outage. In this
scenario, all powered devices in a |arge segnent of the network may
have | ost power and be running off of a tenporary "last gasp" source
such as a capacitor or small battery. A node nust be able to send
its owmn alerts toward an LBR while continuing to forward traffic on
behal f of other devices that are al so experiencing an alert
condition. The network needs to be able to manage this sudden |arge
traffic fl ow

A U-LLN may al so need to support efficient |arge-scale nessaging to
groups of actuators. For exanple, an AM U LLN supporting a city-

wi de demand response systemwi |l need to efficiently broadcast
demand-response control information to a | arge subset of actuators in
the system

Some scenarios will require internetworking between the U-LLN and
anot her network, such as a home network. For exanple, an AM
application that inplenents a demand-response system may need to
forward traffic froma utility, across the U-LLN, into a home

aut omati on network. A typical use case would be to informa custoner
of incentives to reduce denand during peaks, or to autonmatically

adj ust the thernostat of custoners who have enrolled in such a denmand
managenent program Subsequent traffic nmay be triggered to flow back
through the U-LLN to the utility.
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6. Requirenents of Urban-LLN Applications

Urban Low Power and Lossy Network applications have a number of
specific requirenments related to the set of operating conditions, as
exenplified in the previous sections.

6.1. Scalability

The | arge and di verse neasurenent space of U LLN nodes -- coupled
with the typically large urban areas -- will yield extrenely |arge
network sizes. Current urban roll-outs are conposed of sonetines
nore than one hundred nodes; future roll-outs, however, may easily
reach nunbers in the tens of thousands to millions. One of the
utnost inportant LLN routing protocol design criteria is hence
scalability.

The routing protocol (s) MJIST be capabl e of supporting the
organi zation of a |large nunber of sensing nodes into regions
contai ning on the order of 1072 to 1074 sensing nodes each

The routing protocol (s) MIST be scal able so as to accommpdate a very
| arge and i ncreasi ng nunber of nodes w thout deteriorating sel ected
performance paraneters bel ow configurable thresholds. The routing
prot ocol s(s) SHOULD support the organization of a |arge nunber of
nodes into regions of configurable size.

6.2. Paraneter-Constrai ned Routing

Batteries in some nodes may depl ete quicker than in others; the

exi stence of one node for the naintenance of a routing path may not
be as inportant as of another node; the energy-scavengi ng net hods nay
recharge the battery at regular or irregular intervals; sone nodes
may have a constant power source; sonme nodes nmay have a | arger nenory
and are hence be able to store nore nei ghborhood information; sone
nodes may have a stronger CPU and are hence able to perform nore
sophi sticated data aggregati on net hods, etc.

To this end, the routing protocol (s) MJST support paraneter-
constrained routing, where exanpl es of such paraneters (CPU, nenory
size, battery level, etc.) have been given in the previous paragraph
In other words, the routing protocol MJST be able to advertise node
capabilities that will be exclusively used by the routing protoco
engine for routing decision. For the sake of example, such a
capability could be related to the node capability itself (e.g.
remai ni ng power) or some application that could influence routing
(e.g., capability to aggregate data).
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Routing within urban sensor networks SHOULD require the U LLN nodes
to dynanmically conmpute, select, and install different paths towards
the sane destination, depending on the nature of the traffic. Such
functionality in support of, for exanple, data aggregation, may inply
use of some nechanisns to mark/tag the traffic for appropriate
routing decision using the | Pv6 packet format (e.g., use of Diffserv
Code Point (DSCP), Flow Label) based on an upper-I|ayer marking
decision. Fromthis perspective, such nodes MAY use node
capabilities (e.g., to act as an aggregator) in conjunction with the
anycast endpoints and packet marking to route the traffic.

6.3. Support of Autononmous and Alien Configuration

Wth the | arge nunber of nodes, manually configuring and

troubl eshooti ng each node is not efficient. The scale and the |arge
nunber of possible topologies that may be encountered in the U LLN
encour ages the devel opnent of autonated nmanagenent capabilities that
may (partly) rely upon self-organizing techniques. The network is
expected to sel f-organi ze and sel f-configure according to sone prior
defined rules and protocols, as well as to support externally
triggered configurations (for instance, through a comi ssioning too
that may facilitate the organi zati on of the network at a mini num
energy cost).

To this end, the routing protocol (s) MJST provide a set of features
i ncluding zero-configuration at network ranp-up, (network-internal)
sel f-organi zati on and configuration due to topol ogi cal changes, and
the ability to support (network-external) patches and configuration
updates. For the latter, the protocol (s) MJST support multicast and
anycast addressing. The protocol (s) SHOULD al so support the
formation and identification of groups of field devices in the

net wor k.

The routing protocol (s) SHOULD be able to dynamically adapt, e.g.
through the application of appropriate routing netrics, to ever-
changi ng conditions of conmunication (possible degradation of quality
of service (QS), variable nature of the traffic (real-tine versus
non-real -tinme, sensed data versus alerts), node mobility, a

conbi nati on thereof, etc.).

The routing protocol (s) SHOULD be able to dynami cally compute,

sel ect, and possibly optinize the (nultiple) path(s) that will be
used by the participating devices to forward the traffic towards the
actuators and/or a LBR according to the service-specific and traffic-
specific QoS, traffic engineering, and routing security policies that
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6. 4.

6. 5.

Doh

will have to be enforced at the scale of a routing donain (that is, a
set of networking devices adninistered by a globally unique entity),
or a region of such domain (e.g., a netropolitan area conposed of
clusters of sensors).

Support of Highly Directed Information Fl ows

As pointed out in Section 4.3, it is not uncommon to gather data on a
few servers located outside of the U-.LLN. In this case, the
reporting of the data readings by a | arge amount of spatially

di spersed nodes towards a few LBRs will lead to highly directed
information flows. For instance, a suitable addressing schenme can be
devised that facilitates the data flow Also, as one gets closer to
the LBR, the traffic concentration increases, which may | ead to high
| oad i nbal ances i n node usage.

To this end, the routing protocol (s) SHOULD support and utilize the
| arge nunber of highly directed traffic flows to facilitate
scal ability and paraneter-constrained routing.

The routing protocol MJST be able to acconmobdate traffic bursts by
dynamically conputing and selecting nmultiple paths towards the same
desti nati on.

Support of Milticast and Anycast

Routing protocols activated in urban sensor networks MJST support
unicast (traffic is sent to a single field device), nulticast
(traffic is sent to a set of devices that are subscribed to the sane
mul ticast group), and anycast (where nultiple field devices are
configured to accept traffic sent on a single |IP anycast address)
transm ssi on schenes.

The support of unicast, nulticast, and anycast al so has an
i nplication on the addressing scheme, but it is beyond the scope of
this docunent that focuses on the routing requirenents.

Some urban sensing systems may require | owl evel addressing of a
group of nodes in the same subnet, or for a node representative of a
group of nodes, without any prior creation of nulticast groups. Such
addr essi ng schenmes, where a sender can form an addressabl e group of
receivers, are not currently supported by I Pv6, and not further

di scussed in this specification [ ROLL- HOVE].

The network SHOULD support internetworking when identical protocols

are used, while giving attention to routing security inplications of
interfacing, for exanple, a hone network with a utility U LLN. The
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network may support the ability to interact with anot her network
using a different protocol, for exanple, by supporting route
redi stribution.

6.6. Network Dynamicity

Al t hough nobility is assunmed to be low in urban LLNs, network
dynanicity due to node associ ation, disassociation, and

di sappearance, as well as long-termlink perturbations is not
negligible. This in turn inpacts reorganization and reconfiguration
convergence as well as routing protocol convergence.

To this end, local network dynam cs SHOULD NOT i npact the entire
network to be reorgani zed or re-reconfigured; however, the network
SHOULD be locally optim zed to cater for the encountered changes.

The routing protocol (s) SHOULD support appropriate mechani snms in
order to be inforned of the association, disassociation, and

di sappearance of nodes. The routing protocol (s) SHOULD support
appropriate updating nechanisnms in order to be infornmed of changes in
connectivity. The routing protocol (s) SHOULD use this information to
initiate protocol -specific nechanisns for reorganizati on and
reconfiguration as necessary to nmaintain overall routing efficiency.
Conver gence and route establishment tines SHOULD be significantly

| ower than the snmallest reporting interval

Differentiation SHOULD be nade between node di sappearance, where the
node di sappears wi thout prior notification, and user- or node-
initiated di sassociation ("phased-out"), where the node has enough
time to informthe network about its pending renoval.

6.7. Latency

Wth the exception of alert-reporting solutions and (to a certain
extent) queried reporting, U-LLNs are delay tolerant as |long as the
information arrives within a fraction of the smallest reporting
interval, e.g., a few seconds if reporting is done every 4 hours.

The routing protocol (s) SHOULD al so support the ability to route
according to different nmetrics (one of which could, e.g., be
| at ency) .

7. Security Considerations

As every network, U-LLNs are exposed to routing security threats that
need to be addressed. The wireless and distributed nature of these
net wor ks increases the spectrumof potential routing security
threats. This is further anplified by the resource constraints of

t he nodes, thereby preventing resource-intensive routing security
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approaches from bei ng deployed. A viable routing security approach
SHOULD be sufficiently lightweight that it nay be inplenmented across
all nodes in a U LLN. These issues require special attention during
the design process, so as to facilitate a commercially attractive
depl oynent .

The U-LLN MJUST deny any node that has not been authenticated to the
U-LLN and authorized to participate to the routing decision process.

An attacker SHOULD be prevented from nmani pul ati ng or disabling the
routing function, for exanple, by conprom sing routing contro
messages. To this end, the routing protocol (s) MJST support nessage
integrity.

Furt her exanples of routing security issues that may arise are the
abnor mal behavi or of nodes that exhibit an egoistic conduct, such as
not obeying network rules or forwarding no or fal se packets. O her

i mportant issues may arise in the context of denial-of-service (DoS)
attacks, nualicious address space allocations, advertisenent of

vari abl e addresses, a wong nei ghborhood, etc. The routing

prot ocol (s) SHOULD support defense agai nst DoS attacks and ot her
attenpts to maliciously or inadvertently cause the nechani sns of the
routing protocol (s) to over-consune the limted resources of LLN
nodes, e.g., by constructing forwarding | oops or causi ng excessive
routing protocol overhead traffic, etc.

The properties of self-configuration and self-organization that are
desirable in a U-LLN i ntroduce additional routing security

consi derations. Mechani sns MIUST be in place to deny any node that
attenpts to take nalicious advantage of self-configuration and self-
organi zation procedures. Such attacks nmay attenpt, for exanple, to
cause DoS, drain the energy of power-constrained devices, or to
hijack the routing nechanism A node MJUST authenticate itself to a
trusted node that is already associated with the U LLN before the
fornmer can take part in self-configuration or self-organization. A
node that has already authenticated and associated with the U-LLN
MUST deny, to the nmaxi num extent possible, the allocation of
resources to any unauthenticated peer. The routing protocol (s) MJST
deny service to any node that has not clearly established trust with
the U LLN

Consi derati on SHOULD be given to cases where the U-LLN nmay interface
with other networks such as a home network. The U LLN SHOULD NOT
interface with any external network that has not established trust.
The U-LLN SHOULD be capable of limting the resources granted in
support of an external network so as not to be vulnerable to DoS.
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8.

8.

8.

Wth | ow conputati on power and scarce energy resources, U LLNs' nodes
may not be able to resist any attack from hi gh-power nalicious nodes
(e.g., laptops and strong radi os). However, the anount of damage
generated to the whol e network SHOULD be commensurate with the nunber
of nodes physically conprom sed. For exanple, an intruder taking
control over a single node SHOULD NOT be able to conpletely deny
service to the whole network

In general, the routing protocol (s) SHOULD support the inplenentation
of routing security best practices across the U-LLN. Such an

i npl enent ati on ought to include defense against, for exanple,
eavesdroppi ng, replay, nessage insertion, nodification, and man-in-

t he-mi ddl e attacks.

The choice of the routing security solutions will have an inpact on
the routing protocol (s). To this end, routing protocol (s) proposed
in the context of U LLNs MJUST support authentication and integrity
measures and SHOULD support confidentiality (routing security)
neasur es.
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