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Abst ract
Thi s docunent describes principles of Internet host configuration

It covers issues relating to configuration of Internet-|ayer
paraneters, as well as paraneters affecting higher-1layer protocols.
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I ntroduction

Thi s docunent describes principles of Internet host [STD3]
configuration. It covers issues relating to configuration of
Internet-layer paranmeters, as well as paraneters affecting higher-
| ayer protocols.

In recent years, a nunber of architectural questions have arisen, for
whi ch we provide gui dance to protocol devel opers:

0 The protocol |ayers and general approaches that are nost
appropriate for configuration of various paraneters.

o0 The rel ationshi p between paraneter configuration and service
di scovery.

0 The rel ationship between per-interface and per-host configuration

0 The rel ationship between network access authentication and host
configuration.

0 The desirability of supporting self-configuration of paraneters or
avoi di ng paraneter configuration altogether

o The role of link-layer protocols and tunneling protocols in
I nternet host configuration

The role of the link-layer and tunneling protocols is particularly
important, since it can affect the properties of a link as seen by
hi gher |ayers (for exanple, whether privacy extensions [RFC4941] are
avai l abl e to applications).

1. Terminol ogy

[ nk
A communi cation facility or nmedi um over which nodes can
communi cate at the link layer, i.e., the layer inmrediately bel ow
| P. Exanples are Ethernets (sinple or bridged), Point-to-Point
Protocol (PPP) links, X. 25, Frane Relay, or ATM networks as wel
as Internet- or higher-layer "tunnels", such as tunnels over |Pv4
or IPv6 itself.

on link

An address that is assigned to an interface on a specified |ink
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1

of f link

The opposite of "on link"; an address that is not assigned to any
interfaces on the specified Iink

nmobi l ity agent
Either a honme agent or a foreign agent [ RFC3344] [RFC3775].
2. Internet Host Configuration
2.1. Internet-Layer Configuration

Internet-layer configuration is defined as the configuration required
to support the operation of the Internet layer. This includes
configuration of per-interface and per-host paraneters, including IP
address(es), subnet prefix(es), default gateway(s), mobility

agent (s), boot service configuration and other paraneters:

| P addr ess(es)

Internet Protocol (1P) address configuration includes both
configuration of |ink-scope addresses as well as gl obal addresses.
Configuration of IP addresses is a vital step, since practically
all of IP networking relies on the assunption that hosts have IP
address(es) associated with (each of) their active network
interface(s). Used as the source address of an | P packet, these

| P addresses indicate the sender of the packet; used as the
destination address of a unicast |IP packet, these |IP addresses

i ndicate the intended receiver

The only commmon exanpl e of | P-based protocols operating w thout an
| P address invol ves address configuration, such as the use of
DHCPv4 [ RFC2131] to obtain an address. 1In this case, by
definition, DHCPv4 is operating before the host has an | Pv4
address, so the DHCP protocol designers had the choice of either
using IP without an I P address, or not using IP at all. The
benefits of making | Pv4 self-reliant, configuring itself using its
own | Pv4 packets, instead of depending on some other protocol
out wei ghed t he drawbacks of having to use IP in this constrained
nmode. Use of |IP for purposes other than address configuration can
safely assune that the host will have one or nore | P addresses

whi ch nay be self-configured |ink-local addresses [ RFC3927]

[ RFC4862], or other addresses configured via DHCP or other neans.
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Subnet prefix(es)

Def

Once a subnet prefix is configured on an interface, hosts with an
| P address can exchange unicast | P packets directly with on-Iink
hosts within the sanme subnet prefix.

aul t gat eway(s)
Once a default gateway is configured on an interface, hosts with

an | P address can send unicast | P packets to that gateway for
forwarding to off-1link hosts.

Mobi lity agent (s)

Whil e Mobile | Pv4 [ RFC3344] and Mobile I Pv6 [ RFC3775] include
their own nmechani sms for |ocating honme agents, it is also possible
for nmobile nodes to utilize dynam c home agent configuration

Boot service configuration

Boot service configuration is defined as the configuration
necessary for a host to obtain and perhaps also to verify an
appropriate boot image. This is appropriate for disk-less hosts

| ooking to obtain a boot inmage via nmechanisns such as the Trivia
File Transfer Protocol (TFTP) [RFCL1350], Network File System (NFS)
[ RFC3530], and Internet Small Conputer Systens Interface (i SCSI)

[ RFC3720] [RFC4173]. It also may be useful in situations where it
is necessary to update the boot inmage of a host that supports a

di sk, such as in the Preboot Execution Environnent [ PXg]

[ RFCA578]. While strictly speaking, boot services operate above
the Internet |ayer, where boot service is used to obtain the
Internet-layer code, it nmay be considered part of Internet-Ilayer
configuration. While boot service paraneters nmay be provided on a
per-interface basis, |oading and verification of a boot inmage

af fects behavi or of the host as a whol e.

O her I P paraneters

Aboba,

Internet-1layer parameter configuration also includes configuration
of per-host paraneters (e.g., hostnanme) and per-interface
paraneters (e.g., |IP Tine-To-Live (TTL) to use in outgoing
packets, enabling/disabling of IP forwarding and source routing,
and Maxi mum Transmi ssion Unit (MIU)).
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1.2.2. Higher-Layer Configuration

Hi gher-1layer configuration is defined as the configuration required
to support the operation of other conponents above the Internet-
| ayer. This includes, for exanple:

Nane Service Configuration

The configuration required for the host to resolve nanes. This
i ncl udes configuration of the addresses of name resol ution
servers, including EN 116 [1EN116], Dorai n Nanme System (DNS),
W ndows Internet Nane Service (WNS), Internet Storage Nane
Service (i SNS) [RFC4171] [RFC4174], and Network Information
Service (NI'S) servers [ RFC3898], and the setting of name

resol ution paraneters such as the DNS domain and search |ist

[ RFC3397], the NetBI CS node type, etc. It may also include the
transm ssion or setting of the host’s own nane. Note that |ink-
| ocal name resolution services (such as NetBI OS [ RFC1001], Li nk-
Local Multicast Nane Resolution (LLMNR) [RFC4795], and nulticast
DNS (nDNS) [nDNS]) typically do not require configuration

Once the host has conpl eted nane service configuration, it is
capabl e of resol ving names using nane resol ution protocols that
require configuration. This not only allows the host to

comuni cate with of f-1ink hosts whose | P addresses are not known,
but, to the extent that name services requiring configuration are
utilized for service discovery, also enables the host to discover
services available on the network or el sewhere. Wile name
service paraneters can be provided on a per-interface basis, their
configuration will typically affect behavior of the host as a

whol e.

Ti me Service Configuration

Time service configuration includes configuration of servers for
protocols such as the Sinple Network Tinme Protocol (SNTP) and the
Network Tine Protocol (NTP). Since accurate deternination of the
time may be inportant to operation of the applications running on
the host (including security services), configuration of tinme
servers may be a prerequisite for higher-layer operation

However, it is typically not a requirenment for Internet-I|ayer
configuration. While tinme service paraneters can be provided on a
per-interface basis, their configuration will typically affect
behavi or of the host as a whole.
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O her service configuration

This can include discovery of additional servers and devices, such
as printers, Session Initiation Protocol (SIP) proxies, etc. This
configuration will typically apply to the entire host.

2. Principles

This section describes basic principles of Internet host
configuration.

2.1. Mninize Configuration

Anyt hing that can be configured can be m sconfigured. Section 3.8 of
"Architectural Principles of the Internet" [RFC1958] states: "Avoid

options and paraneters whenever possible. Any options and paraneters
shoul d be configured or negotiated dynamically rather than manually."

That is, to minimze the possibility of configuration errors,
paraneters should be automatically conputed (or at |east have
reasonabl e defaults) whenever possible. For exanple, the Path

Maxi mum Transm ssion Unit (PMIU) can be di scovered, as described in
"Packetization Layer Path MIU Di scovery" [RFC4821], "TCP Probl ens
with Path MIU Di scovery" [RFC2923], "Path MIU di scovery" [RFC1191],
and "Path MIU Di scovery for |IP version 6" [RFCL981].

Havi ng a protocol design with many configurabl e paraneters increases
the possibilities for msconfiguration of those paraneters, resulting
in failures or other sub-optimal operation. Elimnating or reducing
configurabl e paraneters helps | essen this risk. Were configurable
paraneters are necessary or desirable, protocols can reduce the risk
of human error by nmeking these paraneters self-configuring, such as
by using capability negotiation within the protocol, or by automated
di scovery of other hosts that inplenent the sane protocol

2. 2. Less I's Mire

The availability of standardi zed, sinple nechanisns for general -
purpose Internet host configuration is highly desirable.
"Architectural Principles of the Internet" [RFC1958] states,
"Performance and cost nust be considered as well as functionality"
and "Keep it sinple. Wen in doubt during design, choose the

si nmpl est sol ution."”

To all ow protocol support in many types of devices, it is inportant
to mnimze the footprint requirement. For exanple, |P-based
protocol s are used on a wi de range of devices, from superconputers to
smal | | ow cost devices running "enbedded" operating systens. Since

Aboba, et al. I nf or mat i onal [ Page 7]



RFC 5505 Principles of Internet Host Configuration May 2009

the resources (e.g., nenory and code size) available for host
configuration may be very small, it is desirable for a host to be
able to configure itself in as sinple a manner as possi bl e.

One interesting exanple is I P support in preboot execution
environnents. Since by definition boot configuration is required in
hosts that have not yet fully booted, it is often necessary for pre-
boot code to be executed from Read Only Menory (ROM), with m ninal
avai l abl e menory. Many hosts do not have enough space in this ROM
for even a sinple inplenmentation of TCP, so in the Preboot Execution
Envi ronment (PXE) the task of obtaining a boot inmage is perforned
usi ng the User Datagram Protocol over IP (UDP/IP) [RFC768] instead.
This is one reason why Internet-layer configuration nechanisns
typically depend only on I P and UDP. After obtaining the boot inage,
the host will have the full facilities of TCP/IP available to it,

i ncluding support for reliable transport protocols, |Psec, etc.

In order to reduce conplexity, it is desirable for Internet-I|ayer
configuration nechanisns to avoi d dependenci es on hi gher | ayers.

Si nce enbedded devi ces may be severely constrained on how much code
they can fit within their ROM designing a configuration nechanismin
such a way that it requires the availability of higher-1Iayer
facilities may nmake that configuration mechani smunusable in such
devices. In fact, it cannot even be guaranteed that all Internet-
|ayer facilities will be available. For exanple, the mninmal version
of IPin a host’s boot ROM may not inplenent |IP fragnmentation and
reassenbly.

2.3. Mnimze Diversity

The nunber of host configuration nechani sns should be nininzed.
Diversity in Internet host configuration nmechani sms presents several
probl ens:

Interoperability

As configuration diversity increases, it becones likely that a
host will not support the configuration nmechani snm(s) avail able on
the network to which it has attached, creating interoperability
probl ens.

Foot pri nt
For maxi numinteroperability, a host would need to inplenent al
configuration nechanisns used on all the Iink layers it supports.

This increases the required footprint, a burden for enbedded
devices. It also leads to |lower quality, since testing resources
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(both formal testing, and real -world operational use) are spread
nore thinly -- the nore different configuration nechanisns a
devi ce supports, the less testing each one is likely to undergo.

Redundancy

To support diversity in host configuration nmechani sns, operators
woul d need to support nultiple configuration services to ensure
that hosts connecting to their networks coul d configure
thenselves. This represents an additional expense for little
benefit.

Lat ency

As configuration diversity increases, hosts supporting nmultiple
configuration nechani sns may spend increasing effort to determ ne
whi ch mechani sm(s) are supported. This adds to configuration

| at ency.

Conflicts

Whenever nultiple mechanisns are available, it is possible that
multiple configurations will be returned. To handle this, hosts
woul d need to nerge potentially conflicting configurations. This
woul d require conflict-resolution |logic, such as ranking of
potential configuration sources, increasing inplenmentation

conpl exity.

Additional traffic

To limt configuration |latency, hosts may simultaneously attenpt
to obtain configuration by nultiple nmechanisnms. This can result
in increasing on-the-wire traffic, both fromuse of nmultiple
mechani sms as well as fromretransm ssions within configuration
mechani snms not i npl enented on the network.

Security

2. 4.

Support for nultiple configuration nechanisns increases the attack
surface w thout any benefit.

Lower - Layer | ndependence

"Architectural Principles of the Internet" [RFC1958] states,
"Modul arity is good. |If you can keep things separate, do so."

Aboba,
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It is beconming increasingly common for hosts to support nultiple

net work access nechani sns, including dialup, wireless, and wired

| ocal area networks; wireless netropolitan and wi de area networKks;
etc. The proliferation of network access mechani sms nakes it
desirable for hosts to be able to configure thenselves on multiple
net wor ks wi t hout addi ng configuration code specific to each new |ink
| ayer.

As a result, it is highly desirable for Internet host configuration
mechani sms to be independent of the underlying |ower layer. That is,
only the link-layer protocol (whether it be a physical link or a
virtual tunnel link) should be explicitly aware of |ink-Iayer
paraneters (al though those link-1ayer paranmeters nay be configured by
general Internet-layer nechanisns). |ntroduction of |ower-Iayer
dependenci es increases the likelihood of interoperability problens
and adds Internet-layer configuration nechani sns that hosts need to

i mpl enent .

Lower - | ayer dependenci es can be best avoi ded by keeping Internet host
configuration above the link layer, thereby enabling configuration to
be handl ed for any link |layer that supports IP. 1In order to provide
medi a i ndependence, Internet host configuration mechani sns should be
i nk-1ayer protocol independent.

Wil e there are exanples of Internet-layer configuration within the
link layer (such as in PPP | Pv4CP [ RFC1332] and "Mobile radio
interface Layer 3 specification; Core network protocols; Stage 3

(Rel ease 5)" [3GPP-24.008]), this approach has di sadvantages. These
include the extra conplexity of inplenmenting different mechani snms on
different link layers and the difficulty in addi ng new hi gher-I|ayer
paraneters that would require defining a nechanismin each |ink-Iayer
pr ot ocol

For exanple, "PPP Internet Protocol Control Protocol Extensions for
Nanme Server Addresses" [RFC1877] was devel oped prior to the
definition of the DHCPI NFORM nessage in "Dynam ¢ Host Configuration
Protocol " [RFC2131]; at that tine, Dynam c Host Configuration

Prot ocol (DHCP) servers had not been widely inplenented on access
devices or deployed in service provider networks. Wile the design
of 1 Pv4CP was appropriate in 1992, it should not be taken as an
exanpl e that new | ink-1ayer technol ogi es should emulate. Indeed, in
order to "actively advance PPP's nost useful extensions to ful
standard, while defending agai nst further enhancenents of

qguesti onabl e val ue", "I ANA Consi derations for the Point-to-Point
Protocol (PPP)" [RFC3818] changed the allocation of PPP numbers
(including | Pv4CP extensions) so as to no |longer be "first conme first
served".
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2.

5.

In I Pv6, where link-Ilayer-independent nechani sms such as statel ess
aut oconfiguration [ RFC4862] and statel ess DHCPv6 [ RFC3736] are
avai l abl e, PPP | Pv6CP [ RFC5072] configures an Interface-Identifier
that is simlar to a Media Access Control (MAC) address. This
enabl es PPP | Pv6CP to avoid duplicating DHCPv6 functionality.

However, |nternet Key Exchange Version 2 (I KEv2) [RFC4306] utilizes
the sane approach as PPP | Pv4CP by defining a Configuration Payl oad
for Internet host configuration for both IPv4 and I Pv6. VWile the

| KEv2 approach reduces the nunber of packet exchanges, "Dynam c Host
Configuration Protocol (DHCPv4) Configuration of |IPsec Tunnel Mde"
[ RFC3456] points out that |everagi ng DHCP has advantages in terns of
address nmanagenent integration, address pool nmanagenent,
reconfiguration, and fail-over

Extensions to link-1ayer protocols for the purpose of Internet-,
transport-, or application-layer configuration (including server
configuration) should be avoided. Such extensions can negatively
affect the properties of a link as seen by higher layers. For
exanple, if a link-layer protocol (or tunneling protocol) configures
i ndi vi dual |Pv6 addresses and precludes using any other addresses,
then applications that want to use privacy extensions [RFC4941] may
not function well. Simlar issues may arise for other types of
addresses, such as Cryptographically Generated Addresses [ RFC3972].

Avoi di ng | ower-1ayer dependencies is desirable even where the | ower
layer is link independent. For exanple, while the Extensible

Aut henti cation Protocol (EAP) may be run over any link satisfying its
requirenents (see Section 3.1 of [RFC3748]), many link | ayers do not
support EAP and therefore Internet-layer configuration nechani sns
that depend on EAP woul d not be usable on links that support |P but
not EAP.

Configuration I's Not Access Contro

Net wor k access authentication and authorization is a distinct problem
fromlInternet host configuration. Therefore, network access

aut hentication and authorization is best handl ed i ndependently of the
I nternet and hi gher-layer configuration nechanisns.

Havi ng an Internet- or higher-layer protocol authenticate clients is
appropriate to prevent resource exhaustion of a scarce resource on
the server (such as | P addresses or prefixes), but not for preventing
hosts from obtaining access to a link. |If the user can manually
configure the host, requiring authentication in order to obtain
configuration parameters (such as an | P address) has little val ue.

Net wor k admi ni strators who wish to control access to a |link can
better achieve this using technologies |ike Port-Based Network Access
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Control [IEEE-802.1X]. Note that client authentication is not
required for Stateless DHCPv6 [ RFC3736] since it does not result in
all ocation of any linited resources on the server

3. Additional Discussion
3.1. Reliance on General -Purpose Mechani sns

Protocol s should either be self-configuring (especially where fate
sharing is inportant), or use general - purpose configuration
mechani sms (such as DHCP or a service discovery protocol, as noted in
Section 3.2). The choice should be nmade taking into account the
architectural principles discussed in Section 2.

Taking i nto account the general - purpose configuration nmechani sns
currently available, we see little need for devel opnent of additiona
gener al - pur pose confi gurati on nechani sns.

When defining a new host paraneter, protocol designers should first
consi der whether configuration is indeed necessary (see Section 2.1).

If configuration is necessary, in addition to considering fate
sharing (see Section 3.2.1), protocol designers should consider

1. The organizational inplications for adm nistrators. For exanple,
routers and servers are often adninistered by different sets of
i ndi vidual s, so that configuring a router with server paraneters
may require cross-group collaboration

2. Whether the need is to configure a set of interchangeable servers
or to select a particular server satisfying a set of criteria.
See Section 3.2.

3. Whether | P address(es) should be configured, or nane(s). See
Section 3. 3.

4. If 1P address(es) are configured, whether I1Pv4 and | Pv6 addresses
shoul d be configured simultaneously or separately. See Section
3. 4.

5. Whether the paraneter is a per-interface or a per-host paraneter.
For exanpl e, configuration protocols such as DHCP run on a per-
interface basis and hence are nore appropriate for per-interface
paraneters
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6. How per-interface configuration affects host-w de behavior. For
exanpl e, whether the host should select a subset of the per-
interface configurations, or whether the configurations are to
merged, and if so, howthis is done. See Section 3.5.

3.2. Relationship between I P Configuration and Service Di scovery

Hi gher-1ayer configuration often includes configuring server
addresses. The question arises as to howthis differs from"service
di scovery" as provided by Service Discovery protocols such as
"Service Location Protocol, Version 2" (SLPv2) [RFC2608] or "DNS-
Based Service Discovery" (DNS-SD) [DNS-SD.

In Internet host configuration mechani sms such as DHCP, if multiple
server instances are provided, they are considered interchangeabl e.
For exanple, in a list of time servers, the servers are considered
i nt erchangeabl e because they all provide the exact sane service --

telling you the current time. |In a list of |local caching DNS
servers, the servers are considered interchangeabl e because they al
shoul d give you the sane answer to any DNS query. In service

di scovery protocols, on the other hand, a host desires to find a
server satisfying a particular set of criteria, which may vary by
request. Wen printing a docunent, it is not the case that any
printer will do. The speed, capabilities, and physical |ocation of
the printer matter to the user

Information learned via DHCP is typically |earned once, at boot tine,
and after that may be updated only infrequently (e.g., on DHCP | ease
renewal ), if at all. This nmakes DHCP appropriate for information
that is relatively static and unchangi ng over these tine intervals.
Boot-tinme discovery of server addresses is appropriate for service
types where there are a small nunber of interchangeabl e servers that
are of interest to a |large nunber of clients. For exanple, listing
time servers in a DHCP packet is appropriate because an organization
may typically have only two or three tinme servers, and nost hosts
will be able to nake use of that service. Listing all the printers
or file servers at an organization is a lot |ess useful, because the
list may contain hundreds or thousands of entries, and on a given day
a given user nmay not use any of the printers in that list.

Service discovery protocols can support discovery of servers on the
Internet, not just those within the local admnistrative domain. For
exanpl e, see "Renpte Service Discovery in the Service Location
Protocol (SLP) via DNS SRV' [ RFC3832] and DNS-Based Service Di scovery
[DNS-SD]. Internet host configuration nmechani sms such as DHCP, on
the other hand, typically assune the server or servers in the |loca
adm ni strative domain contain the authoritative set of information
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For the service discovery problem(i.e., where the criteria varies on
a per-request basis, even fromthe sanme host), protocols should

ei ther be self-discovering (if fate sharing is critical), or use a
gener al - pur pose service discovery mechani sm

In order to avoid a dependency on nulticast routing, it is necessary
for a host to either restrict discovery to services on the local link
or to discover the location of a Directory Agent (DA). Since the DA
may not be available on the local link, service discovery beyond the
local link is typically dependent on a nmechani smfor configuring the
DA address or nanme. As a result, service discovery protocols can
typically not be relied upon for obtaining basic Internet-I|ayer
configuration, although they can be used to obtain higher-I|ayer
configuration paraneters

3.2.1. Fate Sharing

If a server (or set of servers) is needed to get a set of
configuration paraneters, "fate sharing" (Section 2.3 of [RFC1958])
is preserved if those paraneters are ones that cannot be usefully
used wi thout those servers being available. 1In this case,
successful ly obtaining those paraneters via other neans has little
benefit if they cannot be used because the required servers are not
avail able. The possibility of incorrect information being configured
is mnimzed if there is only one nachine that is authoritative for
the information (i.e., there is no need to keep nultiple
authoritative servers in sync). For exanple, |earning default

gat eways via Router Advertisenents provides perfect fate sharing

That is, gateway addresses can be obtained if and only if they can
actually be used. Simlarly, obtaining DNS server configuration from
a DNS server would provide fate sharing since the configuration would
only be obtainable if the DNS server were avail abl e.

While fate sharing is a desirable property of a configuration
mechani sm in some situations fate sharing may not be possible. Wen
utilized to discover services on the local l|ink, service discovery
protocols typically provide for fate sharing, since hosts providing
service information typically also provide the services. However,
this is no |l onger the case when service discovery is assisted by a
Directory Agent (DA). First of all, the DA's list of operationa
servers may not be current, so it is possible that the DA may provide
clients with service information that is out of date. For exanple, a
DA's response to a client’s service discovery query nay contain stale
i nformati on about servers that are no |onger operational. Sinmilarly,
recently introduced servers m ght not yet have registered thensel ves
with the DA. Furthernore, the use of a DA for service discovery also
i ntroduces a dependency on whether the DA is operational, even though
the DA is typically not involved in the delivery of the service
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Simlar limtations exist for other server-based configuration
mechani sms such as DHCP. Typically DHCP servers do not check for the
liveness of the configuration information they provide, and do not

di scover new configuration information automatically. As a result,
there is no guarantee that configuration information will be current.

Section 3.3 of "IPv6 Host Configuration of DNS Server |nfornation
Approaches" [RFC4339] discusses the use of well-known anycast
addresses for discovery of DNS servers. The use of anycast addresses
enabl es fate sharing, even where the anycast address is provided by
an unrel ated server. However, in order to be universally useful

this approach would require allocation of one or nore well-known
anycast addresses for each service. Configuration of nore than one
anycast address is desirable to allowthe client to fail over faster
t han woul d be possible fromrouting protocol convergence.

3.3. Discovering Nanes vs. Addresses

In discovering servers other than nane resolution servers, it is
possible to either discover the |IP addresses of the server(s), or to
di scover nanes, each of which nay resolve to a |list of addresses.

It is typically nore efficient to obtain the Iist of addresses
directly, since this avoids the extra nane resol ution steps and
acconpanying latency. On the other hand, where servers are nobile,

t he nane-to-address binding nmay change, requiring a fresh set of
addresses to be obtained. Where the configuration nechani sm does not
support fate sharing (e.g., DHCP), providing a nane rather than an
address can sinplify operations, assum ng that the server’s new
address is manually or automatically updated in the DNS; in this
case, there is no need to re-do paranmeter configuration, since the
nane is still valid. Where fate sharing is supported (e.g., service
di scovery protocols), a fresh address can be obtained by re-
initiating paraneter configuration

In providing the | P addresses for a set of servers, it is desirable
to distinguish which | P addresses belong to which servers. [If a
server | P address is unreachable, this enables the host to try the IP
address of another server, rather than another |IP address of the sane
server, in case the server is down. This can be enabl ed by

di stingui shi ng which addresses belong to the sanme server

3.4. Dual -Stack |ssues
One use for learning a list of interchangeable server addresses is
for fault tolerance, in case one or nore of the servers are

unresponsive. Hosts will typically try the addresses in turn, only
attenpting to use the second and subsequent addresses in the list if
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the first one fails to respond quickly enough. 1In such cases, having
the list sorted in order of expected l|ikelihood of success will help
clients get results faster. For hosts that support both |IPv4 and
IPv6, it is desirable to obtain both IPv4 and | Pv6 server addresses
within a single list. GCbtaining |Pv4 and | Pv6 addresses in separate
lists, without indicating which server(s) they correspond to,
requires the host to use a heuristic to nerge the lists.

For exanple, assune there are two servers, A and B, each with one

| Pv4 address and one | Pv6 address. |If the first address the host
should try is (say) the IPv6 address of server A then the second
address the host should try, if the first one fails, would generally
be the | Pv4 address of server B. This is because the failure of the
first address could be due to either server A being down, or sone
problemw th the host’s | Pv6 address, or a problemw th connectivity
to server A. Trying the I Pv4 address next is preferred since the
reachability of the IPv4 address is independent of all potentia
failure causes.

If the list of IPv4 server addresses were obtai ned separately from
the list of IPv6 server addresses, a host trying to nerge the lists
woul d not know whi ch | Pv4 addresses belonged to the same server as
the 1Pv6 address it just tried. This can be solved either by
explicitly distinguishing which addresses bel ong to which server or
nore sinply, by configuring the host with a conbined |list of both

| Pv4 and | Pv6 addresses. Note that the sane issue can arise with any
nmechani sm (e.g., DHCP, DNS, etc.) for obtaining server |IP addresses.

Configuring a conbined list of both IPv4 and | Pv6 addresses gives the
configuration nechani smcontrol over the ordering of addresses, as
conmpared with configuring a nane and allowing the host resolver to
determine the address list ordering. See "Dynanmic Host Configuration
Protocol (DHCP): 1Pv4 and | Pv6 Dual - Stack |ssues" [RFC4477] for nore
di scussi on of dual -stack issues in the context of DHCP

3.5. Relationship between Per-Interface and Per-Host Configuration

Paraneters that are configured or acquired on a per-interface basis
can affect behavior of the host as a whole. Were only a single
configuration can be applied to a host, the host may need to
prioritize the per-interface configuration information in some way
(e.g., nost trusted to least trusted). |If the host needs to nerge
per-interface configuration to produce a host-wi de configuration, it
may need to take the union of the per-host configuration parameters
and order themin sone way (e.g., highest speed interface to | owest
speed interface). \Which procedure is to be applied and how this is
acconpl i shed may vary dependi ng on the paraneter being configured.
Exanpl es i ncl ude:
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Boot service configuration

Whi | e boot service configuration can be provided on multiple
interfaces, a given host may be limted in the nunber of boot

| oads that it can handl e sinmultaneously. For exanple, a host not
supporting virtualization may only be capable of handling a single
boot load at a tinme, or a host capable of supporting N virtua
machi nes may only be capable of handling up to N sinultaneous boot
loads. As a result, a host nay need to sel ect which boot | oad(s)

it wll act on, out of those configured on a per-interface basis.
This requires that the host prioritize them(e.g., npst to |east
trusted).

Name service configuration

Wil e nane service configuration is provided on a per-interface
basi s, name resolution configuration typically will affect
behavi or of the host as a whole. For exanple, given the
configuration of DNS server addresses and searchlist paranmeters on
each interface, the host determ nes what sequence of nane service
queries is to be sent on which interfaces.

Since the algorithnms used to determ ne per-host behavi or based on
per-interface configuration can affect interoperability, it is

i mportant for these algorithns to be understood by inplenenters. W
t herefore reconmend that docunents defining per-interface nechani sns
for acquiring per-host configuration (e.g., DHCP or |Pv6 Router
Advertisenent options) include gui dance on how to deal with multiple
interfaces. This may include discussions of the follow ng itens:

1. Merging. How are per-interface configurations conbined to produce
a per-host configuration? Is a single configuration selected, or
is the union of the configurations taken?

2. Prioritization. Are the per-interface configurations prioritized
as part of the nmerge process? |If so, what are sonme of the
considerations to be taken into account in prioritization?

4. Security Considerations

Secure | P configuration presents a nunmber of challenges. In addition
to deni al -of -service and nman-in-the-mddle attacks, attacks on
configuration nechani sns nay target particular paraneters. For
exanpl e, attackers may target DNS server configuration in order to
support subsequent phishing or pharm ng attacks such as those
described in "New trojan in mass DNS hijack” [DNSTrojan]. A nunber
of issues exist with various classes of paraneters, as discussed in
Section 2.6, Section 4.2.7 of "IPv6 Nei ghbor Discovery (ND) Trust
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Model s and Threats" [RFC3756], Section 1.1 of "Authentication for
DHCP Messages" [RFC3118], and Section 23 of "Dynam ¢ Host
Configuration Protocol for |IPv6 (DHCPv6)" [RFC3315]. G ven the
potential vulnerabilities, hosts often restrict support for DHCP
options to the mninmum set required to provide basic TCP/IP
configuration.

Since boot configuration determ nes the boot inage to be run by the
host, a successful attack on boot configuration could result in an
attacker gaining conplete control over a host. As a result, it is
particularly inportant that boot configuration be secured.
Approaches to boot configuration security are described in
"Bootstrapping Clients using the Internet Snall Conmputer System
Interface (i SCSI) Protocol" [RFC4173] and "Preboot Execution

Envi ronment (PXE) Specification" [PXE].

4.1. Configuration Authentication

The techni ques avail able for securing Internet-layer configuration
are limted. Wiile it is technically possible to performa very
limted subset of |IP networking operations without an | P address, the
capabilities are severely restricted. A host w thout an | P address
cannot receive conventional unicast |IP packets, only |IP packets sent
to the broadcast or a nulticast address. Configuration of an IP
address enables the use of IP fragnentation; packets sent fromthe
unknown address cannot be reliably reassenbled, since fragments from
mul ti pl e hosts using the unknown address might be reassenbled into a
single I P packet. Wthout an I P address, it is not possible to take
advant age of security facilities such as |IPsec, specified in
"Security Architecture for the Internet Protocol" [RFC4301] or
Transport Layer Security (TLS) [RFC5246]. As a result, configuration
security is typically inplenented within the configuration protocols
t henmsel ves

PPP [ RFC1661] does not support secure negotiation within |Pv4CP

[ RFC1332] or | Pv6CP [ RFC5072], enabling an attacker with access to
the link to subvert the negotiation. 1In contrast, |KEv2 [ RFC4306]
provi des encryption, integrity, and replay protection for
configuration exchanges.

Where configuration packets are only expected to originate on
particular links or fromparticular hosts, filtering can help contro
configuration spoofing. For exanple, a wireless access point usually
has no reason to forward broadcast DHCP DI SCOVER packets to its
wireless clients, and usually should drop any DHCP OFFER packets
received fromthose wireless clients, since, generally speaking,
wireless clients should be requesting addresses fromthe network, not
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offering them To prevent spoofing, conmunication between the DHCP
relay and servers can be authenticated and integrity protected using
a nechani sm such as | Psec

Internet-1layer secure configuration nechanisns include SEcure

Nei ghbor Di scovery (SEND) [ RFC3971] for |Pv6 statel ess address

aut oconfiguration [ RFC4862], or DHCP authentication for stateful
address configuration. DHCPv4 [RFC2131] initially did not include
support for security; this was added in "Authentication for DHCP
Messages" [RFC3118]. DHCPv6 [ RFC3315] included security support.
However, DHCP authentication is not widely inplemented for either
DHCPv4 or DHCPv6.

Hi gher-1ayer configuration can make use of a w der range of security
techni ques. \When DHCP aut hentication is supported, higher-Iayer
configuration paraneters provided by DHCP can be secured. However,
even if a host does not support DHCPv6 aut hentication, higher-I|ayer
configuration via Statel ess DHCPv6 [ RFC3736] can still be secured
with | Psec.

Possi bl e exceptions can exist where security facilities are not
available until later in the boot process. It may be difficult to
secure boot configuration even once the Internet |ayer has been
configured, if security functionality is not available until after
boot configuration has been conpleted. For exanple, it is possible
that Kerberos, |Psec, or TLS will not be available until later in the
boot process; see "Bootstrapping Cients using the Internet Smal
Comput er System Interface (i SCSI) Protocol" [RFC4173] for discussion

Where public key cryptography is used to authenticate and integrity-
protect configuration, hosts need to be configured with trust anchors
in order to validate received configuration nessages. For a node
that visits multiple admnistrative domains, acquiring the required
trust anchors may be difficult.
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