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not specify an Internet standard of any kind. Distribution of this
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Copyright Notice
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docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents (http://trustee.ietf.org/
license-info) in effect on the date of publication of this document.
Pl ease revi ew these docunents carefully, as they describe your rights
and restrictions with respect to this docunent.

Abst ract

Thi s docunent describes a non-standard, but widely inplenented,

nodi fication to TCP's handling of |ICWP soft error nessages that
rejects pendi ng connection-requests when those error nessages are
received. This behavior reduces the likelihood of |ong del ays

bet ween connection-establishnent attenpts that may arise in a nunber
of scenarios, including one in which dual -stack nodes that have | Pv6
enabl ed by default are deployed in IPv4 or nmixed | Pv4d and | Pv6

envi ronment s.
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1. Introduction

The handling of network failures can be separated into two different
actions: fault isolation and fault recovery. Fault isolation
consists of the actions that hosts and routers take to determ ne that
there is a network failure. Fault recovery, on the other hand,
consists of the actions that hosts and routers performin an attenpt
to survive a network failure [ RFC0816] .

In the Internet architecture, the Internet Control Message Protoco
(ICWP) [RFCO792] is one fault isolation technique to report network
error conditions to the hosts sendi ng datagrans over the network.

Wien a host is notified of a network error, its network stack will
attenpt to continue conmunications, if possible, in the presence of
the network failure. The fault recovery strategy may depend on the
type of network failure taking place and the tinme at which the error
condition is detected.

Thi s docunent anal yzes the problens that nmay arise due to TCP's fault
recovery reactions to | CMP soft errors. It analyzes the problens
that may arise when a host tries to establish a TCP connection with a
mul ti honed host that has sone unreachabl e addresses. Additionally,

it analyzes the problens that may arise in the specific scenario
wher e dual -stack nodes that have | Pv6 enabl ed by default are depl oyed
in IPvd or nmixed | Pv4 and | Pv6 environnments.

Finally, we docunent a nodification to TCP's reaction to | CW
messages indicating soft errors during connection startup that has
been inplenented in a variety of TCP/IP stacks to help overcone the
probl ens outlined below. W stress that this nodification runs
contrary to the standard behavi or and this docunent unanbi guously
does not change the standard reaction

[ Gont] describes alternative approaches for dealing with the problem
of long del ays between connection-establishnent attenpts in TCP

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. FError Handling in TCP

Network errors can be divided into soft and hard errors. Soft errors
are considered to be transient network failures that are likely to be
solved in the near term Hard errors, on the other hand, are
considered to reflect network error conditions that are unlikely to
be solved in the near future
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The Host Requirenents RFC [ RFC1122] states, in Section 4.2.3.9, that
the |1 COWP nessages that indicate soft errors are | CVMP "Destination

Unr eachabl e" codes 0 (network unreachable), 1 (host unreachable), and
5 (source route failed); |ICWMP "Tine Exceeded" codes 0 (time to live
exceeded in transit) and 1 (fragnent reassenbly tine exceeded); and

| CMP "Paraneter Problent. Even though |ICVPv6 did not exist when

[ RFC1122] was witten, one could extrapolate the concept of soft
errors to | CVWPv6 "Destination Unreachable" codes 0 (no route to
destination) and 3 (address unreachable); |CMPv6 "Ti me Exceeded"
codes O (hop limt exceeded in transit) and 1 (fragnent reassenbly

ti me exceeded); and | CWPv6 "Paraneter Problent codes O (erroneous
header field encountered), 1 (unrecognized Next Header type
encountered), and 2 (unrecogni zed | Pv6 option encountered) [RFC4443].

oo e e e e e e e e e e e e o m e e e e e e e e e e oo +
| | QWP | | CVPv6 |
o e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e +
| Destination Unreachable (codes | Destination Unreachable (codes

| 0, 1, and 5) | 0 and 3)

oo e e e e e e e e e eme s o m e e e e e e e e me oo +
| Ti me Exceeded (codes 0 and 1) | Tinme Exceeded (codes 0 and 1)
e Fom e e e e e m o +
| Par anmet er Probl em | Parameter Problem (codes 0, 1, |
| | and 2) |
o m e e e e e e e e e e eee s o e e e e e e e eee oo +

Table 1: Extrapol ating the concept of soft errors to | CMPv6

When there is a network failure that is not signaled to the sending
host, such as a gateway corrupting packets, TCP's fault recovery
action is to repeatedly retransnit the correspondi ng data unti

ei ther they get acknow edged or the connection tines out.

In the case that a host does receive an | CVWP error nessage referring
to an ongoi ng TCP connection, the IP layer will pass this nessage up
to the corresponding TCP instance to rai se awareness of the network
failure [ RFC1122]. TCP's reaction to | CVWP nessages will depend on
the type of error being signal ed.

2.1. Reaction to | CW Error Messages That Indicate Hard Errors
When receiving an | CMP error nessage that indicates a hard error
condition, conpliant TCP inplenentations will sinply abort the
correspondi ng connection, regardl ess of the connection state.
The Host Requirenents RFC [ RFC1122] states, in Section 4.2.3.9, that

TCP SHOULD abort connections when receiving | CMP error nessages that
indicate hard errors. This policy is based on the prem se that, as
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2.

3.

3.

hard errors indicate network error conditions that will not change in
the near term it will not be possible for TCP to usefully recover
fromthis type of network failure

It should be noted that virtually none of the current TCP

i mpl enentations follow the advice in [RFCL122], and they do not abort
the correspondi ng connecti on when an ICVP hard error is received for
a connection that is in any of the synchronized states

[ 1 CMP- ATTACKS] .

2. Reaction to ICMP Error Messages That Indicate Soft Errors

If an I CVP error nessage is received that indicates a soft error, TCP
will repeatedly retransnmit the corresponding data until either they
get acknow edged or the connection tinmes out. |In addition, the TCP
sender may record the information for possible |later use (see

[ Stevens], pp. 317-319).

The Host Requirenents RFC [ RFC1122] states, in Section 4.2.3.9, that
TCP MJST NOT abort connections when receiving | CVP error nessages
that indicate soft errors. This policy is based on the prenise that,
as soft errors are transient network failures that will hopefully be
solved in the near term one of the retransm ssions will succeed.

When the connection tinmer expires and an | CMP soft error nessage has
been received before the tinmeout, TCP can use this information to
provide the user with a nore specific error nessage (see [ Stevens],
pp. 317-319).

This reaction to soft errors exploits a valuable feature of the
Internet -- that, for nmany network failures, the network can be
dynani cally reconstructed w thout any disruption of the endpoints.

Probl ems That May Arise from TCP's Reaction to Soft Errors
1. General Discussion

Even though TCP's fault recovery strategy in the presence of soft
errors allows for TCP connections to survive transi ent network
failures, there are scenarios in which this policy may cause
undesi rabl e effects.

For exanpl e, consider a scenario in which an application on a |oca
host is trying to conmunicate with a destinati on whose name resol ves
to several | P addresses. The application on the local host will try
to establish a connection with the destination host, usually cycling
through the list of I P addresses until one succeeds [ RFCl1123].
Suppose that some (but not all) of the addresses in the returned Ii st
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are permanently unreachable. |If such a pernanently unreachabl e
address is the first inthe list, the application will likely try to
use it first and block waiting for a tineout before trying an

al ternat e address.

As discussed in Section 2, this unreachability condition nmay or nmay
not be signaled to the sending host. |If the local TCP is not
signal ed concerning the error condition, there is very little that
can be done other than to repeatedly retransnit the SYN segnent and
wait for the existing tinmeout mechanismin TCP, or an application
timeout, to be triggered. However, even if unreachability is
signal ed by sone internediate router to the local TCP by neans of an
| CVP soft error nessage, the local TCP will still repeatedly
retransmt the SYN segnment until the connection timer expires (in the
hopes that the error is transient). The Host Requirenments RFC

[ RFC1122] states that this timer MJST be | arge enough to provide
retransm ssion of the SYN segnment for at |least 3 minutes. This would
mean that the application on the |ocal host would spend severa

m nutes for each unreachabl e address with which it tries to establish
the TCP connection. These |ong del ays between connecti on-

establi shnent attenpts would be inappropriate for many interactive
applications, such as the Web. [ Shneidernman] and [ Thadani] offer sone
insight into interactive systenms (e.g., how the response tine affects
the usability of an application). This highlights that there is no
one definition of a "transient error" and that the level of
persistence in the face of failure represents a tradeoff.

It is worth noting that while nost applications try the addresses
returned by the nane-to-address function in serial, this is certainly
not the only possible approach. For exanple, applications could try
mul tiple addresses in parallel until one succeeds, possibly avoiding
the probl em of |ong del ays between connecti on-establishnment attenpts
described in this docunent [Gont].

3.2. Problens That May Arise with Dual -Stack |1 Pv6 on by Default

A particular scenario in which the above type of problem may occur
regularly is that where dual -stack nodes that have | Pv6 enabl ed by
default are deployed in IPv4 or mxed IPv4 and | Pv6 environnents and
the 1 Pv6 connectivity is non-existent [RFC4943].

As discussed in [ RFC4943], there are two possible variants of this

scenario, which differ in whether or not the lack of connectivity is
signal ed to the sendi ng node.
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In those scenarios in which packets sent to a destination are
silently dropped and no | CMPv6 [ RFC4443] errors are generated, there
is little that can be done other than to wait for the existing
connection-timeout nechanismin TCP, or an application tinmeout, to be
triggered.

In scenari os where a | egacy node has no default routers and Nei ghbor
Unreachability Detection (NUD) [ RFC4861] fails for destinations
assumed to be on-link, or where firewalls or other systemns that
enforce scope boundaries send | CMPv6 errors, the sending node will be
signal ed of the unreachability problem However, as discussed in
Section 2.2, conpliant TCP i nplenentations will not abort connections
when receiving | CVMP error nessages that indicate soft errors

4. Depl oyed Workarounds for Long Del ays between Connecti on-
Establ i shrent Attenpts

The foll owi ng subsections describe a nunber of workarounds for the
probl em of |ong del ays between connection-establishnent attenpts that
have been inplenented in a variety of TCP/IP stacks. W note that
treating soft errors as hard errors during connection establishment,
whil e wi despread, is not part of standard TCP behavior and this
docunent does not change that state of affairs. The consensus of the
TCPM WG (TCP Mai nt enance and M nor Extensions Wrking Goup) was to
docunent this wi despread inplenentation of nonstandard TCP behavi or
but to not change the TCP standard.

4.1. Context-Sensitive |CMP/TCP Interaction

As discussed in Section 1, it may nmake sense for the fault recovery
action to depend not only on the type of error being reported but

al so on the state of the connection agai nst which the error is
reported. For exanple, one could infer that when an error arrives in
response to opening a new connection, it is probably caused by
openi ng the connection inproperly, rather than by a transi ent network
failure [ RFC0816].

A nunber of TCP inplenentati ons have nodified their reaction to al

| CWMP soft errors and treat themas hard errors when they are received
for connections in the SYN-SENT or SYN RECEI VED states. For exanple,
this workaround has been inplenented in the Linux kernel since
version 2.0.0 (released in 1996) [Linux]. However, it should be
noted that this change violates section 4.2.3.9 of [RFCl1122], which
states that these | CVWP error nmessages indicate soft error conditions
and that, therefore, TCP MJUST NOT abort the correspondi ng connection
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[ RFC3168] states that a host that receives a RST in response to the
transm ssion of an ECN (Explicit Congestion Notification)-setup SYN
packet MAY resend a SYN with the CAR (Congesti on W ndow Reduced) and
ECE (ECN-Echo) bits cleared. This is nmeant to deal with faulty

m ddl e- boxes that reject connections when a SYN segnent has the ECE
and CWR bits set. Sone faulty m ddl e-boxes (e.g., firewalls) may
reject these connection requests with an | CWP soft error of type 3
(Destination Unreachable), code 0 (net unreachable) or 1 (host
unreachable), instead of a RST. Therefore, a systemthat processes

| CMP soft error nessages as hard errors when they are received for a
connection in any of the non-synchronized states could resend the SYN
segment with the ECE and CWR bits cl eared when an | CMP "net
unreachabl e" (type 3, code 0) or "host unreachable" (type 3, code 1)
error nessage is received in response to a SYN segnent that had these
bits set.

Section 4.2 discusses a nore conservative approach than that sketched
above, which is inplenented in FreeBSD

4.2. Context-Sensitive |CMP/TCP Interaction with Repeated Confirmation

A nore conservative approach than sinply treating soft errors as hard
errors (as described above) would be to abort a connection in the
SYN- SENT or SYN- RECEI VED states only after an | CVMP soft error has
been received a specified nunber of tines and the SYN segnent has
been retransnmitted nore than sone specified nunber of tines.

Two new paraneters would have to be introduced to TCP, to be used
only during the connection-establishment phase: MAXSYNREXM T and
MAXSOFTERROR. NMAXSYNREXM T woul d specify the nunber of tinmes the SYN
segrment woul d have to be retransnmitted before a connection is
aborted. MAXSOFTERROR woul d specify the nunber of | CVMP nessages

i ndi cating soft errors that would have to be received before a
connection is aborted.

Two additional state variables would need to be introduced to store
additional state information during the connection-establishnent
phase: "nsynrexmit" and "nsofterror”. Both would be initialized to
zero when a connection attenpt is initiated, with "nsynrexmt" being
i ncrenmented by one every time the SYN segnent is retransmitted and
"nsofterror” being incremented by one every tinme an | CVMP nessage t hat
indicates a soft error is received

A connection in the SYN-SENT or SYN RECEl VED st ates woul d be aborted

if "nsynrexmit" was greater than MAXSYNREXM T and "nsofterror” was
si mul t aneously greater than MAXSOFTERROR
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Thi s approach woul d give the network nore time to solve the
connectivity problemthan does sinply aborting a connection attenpt
upon reception of the first soft error. However, it should be noted
that, depending on the val ues chosen for the MAXSYNREXM T and
MAXSOFTERROR paraneters, this approach could still lead to | ong

del ays between connection-establishnent attenpts, thus not solving
the problem For exanple, BSD systens abort connections in the SYN
SENT or the SYN RECEI VED state when a second ICWP error is received
and the SYN segnent has been retransnmitted nore than three tines.
They al so set up a "connection-establishnent timer" that inposes an
upper limt on the time the connection-establishment attenpt has to
succeed, which expires after 75 seconds (see [Stevens2], pp. 828-
829). Even when this policy may be better than the three-mnute
timeout policy specified in [RFCL122], it may still be inappropriate
for handling the potential problens described in this docunent. This
nore conservative approach has been inplenented in BSD systens for
nmore than ten years [Stevens?].

W al so note that the approach given in this section is a generalized
versi on of the approach sketched in the previous section. In
particular, with MAXSOFTERROR set to 1 and MAXSYNREXM T set to zero
the schenes are identical

5. Possi bl e Drawbacks of Changing | CVMP Senantics

The foll owi ng subsections di scuss sonme possi bl e drawbacks that could
arise fromuse of the non-standard nodifications to TCP' s reaction to
soft errors, which are described in Section 4.1 and Section 4. 2.

5.1. Non-Determnistic Transient Network Failures

In scenarios where a transient network failure affects all of the
addresses returned by the name-to-address translation function, all
destinations could be unreachable for some short period of time. For
exanpl e, a nobile systemconsisting of a cell and a repeater may pass
through a tunnel, leading to a |l oss of connectivity at the repeater
with the repeater sending | CMP soft errors back to the cell. Al so, a
transient routing problemmnight |ead some intervening router to drop
a SYN segnent that was nmeaning to establish a TCP connection and send
an | CVWP soft error back to the host. Finally, a SYN segnent carrying
data m ght get fragnented and sone of the resulting fragnents m ght
get lost, with the destination host tinmng out the reassenbly process
and sending an | CWP soft error back to the sending host (although
this particular scenario is unlikely because, while [ RFC0793] all ows
SYN segnents to carry data, in practice they do not). |In such
scenarios, the application could quickly cycle through all the IP
addresses in the list and return an error, when it could have let TCP
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retry a destination a few seconds | ater, when the transient problem
coul d have disappeared. In this case, the nodifications described
here make TCP | ess robust than a standards-conpliant inplenmentation

Additionally, in many cases a donmain nane maps to a single IP
address. In such a case, it mght be better to try that address
persistently according to normal TCP rules, instead of just aborting
t he pendi ng connection upon receipt of an | CMP soft error

5. 2. Determ nistic Transi ent Network Fail ures

There are sonme scenarios in which transient network failures could be
deterministic. For exanple, consider a scenario in which upstream
network connectivity is triggered by network use. That is, network
connectivity is instantiated only on an "as needed" basis. |In this
scenari o, the connection triggering the upstream connectivity could
determnistically receive | CVWP Destination Unreachables while the
upstream connectivity is being activated, and thus would be aborted.
Again, in this case, the nodifications described here nmake TCP | ess
robust than a standards-conpliant inplenentation

5.3. Non-Conpliant Network Address Transl ators (NATs)

Some NATs respond to an unsolicited i nbound SYN segnent with an | CWP
soft error nessage. |f the system sending the unsolicited SYN
segrment inplenments the workaround described in this docunent, it wll
abort the connection upon receipt of the ICMP error nmessage, thus
probably preventing TCP's sinultaneous open from succeedi ng through
the NAT. However, it nust be stressed that those NATs described in
this section are not BEHAVE-conpliant and therefore shoul d i npl enent
REQ 4 of [RFC5382] i nstead.

In those scenarios in which such a non- BEHAVE- conpliant NAT is

depl oyed, TCP simultaneous opens could fail. Wile undesirable, this
is tolerable in many situations. For instance, a nunber of host

i npl enentati ons of TCP do not support TCP sinul t aneous opens

[ Zuquet e] .

6. Security Considerations

Thi s docunment describes a non-standard nodification to TCP' s reaction
to soft errors that has been inplenented in a variety of TCP

i mpl enentations. This nodification nakes TCP abort a connection in
the SYN-SENT or the SYN-RECEI VED states when it receives an | CWP
error nessage that indicates a soft error. Therefore, the

nmodi fication could be exploited to reset valid connections during the
connecti on- est abl i shnent phase.
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The non-standard wor karound described in this docunent nmakes TCP nore
vul nerable to attack, even if only slightly. However, we note that
an attacker wi shing to reset ongoing TCP connections could send any
of the ICWMP hard error nmessages in any connection state.

CGenerally, TCP backs off its retransm ssion tiner each tine it
retransmts the SYN segnent for the sane connection. |If a TCP

i mpl ements the nodification described in this document, that is,
tries the next address in the list upon receipt of an | CMP error
message, it mght end up injecting nore packets into the network than
if it had sinply retried the sane address a nunber of tines.
However, conpliant TCP i npl enentations might already incur this
behavior (e.g., as a result of cycling through the list of IP
addresses in response to RST segnents) as there are currently no
reconmendati ons on nethods for linmting the rate at which SYN
segnments are sent for connecting to a specific destination

A di scussion of the use of ICMP to performa variety of attacks
agai nst TCP, and a nunber of counter-neasures that ninimze the
i npact of these attacks, can be found in [| CVP- ATTACKS] .

A di scussion of the security issues arising fromthe use of | CVMPV6
can be found in [ RFC4443].
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