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Abst r act

Traffic engineered Multiprotocol Label Switching (MPLS-TE) is

depl oyed in providers’ core networks. As providers plan to grow

t hese networks, they need to understand whet her existing protocols
and i npl enentati ons can support the network sizes that they are

pl anni ng.

Thi s docunent presents an anal ysis of sone of the scaling concerns
for the nunber of Label Switching Paths (LSPs) in MPLS-TE core

net wor ks, and exam nes the value of two techniques (LSP hierarchies
and nultipoint-to-point LSPs) for inproving scaling. The intention
is to notivate the devel opnent of appropriate depl oynent techniques
and protocol extensions to enable the application of MPLS-TE in |arge
net wor ks.

Thi s docunent only considers the question of achieving scalability

for the support of point-to-point MPLS-TE LSPs. Point-to-nultipoint
MPLS-TE LSPs are for future study.
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1. Introduction

Net wor k operators and service providers are exam ning scaling issues
as they look to deploy ever-larger traffic engi neered Miltiprotocol
Label Switching (MPLS-TE) networks. Concerns have been raised about
t he nunber of Label Switched Paths (LSPs) that need to be supported
at the edge and at the core of the network. The inpact on contro

pl ane and nanagenent pl ane resources threatens to outwei gh the
benefits and popularity of MPLS-TE, while the physical linitations of
the routers may constrain the depl oyment options.

Hi storically, it has been assunmed that all MPLS-TE scaling issues can
be addressed using hierarchical LSP [ RFC4206]. However, analysis
shows that the inprovenent gained by LSP hierarchies is not as
significant in all topologies and at all points in the network as

m ght have been presunmed. Further, additional managenment issues are
i ntroduced to determine the end-points of the hierarchical LSPs and
to operate them Although this does not invalidate the benefits of
LSP hierarchies, it does indicate that additional techniques may be
desirable in order to fully scale MPLS-TE networks

Thi s docunent exami nes the scaling properties of two generic MPLS-TE
net wor k t opol ogi es and investigates the benefits of two scaling
t echni ques.

1.1. Overview

Physi cal topol ogy scaling concerns are addressed by buildi ng networks
that are not fully neshed. Network topologies tend to be neshed in
the core but tree-shaped at the edges, giving rise to a snowfl ake
design. Alternatively, the core may be nore of a | adder shape with
tree-shaped edges.

MPLS- TE, however, establishes a logical full mesh between all edge
points in the network, and this is where the scaling problens arise
since the structure of the network tends to focus a | arge nunber of
LSPs within the core of the network.

Thi s docunent presents two generic network topol ogi es (the snowfl ake
and the |l adder) and attenpts to paraneterize the networks by naking
sone generalities. It introduces terminology for the different
scal i ng paraneters and examnmi nes how many LSPs night be required to be
carried within the core of a network.
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Two techniques (hierarchical LSPs and multipoint-to-point LSPs) are
i ntroduced and an exami nation is nade of the scaling benefits that
they offer as well as of sonme of the concerns with using these

t echni ques.

O necessity, this docunent nakes nany generalizations. Not |east
anong these is a set of assunptions about the symetry and

connectivity of the physical network. It is hoped that these
generalizations will not inpinge on the useful ness of the overvi ew of
the scaling properties that this docunent attenpts to give. |I|ndeed,

the symmetry of the exanple topologies tends to highlight the scaling
i ssues of the different solution nodels, and this nmay be useful in
exposi ng the worst case scenari os.

Al t hough protection nmechani sns |ike Fast Reroute (FRR) [ RFC4090] are
briefly discussed, the main body of this docunment considers stable
network cases. It should be noted that mnake-before-break
re-optimsation after link failure may result in a significant nunber
of "duplicate’ LSPs. This issue is not addressed in this docunent.

It should al so be understood that certain deploynment nodels where
separate traffic engineered LSPs are used to provide different
services (such as layer 3 Virtual Private Networks (VPNs) [RFC4110]
or pseudowi res [RFC3985]) or different classes of service [ RFC3270]
may result in "duplicate’ or 'parallel’ LSPs running between any pair
of provider edge nodes (PEs). This scaling factor is also not
considered in this docunent, but may be easily applied as a |linear
factor by the reader.

The operation of security nmechanisns in MPLS-TE networks [ MPLS- SEC]
may have an inpact on the ability of the network to scale. For
exanpl e, they may increase both the size and nunber of control plane
nmessages. Additionally, they may increase the processing overhead as
control plane nessages are subject to processing algorithms (such as
encryption), and security keys need to be managed. Deployers wll
need to consider the trade-offs between scaling objectives and
security objectives in their networks, and should resist the
tenptation to respond to a degradation of scaling performance by
turning off security techniques that have previously been deened as
necessary. Further analysis of the effects of security neasures on
scalability are not considered further in this docunent.

This docunent is designed to help service providers discover whether
exi sting protocols and inplenentations can support the network sizes
that they are planning. To do this, it presents an analysis of sone
of the scaling concerns for MPLS-TE core networks and exam nes the
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val ue of two techniques for inproving scaling. This should notivate
t he devel opnent of appropriate depl oynent techni ques and protoco
extensions to enable the application of MPLS-TE in | arge networks.

Thi s docunment only considers the question of achieving scalability
for the support of point-to-point MPLS-TE LSPs. Point-to-nultipoint
MPLS-TE LSPs are for future study.

1.2. dossary of Notation

Thi s docunment applies consistent notation to define various
paraneters of the networks that are analyzed. These terns are
defined as they are introduced throughout the docunent, but are
grouped toget her here for quick reference. Refer to the ful
definitions in the text for detailed explanations.

n A network level. n =1 is the core of the network.
See Section 3 for nore details on the definition of a |evel

P(n) A node at level n in the network.

S(n) The nunber of nodes at level n. That is, the nunber of P(n)
nodes.

L(n) The nunber of LSPs seen by a P(n) node.

X(n) The nunber of LSP segnent states held by a P(n) node.

M n) The nunber of P(n+1l) nodes subtended to a P(n) node.

R The nunber of rungs in a | adder network.

E The nunber of edge nodes (PEs) subtended bel ow (directly or
indirectly) a spar-node in a | adder network.
K The cost-effectiveness of the network expressed in ternms of

the ratio of the nunber of PEs to the nunber of network nodes.
2. Issues of Concern for Scaling

This section presents sone of the issues associated with the support
of LSPs at a Label Switching Router (LSR) or within the network
These issues may nmean that there is alimt to the nunber of LSPs
that can be supported.

2. 1. LSP State

LSP state is the data (information) that nmust be stored at an LSR in
order to maintain an LSP. Here, we refer to the information that is
necessary to maintain forwarding plane state and the additiona

i nformati on required when LSPs are established through control plane
protocols. Wile the size of the LSP state is inplementation-
dependent, it is clear that any inplementation will require sone data
in order to maintain LSP state.
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Thus, LSP state becones a scaling concern because as the nunber of
LSPs at an LSR increases, so the anpunt of nmenory required to

mai ntain the LSPs increases in direct proportion. Since the nmenory
capacity of an LSRis limted, there is arelated limt placed on the
nunber LSPs that can be supported.

Note that techniques to reduce the nmenory requirenments (such as data
conpression) nmay serve to increase the nunber of LSPs that can be
supported, but this will only achieve a noderate nmultiplier and may
significantly decrease the ability to process the state rapidly.

In this docunment, we define X(n) as "the nunber of LSP segnent states
held by a P(n) node." This definition observes that an LSR at the
end of an LSP only has to nmaintain state in one direction (i.e., into
the network), while a transit LSR nust maintain state in both
directions (i.e., toward both ends of the LSP). Furthernore, in

mul ti point-to-point (MP2P) LSPs (see Section 8), a transit LSR may
need to maintain LSP state for one downstream segnent (toward the
destination) and nultiple upstreamsegnents (frommultiple sources).
That is, we define LSP segnent state as the state necessary to

mai ntain an LSP in one direction to one adjacent node.

2.2. Processing Overhead

Dependi ng largely on inplenentation issues, the nunber of LSPs
passing through an LSR nay inpact the processing speed for each LSP
For exanple, control block search tines can increase with the nunber
of control blocks to be searched, and even excellent inplenmentations
cannot conpletely mtigate this fact. Thus, since CPU power is
constrained in any LSR, there may be a practical limt to the nunber
of LSPs that can be support ed.

Further processing overhead consi derati ons depend on issues specific
to the control plane protocols, and are discussed in the next
section.

2.3. RSVP-TE Inplications

Li ke many connection-oriented signaling protocols, RSVP-TE (Resource
Reservation Protocol - Traffic Engineering) requires that state is
held within the network in order to maintain LSPs. The inpact of
this is described in Section 2.1. Note that RSVP-TE requires that
separate information is maintained for upstream and downstream

rel ati onshi ps, but does not require any specific inplenentation of
that state.
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RSVP-TE is a soft-state protocol, which neans that protocol nessages
(refresh nmessages) nust be regularly exchanged between signaling

nei ghbors in order to maintain the state for each LSP that runs

bet ween the nei ghbors. A conmmon period for the transmi ssion (and
recei pt) of refresh nessages is 30 seconds, neaning that each LSR
nmust send and receive one nessage in each direction (upstream and
downstrean) every 30 seconds for every LSP it supports. This has the
potential to be a significant constraint on the scaling of the
networ k, but various inprovenents [RFC2961] nean that this refresh
processing can be significantly reduced, allow ng an inplenmentation
to be optim zed to renove nearly all concerns about soft-state
scaling in a stable network.

bservations of existing inplenentations indicate that there may be a
threshol d of around 50,000 LSPs above which an LSR struggles to

achi eve sufficient processing to maintain LSP state. Although
refresh reduction [ RFC2961] may substantially inprove this situation
it has al so been observed that under these circunstances the size of
the Srefresh may becone very large, and the processing required nmay
still cause significant disruption to an LSR

Anot her approach is to increase the refresh time. There is a

correl ation between the percentage increase in refresh time and the

i mprovenent in performance for the LSR.  However, it should be noted
that RSVP-TE s soft-state nature depends on regul ar refresh nessages;
thus, a degree of functionality is lost by increasing the refresh
time. This loss may be partially mitigated by the use of the RSVP-TE
Hel | o message, and can al so be reduced by the use of various GWLS
ext ensi ons [ RFC3473], such as the use of [RFC2961] nessage

acknow edgenents on all nessages.

RSVP- TE al so requires that signaling adjacencies be naintained
through the use of Hell o nmessage exchanges. Al though [ RFC3209]
suggests that Hell o nmessages should be retransnmitted every 5 ns, in
practice, values of around 3 seconds are nore common. Nevert hel ess,
the support of Hello nessages can represent a scaling lintation on
an RSVP-TE i npl ementati on since one nessage nust be sent and received
to/ from each signaling adjacency every tinme period. This can inpose
limts on the nunmber of neighbors (physical or logical) that an LSR
supports, but does not inpact the nunmber of LSPs that the LSR can
handl e.

2.4. Manhagenent
Anot her practical concern for the scalability of [arge MPLS-TE
networks is the ability to manage the network. This may be

constrained by the avail able tools, the practicality of nanagi ng
| arge nunbers of LSPs, and the nanagenent protocols in use
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Managenment tools are software inplenentations. Although such

i mpl enent ati ons should not constrain the control plane protocols, it
is realistic to appreciate that network deploynents will be linited
by the scalability of the available tools. 1In practice, nost
existing tools have a limt to the nunber of LSPs that they can
support. Wiile a Network Managenent System (NVS) may be able to
support a |l arge nunber of LSPs, the nunber that can be supported by
an El enent Managenent System (EMS) (or the nunber supported by an NVS
per-LSR) is nore likely to be linted.

Simlarly, practical constraints may be inposed by the operation of
managenent protocols. For exanple, an LSR may be swanped by
managenent protocol requests to read informati on about the LSPs that
it supports, and this might inpact its ability to sustain those LSPs
in the control plane. QOAM (Operations, Administration, and
Managenent), alarnms, and notifications can further add to the burden
pl aced on an LSR and Iimt the nunber of LSPs it can support.

Al'l of these considerations encourage a reduction in the nunber of
LSPs supported within the network and at any particular LSR

3. Network Topol ogi es

In order to provide sone generic analysis of the potential scaling

i ssues for MPLS-TE networks, this docunent explores two network

topol ogy nodels. These topol ogies are selected partly because of
their symetry, which nmakes themnore tractable to a formulaic
approach, and partly because they represent generalizations of rea
depl oynent nodels. Section 3.3 provides a discussion of the
commercial drivers for deployed topol ogi es and gi ves nore anal ysis of
why it is reasonable to consider these two topol ogies.

The first topology is the snowflake nodel. |In this type of network,
only the very core of the network is neshed. The edges of the
network are forned as trees rooted in the core.

The second network topol ogy considered is the |ladder nodel. 1In this
type of network, the core of the network is shaped and neshed in the
formof a ladder and trees are attached rooted to the edge of the

| adder.

The sections that follow exanine these topologies in detail in order
to paraneterize them
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3.1. The Snowfl ake Network Topol ogy

The snowf | ake topol ogi es considered in this document are based on a
hi erarchy of connectivity within the core network. PE nodes have
connectivity to P-nodes as shown in Figure 1. There is no direct
connectivity between the PEs. Dual honming of PEs to nultiple P-nodes
is not considered in this docunent, although it nmay be a val uabl e
addition to a network configuration.

I\

PE PE PE
Figure 1 : PE to P-Node Connectivity

The rel ati onship between P-nodes is also structured in a hierarchica
way. Thus, as shown in Figure 2, nultiple P-nodes at one level are

connected to a P-node at a higher level. W nunber the levels such

that level 1 is the top level (top in our figure, and nearest to the
core of the network) and level (n) is imediately above |evel (n+1);
we denote a P-node at level n as a P(n).

As with PEs, there is no direct connectivity between P(n+1) nodes.
Agai n, dual honing of P(n+l) nodes to nmultiple P(n) nodes is not
considered in this docunment, although it may be a val uabl e addition
to a network configuration.

P(n)
I\

P(n+1l) P(n+l1l) P(n+1)
Figure 2 : Relationship between P-Nodes

At the top level, P(1) nodes are connected in a full mesh. In
reality, the level 1 part of the network may be slightly less well-
connected than this, but assuming a full mesh provides for
generality. Thus, the snowfl ake topol ogy conprises a clique with
topol ogi cal |l y equi val ent trees subtended fromeach node in the
clique.
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The key nmultipliers for scalability are the nunber of P(1l) nodes and
the multiplier relationship between P(n) and P(n+l) at each |evel,
down to and including PEs.

We define the nultiplier Mn) as the nunber of P(n+l) nodes at |evel
(n+l) attached to any one P(n). Assune that Mn) is constant for all
nodes at level n. Since nodes at the sane |evel are not

i nterconnected (except at the top level), and since each P(n+l) node
is connected to precisely one P(n) node, Mn) is one |less than the
degree of the node at level n (that is, the P(n) node is attached to
M n) nodes at level (n+l) and to 1 node at level (n-1)).

We define S(n) as the nunber of nodes at level (n).
Thus:
S(n) = S(1)*M1)*M2)*...*Mn-1)
So the nunber of PEs can be expressed as:
S(PE) = S(1)*M1)*M2)*...*Mn)
where the network has (n) layers of P-nodes.

Thus, we nmay depict an exanpl e snowfl ake network as shown in Figure

3. In this case:
S(1) =3
M1l) =3
S(2) =

S(1)*M1) =9
M2) = 2
S(PE) = S(1)*M1)*M2) = 18
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PE PE PE PE PE PE
\ \/ \/ /
PE--P(2) P(2) P(2) P(2)--PE
\ |/

\| |/
PE--P(2)---P(1)------ P(1)---P(2)--PE
/ \ / \
PE v PE
\/

P(1)

]\

/]

I\

PE--P(2) P(2) P(2)--PE
/ I\ \
PE PE PE PE
Figure 3 : An Exanpl e Snowf| ake Networ k
3.2. The Ladder Network Topol ogy

The | adder networks considered in this section are based on an
arrangenent of routers in the core network that resenbles a | adder

Ladder networks typically have long and thin cores that are arranged
as conventional |adders. That is, they have one or nore spars
connected by rungs. Each node on a spar may have:

- connection to one or nore other spars,
- connection to a tree of other core nodes,
- connection to custoner nodes.

Figure 4 shows a sinplified exanple of a | adder network. A core of
twel ve nodes makes up two spars connected by six rungs.
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PE  PE PE PE
PEPEPE| PE | PE PE PE| PE| PE
\| \|/ |/ | \| \|/
PE-P- - - - - P----- P----- P-ceo-- P----- P- - PE
| | | | | |\
| | | | | | PE
| | | | | |
PE-P- - - - - P P Poceo- P P
/| I\ I\ I\ I\ \
PEPEPE| PE | PE | PE | PE PE
PE PE PE PE

Figure 4 : A Sinplified Ladder Network

In practice, not all nodes on a spar (call them spar-nodes) need to
have subtended PEs. That is, they can exist sinply to give
connectivity along the spar to other spar-nodes, or across a rung to
another spar. Simlarly, the connectivity between spars can be nore
complex with nmultiple connections fromone spar-node to another spar
Lastly, the network may be conplicated by the inclusion of nore than
two spars (or sinplified by reduction to a single spar).

These vari abl es make the | adder network non-trivial to nodel. For
the sake of sinplicity, we will nake the follow ng restrictions:

- There are precisely two spars in the core network.

- Every spar-node connects to precisely one spar-node on the other
spar. That is, each spar-node is attached to precisely one rung

- Each spar-node connects to either one (end-spar) or two (core-spar)
ot her spar-nodes on the sane spar

- Every spar-node has the same nunber of PEs subtended. This does
not nean that there are no P-nodes subtended to the spar-nodes, but
does nean that the edge tree subtended to each spar-node is
i denti cal

Fromthese restrictions, we are able to quantify a | adder network as
fol |l ows:

R - The nunber of rungs. That is, the nunber of spar-nodes on
each spar.

S(1) - The nunber of spar-nodes in the network. S(1)=2*R

E - The nunber of subtended edge nodes (PEs) to each spar-node.
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The nunber of rungs nmay vary considerably. A nunber less than 3 is
unlikely (since that would not be a significantly connected network),
and a nunber greater than 100 seens i nprobabl e (because that woul d
represent a very long, thin network).

E can be treated as for the snowfl ake network. That is, we can

consi der a nunber of levels of attachnment from P(1) nodes, which are
t he spar-nodes, through P(i) down to P(n), which are the PEs.
Practically, we need to only consider n=2 (PEs attached direct to the
spar-nodes) and n=3 (one | evel of P-nodes between the PEs and the
spar - nodes) .

Let Mi) be the ratio of P(i) nodes to P(i-1) nodes, i.e., the

connectivity between |levels of P-node as defined for the snowfl ake
topol ogy. Hence, the nunmber of nodes at any level (n) is:

S(n) = S(1)*M1)*M2)*...*Mn-1)
So the nunber of PEs subtended to a spar-node is:
E=M1*M2)*...*Mn)

And the nunber of PEs can be expressed as:

S(1)*M1)*M2)*...*Mn)
S(1)*E

S(PE)

Thus, we may depict an exanple | adder network as shown in Figure 5.
In this case

R=5
S(1) = 10
M1) =2
S(2) = S(1)*M1) = 20
M2) =2

E=M1)*M2) = 4
S(PE) = S(1)*E = 40
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3.3.

Yas

PE PE PE PE PE PE PE PE PE PE PE PE PE PE PE PE
\| \| \| |/ |/ |/ |/
P(2) P(2) P(2) P(2) P(2) P(2) P(2) P( 2)
\ Vol / | 7/ /

PE \ | W |/ / PE
\ \ \ \/ | / / /
PE-P(2)---P(1)---P(1)---P(1)---P(1)---P(1)---P(2)-PE

| | | | |

| | | | |
PE-P(2)---P(1)---P(1)---P(1)---P(1)---P(1)---P(2)-PE
/ / /| /\ '\ \ \

PE / I I\ |\ \ PE
/ A \ |\ \
P(2) P(2) P(2) P(2) P(2) P(2) P(2) P(2)
| /1 /1 /1 |\ |\ |\ |\

PE PE PE PE PE PE PE PE PE PE PE PE PE PE PE PE
Figure 5 : An Exanpl e Ladder Network
Comrercial Drivers for Selected Configurations

It is reasonable to ask why these two particul ar network topol ogi es
have been chosen.

The nost inportant consideration is physical scalability. Each node
(Label Switching Router - LSR) is only able to support a limted
nunber of physical interfaces. This necessarily reduces the ability
to fully mesh a network and leads to the tree-like structure of the
network toward the PEs.

A realistic conmercial consideration for an operator is the fact that
the only revenue-generating nodes in the network are the PEs. O her
nodes are needed only to support connectivity and scalability.
Therefore, there is a desire to naximze S(PE) while mnimzing the
sum of S(n) for all values of (n). This could be achieved by

m ni m zing the nunber of |evels and naxim zing the connectivity at
each layer, Mn). Utimtely, however, this would produce a network
of just interconnected PEs, which is clearly in conflict with the
physi cal scaling situation

Therefore, the solution calls for a "few' levels with "relatively
| arge" connectivity at each level. W night say that the cost-
ef fecti veness of the network can be stated as:

K=S(PE)/(S(1)+S(2) + ... + S(n)) where n is the | evel above the PEs
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We shoul d observe, however, that this equation may be naive in that
the cost of a network is not actually a function of the nunber of
routers (since a router chassis is often free or low cost), but is
really a function of the cost of the line cards, which is, itself, a
product of the capacity of the Iine cards. Thus, the relatively high
connectivity decreases the cost-effectiveness, while a topology that
tends to channel data through a network core tends to demand hi gher
capacity (and so, nore expensive) line cards.

A further consideration is the availability of connectivity (usually
fibers) between LSR sites. Although it is always possible to |lay new
fiber, this may not be cost-effective or tinely. The physical shape
and topography of the country in which the network is laid is likely
to be as nuch of a problem If the country is "long and thin’, then
a |l adder network is likely to be used.

Thi s docunent exami nes the inplications for control plane and data
pl ane scalability of this type of network when MPLS-TE LSPs are used
to provide full connectivity between all PEs.

3.4. O her Network Topol ogi es

As explained in Section 1, this docunent is using two symretrical and
general i zed network topol ogies for sinplicity of nodelling. In
practice, there are two other topol ogi cal considerations.

a. Miltihoni ng
It is relatively common for a node at level (n) to be attached to
nmore than one node at level (n-1). This is particularly conmmon at
PEs that nmay be connected to nore than one P(n).

b. Meshing within a I evel
Alevel in the network will often include Iinks between P-nodes at
the sane level, including the possibility of |inks between PEs.
This may result in a network that |ooks Iike a series of
concentric circles with spokes.

Both of these features are likely to have sone inpact on the scaling
of the networks. However, for the purposes of establishing the
ground rules for scaling, this docunent restricts itself to the
consi deration of the symretrical networks described in Sections 2.1
and 2.2. Discussion of other network formats is for future study.
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4.

4.

Requi red Network Sizes

An inportant question for this evaluation and analysis is the size of
the network that operators require. How many PEs are required? What
ratio of Pto PE is acceptable? How many ports do devi ces have for
physi cal connectivity? Wat type of MPLS-TE connectivity between PEs
is required?

Al t hough presentation of figures for desired network sizes nust be
treated with caution because history shows that networks grow beyond
all projections, it is useful to set some acceptable | ower bounds.
That is, we can state that we are interested in networks of at |east
a certain size.

The nost inportant features are:
- The network shoul d have at |east 1000 PEs.
- Each pair of PEs should be connected by at |east one LSP in each
direction.
Practical Numbers

In practice, reasonable target nunbers are as foll ows.

S(PE) >= 1000
Nunber of levels is 3. That is: 1, 2, and PE.

M2) <= 20
M1) <= 20
S(1) <= 100

Scaling in Flat Networks

Bef ore proceedi ng to exani ne potential scaling inprovenments, we need
to exanmi ne how well the flat networks described in the previous
sections scale.

Consider the requirenent for a full mesh of LSPs linking all PEs.
That is, each PE has an LSP to and fromevery other LSP. Thus, if
there are S(PE) PEs in the network, there are S(PE)*(S(PE) - 1) LSPs.
Define L(n) as the nunber of LSPs handled by a |l evel (n) LSR

L(PE) = 2*(S(PE) - 1)
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5.1. Snowfl ake Networks

There are a total of S(PE) PEs in the network and, since each PE
establishes an LSP with every other PE, it would be expected that
there are S(PE) - 1 LSPs incomng to each PE and the same nunber of
LSPs outgoing fromthe sane PE, giving a total of 2(S(PE) - 1) on the
incident link. Hence, in a snowflake topol ogy (see Figure 3), since
there are M2) PEs attached to each P(2) node, it nmay tenpting to
think that L(2) (the nunber of LSPs traversing each P(2) node) is
simply 2*(S(PE) - 1)*M2). However, it should be noted that of the
S(PE) - 1 LSPs incomng to each PE,L, M2) - 1 originated from nodes
attached to the sane P(2) node, and so this val ue would count the
LSPs between the M 2) PEs attached to each P(2) node tw ce: once when
outgoing fromthe M2) - 1 other nodes and once when inconming into a
particul ar PE.

There are a total of M2)*(M2) - 1) LSPs between these M 2) PEs and,
since this value is erroneously included twice in 2*(S(PE) - 1)*M?2),
the correct value is:

2*M2)*(S(PE) - 1) - M2)*(M2) - 1)
M2)*(2*S(PE) - M2) - 1)

An alternative way of looking at this, that proves extensible for the
calculation of L(1), is to observe that each PE subtended to a P(2)
node has an LSP in each direction to all S(PE) - M2) PEs in the rest
of the system and there are M 2) such locally subtended PEs; thus,
2*M2)*(S(PE) - M2)). Additionally, there are M2)*(M2) - 1) LSPs
bet ween the | ocally subtended PEs. So:

2*M2)*(S(PE) - M2)) + M2)*(M2) - 1)
M2)*(2*S(PE) - M2) - 1)

L(1) can be computed in the sanme way as this second eval uation of
L(2). Each PE subtended bel ow a P(1) node has an LSP in each
direction to all PEs not below the P(1) node. There are M1)*M2)
PEs bel ow the P(1) node, so this accounts for 2*M1)*M2)*(S(PE) -
M1)*M2)) LSPs. To this, we need to add the nunber of LSPs that
pass through the P(1) node and that run between the PEs subtended
bel ow the P(1). Consider each P(2): it has M2) PEs, each of which
has an LSP going to all of the PEs subtended to the other P(2) nodes
subtended to the P(1). There are M1) - 1 such other P(2) nodes, and
so M2)*(M1) - 1) other such PEs. So the nunmber of LSPs fromthe
PEs below a P(2) node is M2)*M2)*(M1) - 1). And there are M1)
P(2) nodes below the P(1), giving rise to a total of
M2)*M2)*M1)*(M1) - 1) LSPs. Thus:

L(2)

L(2)
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L(1) = 2*M1)*M2)*(S(PE) - M1)*M2)) + M2)*M2)*M1)*(M1) - 1)

M1)*M2)*(2*S(PE) - M2)*(M1) + 1))
So, for example, with S(1) =5, M1) = 10, and M2) = 20, we see:

S(PE) = 1000
L(PE) = 1998
L(2) = 39580
L(1) = 356000

Al ternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

S(PE) = 2000
L(PE) = 3998
L(2) = 79580
L(1) = 756000

In both exanples, the nunber of LSPs at the core (P(1)) nodes is
probably unacceptably |arge, even though there are only a relatively
nodest nunber of PEs. In fact, L(2) may even be too large in the
second exanpl e.

5.2. Ladder Networks
In | adder networks, L(PE) remains the same at 2*(S(PE) - 1).

L(2) can be conputed using the sane nechanismas for the snowfl ake
t opol ogy because the subtended tree is the sane format. Hence,

L(2) = 2*M2)*(S(PE) - 1) - M2)*(M2) - 1)

But L(1) requires a different conputati on because each P(1) not only
sees LSPs for the subtended PEs, but is also a transit node for sone
of the LSPs that cross the core (the core is not fully nmeshed).

Each P(1) sees:

o all of the LSPs between |ocally attached PEs,

0 less those LSPs between locally attached PEs that can be served
exclusively by the attached P(2) nodes,

o all LSPs between locally attached PEs and renote PEs, and

0 LSPs in transit that pass through the P(1).

The first three nunbers are easily deternined and match what we have
seen fromthe snowf |l ake network. They are:
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o E*(E-1)

o MI1)*M2)*(M2)-1) = E*(M2) - 1)
0 2*E*E*(S(1) - 1)

The nunber of LSPs in transit is nore conplicated to conpute. It is
sinmplified by not considering the ends of the | adders but by

exam ning an arbitrary segnent of the niddle of the |adder, such as

shown in Figure 6. W |look to conpute and generalize the nunber of

LSPs traversing each core link (labeled a and b in Figure 6) and so

determ ne the nunmber of transit LSPs seen by each P(1).

P(2) P(2) P(2) P(2) P(2) P(2)
Voo / |/

v Vo |/
\ \/ | /

...... P(1)---P(1)---P(1).....
| a |
| | b |

I I\ |\
/A \ |\
P(2) P(2) P(2) P(2) P(2) P(2)

Figure 6 : An Arbitrary Section of a Ladder Network

O course, the number of LSPs carried on links a and b in Figure 6
depends on how LSPs are routed through the core network. But if we
assune a symetrical routing policy and an even distribution of LSPs
across all shortest paths, the result is the sane.

Now we can see that each P(1l) sees half of 2a+b LSPs (since each LSP
woul d otherw se be counted twice as it passed through the P(1)),
except that sone of the LSPs are locally terninated and so are only
i ncluded once in the sum 2a+b

So L(1) =a + b/l2 -

(locally termnated transit LSPs)/2 +
(locally contai ned LSPs)
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Thus:
L(1) a+ bl/l2 -

2*E*E*(S(1) - 1)/2 +
E*(E-1) - EX(M2) - 1)
a+ b/2 +

E*E*(2 - S(1)) - EEM2)

So all we have to do is work out a and b
Recall that the ladder length R = S(1)/2, and define X = E*E

Consi der the contribution nade by all of the LSPs that make n hops on
the ladder to the totals of each of a and b. |If the | adder was
unbounded, then we could say that in the case of a, there are n*2X
LSPs along the spar only, and n(n-1)*2X/n = 2X(n-1) LSPs use a rung
and the spar. Thus, the LSPs that nake n hops on the | adder
contribute (4n-2)X LSPs to a. Note that the edge cases are speci al
because LSPs that nake only one hop on the | adder cannot transit a
P(1) but only start or end there.

So with a |l adder of length R = S(1)/2, we could say:

R
a = SUM (4i-2)*X + 2RX
i =2

= 2% X*Rr(R¥1)

And sinilarly, considering b in an unbounded | adder, the LSPs that
only travel one hop on the LSP are a special case, contributing 2X
LSPs, and every other LSP that traverses n hops on the | adder
contributes 2n*2X/n = 4X LSPs. So:

R+1

b = 2X + SUM 4X]
i =2

= 2¢X + 4*X*R

In fact, the | adders are bounded, and so the nunber of LSPs is
reduced because of the effect of the ends of the |ladders. The |inks
that see the nost LSPs are in the niddle of the | adder. Consider a

| adder of length R, a node in the middle of the |adder is R 2 hops
away fromthe end of the ladder. So we see that the fornula for the
contribution to the count of spar-only LSPs for ais only valid up to
n=R/ 2, and for spar-and-rung LSPs, up to n=1+R/ 2. Above these
limts, the contribution nmade by spar-only LSPs decays as (n-R/ 2)*2X
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However, for a first-order approxination, we will use the values of a
and b as conputed above. This gives us an upper bound of the nunber
of LSPs w thout using a nore conplex fornula for the reduction made
by the effect of the ends of the | adder.

Fromthis:

L(1) =a+b/2+

E*E*(2 - S(1)) - E*M2)

= 2*X*R*(R#l) +

X + 2*X*R +
E*E*(2 - S(1)) - E*M2)
EXEXS(1)*(1 + S(1)/2) +
E*E + EXE*S(1) +
2*E+E - E*E*S(1) - E*M2)
EXE*S(1)*(1 + S(1)/2) + 3*E+E - E*M2)
E*E*S(1)*S(1)/2 + E*E*S(1) + 3*E*E - E*M2)

So, for exanple, with S(1) =6, M1) = 10, and M2) = 17, we see:

E = 170
S(PE) = 1020
L(PE) = 2038
L(2) = 34374
L(1) = 777410

Alternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

E = 200
S(PE) = 2000
L(PE) = 3998
L(2) = 79580
L(1) = 2516000

In both exanpl es, the nunmber of LSPs at the core (P(1l)) nodes is
probably unacceptably |arge, even though there are only a relatively
nodest nunmber of PEs. In fact, L(2) nmay even be too large in the
second exanpl e.

Compare the L(1) values with the total number of LSPs in the system
S(PE)*(S(PE) - 1), which is 1039380 and 3998000, respectively.
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6.

6.

Scal i ng Snowf | ake Networks wi th Forwardi ng Adj acenci es

One of the purposes of LSP hierarchies [RFC4206] is to inprove the
scaling properties of MPLS-TE networks. LSP tunnels (sonetinmes known
as Forwardi ng Adj acencies (FAs)) may be established to provide
connectivity over the core of the network, and nultiple edge-to-edge
LSPs may be tunnel ed down a single FA LSP

In our network we consider a nesh of FA LSPs between all core nodes
at the sane level. W consider two possibilities here. 1In the
first, all P(2) nodes are connected to all other P(2) nodes by LSP
tunnel s, and the PE-to-PE LSPs are tunnel ed across the core of the
network. In the second, an extra |layer of LSP hierarchy is

i ntroduced by connecting all P(1) nodes in an LSP nesh and tunneling
the P(2)-to-P(2) tunnels through these.

1. Two-Layer Hierarchy

In this hierarchy nodel, the P(2) nodes are connected by a nmesh of
tunnels. This neans that the P(1) nodes do not see the PE-to-PE
LSPs.

It remains the case that:
L(PE) = 2*(S(PE) - 1)

L(2) is slightly increased. It can be conmputed as the sum of al

LSPs for all attached PEs, including the LSPs between the attached PE
(this figure is unchanged from Section 5.1, i.e., M2)*(2*S(PE) -

M2) - 1)), plus the nunber of FA LSPs providing a nesh to the other
P(2) nodes. Since the nunber of P(2) nodes is S(2), each P(2) node
sees 2*(S(2) - 1) FA LSPs. Thus:

L(2) = M2)*(2*S(PE) - M2) - 1) + 2*(3(2) - 1)

L(1), however, is significantly reduced and can be conputed as the
sum of the nunber of FA LSPs to and from each attached P(2) to each
other P(2) in the network, including (but counting only once) the FA
LSPs between attached P(2) nodes. 1In fact, the problemis identica
to the L(2) conputation in Section 5.1. So:

L(1) = M1)*(2*S(2) - M1) - 1)
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So, for exanple, with S(1) =5, M1) = 10, and M2) = 20, we see

S(PE) = 1000
S(2) =50
L(PE) = 1998
L(2) = 39678
L(1) = 890

Alternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

S(PE) = 2000
S(2) = 100

L(PE) = 3998
L(2) = 79778
L(1) = 1890

So, in both exanples, potential problens at the core (P(1l)) nodes
caused by an excessive nunber of LSPs can be avoi ded, but any problem
with L(2) is made slightly worse, as can be seen fromthe table

bel ow.
Exanpl e] Count | Unnodified | 2-Layer

| | (Section 5.1) | Hierarchy
------- B T T I Iy
A | L(2) | 39580 | 39678

| L(1) | 356000 | 890
------- S o T T T
B | L(2) | 79580 | 79778

| L(1) | 756000 | 1890

6.1.1. Tuning the Network Topology to Suit the Two-Layer Hierarchy
Clearly, we can reduce L(2) by selecting appropriate values of S(1),
M 1), and M2). W can do this wthout negative consequences, since
no change will affect L(PE) and since a | arge percentage increase in
L(1) is sustainable nowthat L(1) is so snmall
Qbserve that:

L(2) = M2)*(2*S(PE) - M2) - 1) + 2*(S(2) - 1)

where S(PE) = S(1)*M1)*M2) and S(2) = S(1)*M1). So L(2) scales

with M2)72 and we can have the nobst inpact by reducing M2) while
keepi ng S(PE) constant.
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For exanple, with S(1) = 10, M1) = 10, and M2) = 10, we see:

S(PE) = 1000
S(2) = 100

L(PE) = 1998
L(2) = 20088
L(1) = 1890

And sinmilarly, with S(1) = 20, M1) = 20, and M2) =5, we see

S(PE) = 2000
S(2) = 400

L(PE) = 3998
L(2) = 20768
L(1) = 15580

These considerabl e scaling benefits nust be offset against the cost-
ef fectiveness of the network. Recall from Section 3.3 that:

K= S(PE)/(S(1)+S(2) ... + S(n))
where n is the | evel above the PEs, so that for our network
K=S(PE) / (S(1) + S(2))

Thus, in the first exanple the cost-effectiveness has been hal ved
from 1000/55 to 1000/110. 1In the second exanple, it has been reduced
to roughly one quarter, changing from 2000/110 to 2000/ 420.

So, although the tuning changes may be necessary to reach the desired
network size, they conme at a considerable cost to the operator

6.2. Alternative Two-Layer Hierarchy

An alternative to the two-layer hierarchy presented in Section 6.1 is
to provide a full mesh of FA LSPs between P(1) nodes. This technique
is only of benefit to any nodes in the core of the level 1 network.

It nmakes no difference to the PE and P(2) nodes since they continue
to see only the PE-to-PE LSPs. Furthernore, this approach increases
the burden at the P(1) nodes since they have to support all of the
PE-to-PE LSPs as in the flat nodel plus the additional 2*(S(1) - 1)
P(1)-to-P(1) FA LSPs. Thus, this approach should only be considered
where there is a mesh of P-nodes within the ring of P(1) nodes, and
is not considered further in this docunent.

Yasukawa, et al. I nf or mat i onal [ Page 24]



RFC 5439 Scaling in MPLS-TE February 2009

6.3. Three-Layer Hierarchy

As denonstrated by Section 6.2, introducing a mesh of FA LSPs at the
top level (P(1)) has no benefit, but if we introduce an additiona
level in the network (P(3) between P(2) and PE) to nake a four-Ileve
snowf | ake, we can introduce a new |l ayer of FA LSPs so that we have a
full mesh of FA LSPs between all P(3) nodes to carry the PE-to-PE
LSPs, and a full mesh of FA LSPs between all P(2) nodes to carry the
P(3)-to-P(3) LSPs.

The nunber of PEs is S(PE) = S(1)*M1)*M2)*M3), and the nunber of
PE-to-PE LSPs at a PE remains L(PE) = 2*(S(PE) - 1).

The nunber of LSPs at a P(3) can be deduced from Section 6.1. It is
the sumof all LSPs for all attached PEs, including the LSPs between

the attached PE, plus the nunber of FA LSPs providing a nesh to the
ot her P(3) nodes.

L(3) = M3)*(2*S(PE) - M3) - 1) + 2*(S(3) - 1)

The nunber of LSPs at P(2) can al so be deduced from Section 6.1 since
it is the sumof all LSPs for all attached P(3) nodes, including the
LSPs between the attached PE plus the nunmber of FA LSPs providing a
mesh to the other P(2) nodes.

L(2) = M2)*(2*S(3) - M2) - 1) + 2*(8(2) - 1)

Finally, L(1) can be copied straight from®6. 1.

L(1) = M1)*(2*5(2) - M1) - 1)

For exanmple, with S(1) =5, M1) =5 M2) =5 and M3) = 8, we see

S(PE) = 1000
S(3) = 125
S(2) =25
L(PE) = 1998
L(3) = 16176
L(2) = 1268
L(1) = 220
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Simlarly, with S(1) =5 M1 =5 M2 =8, and M3) = 10, we see

S(PE) = 2000
S(3) = 200
S(2) =25
L(PE) = 3998
L(3) = 40038
L(2) = 3184
L(1) = 220

Clearly, there are considerable scaling inprovenents with this three-
| ayer hierarchy, and all of the nunbers (even L(3) in the second
exanpl e) are nanageabl e.

O course, the extra level in the network tends to reduce the cost-
ef fecti veness of the networks with values of K = 1000/ 155 and K =
2000/ 230 (from 1000/55 and 2000/110) for the exanples above. That is
a reduction by a factor of 3 in the first case and 2 in the second
case. Such a change in cost-effectiveness has to be wei ghed agai nst
the desire to deploy such a large network. |f LSP hierarchies are
the only scaling tool available, and networks this size are required,
the cost-effectiveness may need to be sacrificed.

6.4. Issues with Hi erarchical LSPs
A basic observation for hierarchical scaling techniques is that it is

hard to have any inpact on the nunber of LSPs that nust be supported
by the level of P(n) nodes adjacent to the PEs (for example, it is

hard to reduce L(3) in Section 6.3). |In fact, the only way we can
change t he nunber of LSPs supported by these nodes is to change the
scaling ratio Mn) in the network -- in other words, to change the

nunber of PEs subtended to any P(n). But such a change has a direct
ef fect on the nunber of PEs in the network and so the cost-
ef fecti veness is inpacted.

Anot her concern with the hierarchical approach is that it nust be
configured and managed. This nay not seem|like a |arge burden, but
it must be recalled that the P(n) nodes are not at the edge of the
network -- they are a set of nodes that nust be identified so that
the FA LSPs can be configured and provisioned. Effectively, the
operator nust plan and construct a |layered network with a ring of
P(n) nodes giving access to the level (n) network. This design
activity is open to considerable risk as failing to close the ring
(i.e., allowing a node to be at both level (n+l1l) and at level (n))
may cause operational confusion
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7.

7.

Prot ocol techniques (such as | GP autonesh [ RFC4972]) have been
devel oped to reduce the configuration necessary to build this type of
multi-level network. |In the case of autonesh, the routing protoco
is used to advertise the nenbership of a 'mesh group’, and al
menbers of the nesh group can di scover each other and connect wth
LSP tunnels. Thus, the P(n) nodes giving access to |evel (n) can
advertise their existence to each other, and it is not necessary to
configure each with informati on about all of the others. Although
this process can help to reduce the configuration overhead, it does
not elimnate it, as each nenber of the mesh group nust still be

pl anned and configured for nenbership.

An inportant consideration for the use of hierarchical LSPs is how
they can be protected using MPLS Fast Reroute (FRR) [ RFC4090]. FRR
may provide link protection either by protecting the tunnels as they
traverse a broken link or by treating each Ievel (n) tunnel LSP as a
link in level (n+l) and providing protection for the level (n+l) LSPs
(although in this nodel, fault detection and propagation tine nay be
an issue). Node protection nmay be perforned in a simlar way, but
protection of the first and | ast nodes of a hierarchical LSP is
particularly difficult. Additionally, the whole notion of scaling
with regard to FRR gives rise to separate concerns that are outside
the scope of this docunent as currently formnul ated.

Finally, observe that we have been expl aining these techni ques using
conveniently synmetrical networks. Consider how we woul d arrange the
hi erarchical LSPs in a network where sone PEs are connected closer to
the center of the network than others.

Scal i ng Ladder Networks with Forwardi ng Adj acenci es
1. Two-Layer Hierarchy

In Section 6.2, we observed that there is no value to placing FA LSPs
bet ween the P(1) nodes of our exanple snowfl ake topologies. This is
because those LSPs woul d be just one hop long and would, in fact,
only serve to increase the burden at the P(1) nodes. However, in the
| adder nodel, there is value to this approach. The P(1) nodes are

t he spar-nodes of the l|adder, and they are not all nutually adjacent.
That is, the P(1)-to-P(1) hierarchical LSPs can create a full mesh of
P(1) nodes where one does not exist in the physical topol ogy.

The nunber of LSPs seen by a P(1) node is then
o all of the tunnels terminating at the P(1) node,

0 any transit tunnels, and
o all of the LSPs due to subtended PEs.
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This is a substantial reduction; all of the transit LSPs are reduced
to just one per renote P(1l) that causes any transit LSP. So:

L(1) = 2*(S(1) - 1) +
QAS(1)*s(1)/2) +
2*E*E*(S(1) - 1) + E*(E-1) - E(M2) - 1)
where Q(S(1)*S(1)/2) gives an upper bound order of magnitude. So
L(1) = S(1)*S(1)/2 + 2*S(1) + 2*E*E*(S(1) - 1) - EEM2) - 2
So, in our two exanples:

Wth S(1) =6, M1) = 10, and M2) = 17, we see:

E = 170
S(PE) = 1020
L(PE) = 2038
L(2) = 34374
L(1) = 286138

Alternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

E = 200
S(PE) = 2000
L(PE) = 3998
L(2) = 79580
L(1) = 716060

Both of these show significant inprovenents over the previous L(1)
figures of 777410 and 2516000. But the nunbers are still too large
to manage, and there is no inprovenent in the L(2) figures.

7.2. Three-Layer Hierarchy
We can al so apply the three-layer hierarchy to the | adder nodel. In
this case, the nunber of LSPs between P(1l) nodes is not reduced, but
tunnels are al so set up between all P(2) nodes. Thus, the nunber of
LSPs seen by a P(1) node is:
o all of the tunnels terminating at the P(1) node,
0 any transit tunnels between P(1) nodes, and
o all of the LSPs due to subtended P(2) nodes.

No PE-to-PE LSPs are seen at the P(1) nodes.
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L(1) = 2*(S(1) - 1) +

A(S(1)*S(1)/2) +

2*(s(1) - H*MH*MI1) + M1*(M1) - 1)
where O(S(1)*S(1)/2) gives an upper bound order of magnitude. So:
L(1) = S(1)*S(1)/2 + 2*S(1) + 2*M1)*M1)*S(1) - M1)(M1) + 1) - 2

Unfortunately, there is a small increase in the nunber of LSPs seen
by the P(2) nodes. Each P(2) now sees all of the PE-to-PE LSPs that
it saw before and is also an end-point for a set of P(2)-to-P(2)
tunnels. Thus, L(2) increases to:

L(2) = 2*M2)*(S(PE) - 1) - M2)*(M2) - 1) + 2*(S(1)*M1) - 1)
So, in our two exanples:

Wth S(1) =6, M1) = 10, and M2) = 17, we see:

E = 170
S(PE) = 1020
L(PE) = 2038
L(2) = 34492
L(1) = 1118

Alternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

E = 200
S(PE) = 2000
L(PE) = 3998
L(2) = 79778
L(1) = 1958

This represents a very dramatic decrease in LSPs across the core.
7.3. Issues with Hi erarchical LSPs

The sanme issues exist for hierarchical LSPs as described in Section
6.4. Although dramatic inprovenments can be made to the scaling
nunbers for the nunber of LSPs at core nodes, this can only be done
at the cost of configuring P(2) to P(2) tunnels. The nesh of P(1)
tunnels i s not enough

But the sheer nunber of P(2) to P(2) tunnels that nust be configured

is a significant managenent burden that can only be eased by using a
techni que |i ke autonesh [ RFC4972].
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It is significant, however, that the scaling problemat the P(2)
nodes cannot be inproved by using tunnels and that the only solution
to ease this in the hierarchical approach would be to institute

anot her layer of hierarchy (that is, P(3) nodes) between the P(2)
nodes and the PEs. This is, of course, a significant expense.

8. Scaling Inprovenents through Miltipoint-to-Point LSPs

An alternative (or conplenmentary) scaling techni que has been proposed
using mul tipoint-to-point (MP2P) LSPs. The fundanental inprovenent
in this case is achieved by reducing the nunber of LSPs toward the
destination as LSPs toward the sane destination are nerged

This section presents an overview of MP2P LSPs and describes their
applicability and scaling benefits.

8.1. Overview of MP2P LSPs

Note that the MP2P LSPs discussed here are for MPLS-TE and are not
the same concept familiar in the Label Distribution Protocol (LDP)
described in [ RFC5036] .

Traffic fl ows generally converge toward their destination and this
can be utilized by MPLS in constructing an MP2P LSP. Wth such an
LSP, the Label Forwarding Information Base (LFIB) nappi ngs at each
LSR are nany-to-one so that nmultiple pairs {inconmng interface

i ncom ng label} are mapped to a single pair {outgoing interface,
outgoing label}. obviously, if per-platformlabels are used, this
mappi ng may be optim zed within an inplenentation

It is inportant to note that with MP2P MPLS-TE LSPs, the traffic
flows are nerged. That is, sone additional formof identifier is
required if de-nerging is required. For exanple, if the payload is
IPtraffic belonging to the sanme client network, no additional de-
merging information is required since the I P packet contains
sufficient data. On the other hand, if the data cones, for exanple,
froma variety of VPN client networks, then the flows will need to be
| abeled in their own right as point-to-point (P2P) flows, so that
traffic can be di sanbiguated at the egress of the MP2P LSPs.

Techni ques for establishing MP2P MPLS-TE LSPs and for assigning the

correct bandw dth downstream of LSP nerge points are out of the scope
of this docunent.
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8.2. LSP State: A Better Measure of Scalability

Consi der the network topology shown in Figure 3. Suppose that we
establish MP2P LSP tunnels such that there is one tunnel termnating
at each PE, and that that tunnel has every other PE as an ingress.
Thus, a PE-to-PE MP2P LSP tunnel would have S(PE)-1 ingresses and one
egress, and there would be S(PE) such tunnels.

Note that there still remain 2*(S(PE) - 1) PE-to-PE P2P LSPs that are
carried through these tunnels.

Let’s consider the nunber of LSPs handl ed at each node in the
net wor k.

The PEs continue to handl e the sane nunber of PE-to-PE P2P LSPs, and
nust al so handl e the MP2P LSPs. So:

L(PE) = 2*(S(PE) - 1) + S(PE)

But all P(n) nodes in the network only handl e the MP2P LSP tunnels.
Nomi nally, this neans that L(n) = S(PE) for all values of n. This
woul d appear to be a great success with the number of LSPs cut to
conmpl etel y manageabl e | evel s.

However, the nunber of LSPs is not the only issue (although it may
have sone inpact for sone of the scaling concerns listed in Section
4). W are nore interested in the amount of LSP state that is

mai ntai ned by an LSR. This reflects the amount of storage required
at the LSR the anpbunt of protocol processing, and the anount of

i nformati on that needs to be managed.

In fact, we were also interested in this nmeasure of scalability in
the earlier sections of this docunment, but in those cases we could
see a direct correlation between the nunber of LSPs and the anmount of
LSP state since transit LSPs had two pieces of state information (one
on the incom ng and one on the outgoing interface), and ingress or
egress LSPs had just one piece of state.

We can quantify the ampbunt of LSP state according to the nunber of
LSP segnments nanaged by an LSR  So (as above), in the case of a P2P
LSP, an ingress or egress has one segnent to mamintain, while a
transit has two segnents. Similarly, for an MP2P LSP, an LSR nust
mai ntain one set of state information for each upstream segnent
(which, we can assune, is in a one-to-one relationship with the
nunber of upstream nei ghbors) and exactly one downstream segnment --

i ngresses obvi ously have no upstream nei ghbors, and egresses have no
downstream segnent s.
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So we can start again on our exam nation of the scaling properties of
MP2P LSPs using X(n) to represent the amount of LSP state held at
each P(n) node

8.3. Scaling Inprovenents for Snowfl ake Networ ks

At the PEs, there is only connectivity to one other network node: the
P(2) node. But note that if P2P LSPs need to be used to allow

di sanbi guation of data at the MP2P LSP egresses, then these P2P LSPs
are tunneled within the MP2P LSPs. So X(PE) is:

X(PE) = 2*(S(PE) - 1) if no disanbiguation is required,
and
X(PE) = 4*(S(PE) - 1) if disanbiguation is required.

Each P(2) node has M 2) downstream PEs. The P(2) sees a single MP2P
LSP targeted at each downstream PE with one downstream segnment (to
that PE) and M2) - 1 upstream segnents from the other subtended PEs.
Additionally, each of these LSPs has an upstream segnent fromthe one
upstream P(1). This gives a total of M2)*(1 + M2)) LSP segnents.

There are also LSPs running fromthe subtended PEs to every other PE
in the network. There are S(PE) - M2) such PEs, and the P(2) sees
one upstream segnent for each of these fromeach subtended PE. It

al so has one downstream segnent for each of these LSPs. This gives
(M2) + 1)*(S(PE) - M2)) LSP segnents.

Thus:

X( 2)

M2)*(1 + M2)) + (M2) + 1)*(S(PE) - M2))
S(PE)*(M2) + 1)

Simlarly, at each P(1) node there are M 1) downstream P(2) nodes and
so a total of M1)*M?2) downstream PEs. Each P(1l) is connected in a
full mesh with the other P(1) nodes and so has (S(1) - 1) neighbors.

The P(1l) sees a single MP2P LSP targeted at each downstream PE. This
has one downstream segnment (to the P(2) to which the PE is connected)
and M'1) - 1 upstream segnents fromthe other subtended P(2) nodes.
Additionally, each of these LSPs has an upstream segnent from each of
the P(1) neighbors. This gives a total nunber of LSP segnents of

M1)*M2)*(M1) + S(1) - 1).
There are also LSPs running from each of the subtended PEs to every

other PE in the network. There are S(PE) - M1)M?2) such PEs, and
the P(1) sees one upstream segnent for each of these from each
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subt ended P(2) (since the aggregation fromthe subtended PEs has

al ready happened at the P(2) nodes). It also has one downstream
segrment to the appropriate next hop P(1l) neighbor for each of these
LSPs. This gives (M1) + 1)*(S(PE) - M1)*M2)) LSP segnents

Thus:

X( 1)

M1)*M2)*(M1) + S(1) - 1) +
(M1) + 1)*(S(PE) - M1)*M2))
M1)*M2)*(S(1) - 2) + S(PE)*(M1) + 1)

So, for exanple, with S(1) = 10, M1) = 10, and M2) = 10, we see:

S(PE) = 1000

S(2) = 100

X(PE) = 3996 (or 1998)
X(2) = 11000

X(1) = 11800

And sinmilarly, with S(1) = 20, M1) = 20, and M2) =5, we see

S(PE) = 2000
S(2) = 400

X(PE) = 5996 (or 2998)
X(2) = 12000

X(1) = 39800

8.3.1. Conparison with G her Scenarios

For conparison with the exanples in Sections 5 and 6, we need to
convert those LSP-based figures to our new neasure of LSP state.

bserve that each LSP in Sections 5 and 6 generates two state units
at a transit LSR and one at an ingress or egress. So we can provide
conversions as follows:

Section 5 (flat snowfl ake network)

L(PE) = 2*(S(PE) - 1)

L(2) = M2)*(2*S(PE) - M2) - 1)

L(1) = M1)*M2)*(2*S(PE) - M2)*(M1) + 1))
X(PE) = 2*(S(PE) - 1)

X(2) = 2*M2)*(2*S(PE) - M2) - 1)

X(1) = 2*M1)*M2)*(2*S(PE) - M2)*(M1) + 1))

For the exanple with S(1) = 10, M1) = 10, and M2) = 10, this
gi ves a conparison table as foll ows:
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Count | Unnodified | MP2P
______ L
X(PE) | 1998 | 3996
X(2) | 39780 | 11000
X(1) | 378000 | 11800

Cearly, this technique is a significant inprovenent over the flat
network within the core of the network, although the PEs are nore
heavily stressed if disanbiguation is required.

Section 6.1 (two-layer hierarchy snowfl ake network)

L(PE) = 2*(S(PE) - 1)

L(2) = M2)*(2*S(PE) - M2) - 1) + 2*(3(2) - 1)
L(1) = M1*(2*3(2) - M1) - 1)

X(PE) = 2*(S(PE) - 1)

X(2) = 2*M2)*(2*S(PE) - M2) - 1) + 2*(S(2) - 1)
X(1) = 2*M1)*(2*5(2) - M1) -

Note that in the conmputation of X(2) the hierarchical LSPs only add
one state at each P(2) node.

For the sane exanple with S(1) = 10, M1) = 10, and M2) = 10, this
gi ves a conparison table as foll ows:

Count | 2- Layer | MP2P

| Hierarchy
______ e
X(PE) | 1998 | 3996
X(2) | 39978 | 11000
X(1) | 3780 | 11800

We can observe that the MP2P nodel is better at P(2), but the
hi erarchi cal nodel is better at P(1).

In fact, this conparison can be generalized to observe that the MP2P
nodel produces its best effects toward the edge of the network, while
the hierarchi cal nodel nmekes nobst inpression at the core. However,
the requirenent for disanbiguation of P2P LSPs tunneled within the
MP2P LSPs does cause a double burden at the PEs.

8.4. Scaling Inprovenents for Ladder Networks
MP2P LSPs applied just within the |adder will not nake a significant

di fference, but applying MP2P for all LSPs and at all nodes makes a
very big difference without requiring any further configuration
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LSP state at a spar-node nmay be divided into those LSPs’ segnents
that enter or |eave the spar-node due to subtended PEs (local LSP
segments), and those that enter or |eave the spar-node due to renote
PEs (renote segnments).

The | ocal segnents nay be counted as:

o E LSPs targeting l|ocal PEs
0 (S(1)-1)*E*M 1) LSPs targeting renote PEs

The renote segnents may be counted as:

0o (S(1)-1)*E outgoing LSPs targeting renote PEs
0 <= 3*S(1)*E incomng LSPs targeting any PE (there are precisely
P(1) nodes attached to any other P(1) node)

Hence, using X(1) as a neasure of LSP state rather than a count of
LSPs, we get:

X(1) <= E + (S(1)-1)*E*M1) + (S(1)-1)*E + 3*S(1)*E
<= (4 + M1))*S(1)*E - M1)*E

The nunber of LSPs at the P(2) nodes is also inproved. W may al so
count the LSP state in the same way so that there are:

0 M2) LSPs targeting |ocal PEs,
o M2)*(S(1)*E) LSPs fromlocal PEs to all other PEs, and
0 S(1)*E - M2) LSPs to renote PEs.

So using X(2) as a neasure of LSP state and not a count of LSPs, we
have:
X(2) = M2) + M2)*(S(1)*E) + S(1)*E - M2)
(M2) + 1)*S(1)*E

Qur exanples from Section 5.2 give us the follow ng nunbers:

Wth S(1) =6, M1) = 10, and M2) = 17, we see:

E = 170
S(PE) = 1020
X(PE) = 2038
X(2) = 18360

X(1) <= 12580
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Alternatively, with S(1) = 10, M1) = 10, and M2) = 20, we see

E = 200

S(PE) = 2000
X(PE) = 3998
X(2) = 42000

X(1) <= 26000
8.4.1. Conparison with Ot her Scenarios

The use of MP2P conpares very favorably with all scaling scenarios
It is the only technique able to reduce the value of X(2), and it
does this by a factor of alnobst two. The inpact on X(1) is better
than everythi ng except the three-1evel hierarchy.

The followi ng table provides a quick cross-reference for the figures
for the exanpl e | adder networks. Note that the previous figures are
nodi fied to provide counts of LSP state rather than LSP nunbers
Agai n, each LSP contributes one state at its end points and two
states at transit nodes.

Thus, for the all cases we have:

X( PE)
X( PE)

2*(S(PE) - 1) or
4*(S(PE) - 1) if disanbiguation is required.

In the unnodified (flat) case, we have:

X(2)
X( 1)

2¥(M2)*(2*S(PE) - M2) - 1))
2*(M1)*M2)*(2*S(PE) - M2)*(M1) + 1)))

In the two-Ievel hierarchy, we have

2*(2*M2)*(S(PE) - 1) - M2)*(M2) - 1))
S(1)*S(1) + 2*S(1) + 4*E*E*(S(1) - 1) - 2*E*M2) - 2

X(2)
X(1)

In the three-level hierarchy, we have:

2*(2*M2)*(S(PE) - 1) - M2)*(M2) - 1)) + 2*(S(1)*M1) - 1)
S(1)*S(1) + 2*S(1) + 4*M1)*M1)*S(1) - 2*M1)(M1) + 1) - 2

X( 2)
X( 1)

Exanple A: S(1)
Exanple B: S(1)

6, M1) =10, and M2) = 17
10, M1) = 10, and M2) = 20
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Exanpl e] Count | Unnodified | 2-Level | 3-Level |  MP2P
| | | Hierarchy | Hierarchy

------- T

A | X(2) | 68748 | 68748 | 68866 | 18360
| X(1) | 1554820 | 572266 | 2226 | 12580

------- T T L T e

B | X(2) | 159160 | 159160 | 159358 | 42000
| X(1) | 5032000 | 1433998 | 3898 | 26000

8.4.2. LSP State Conpared with LSP Nunbers

Recall that in Section 8.3, the true benefit of MP2P was anal yzed
with respect to the LSP segnent state required, rather than the
actual number of LSPs. This proved to be a nore accurate conparison
of the techniques because the MP2P LSPs require state on each branch
of the LSP, so the saving is not linear with the reduced nunber of
LSPs.

A simlar analysis could be perforned here for the | adder network.
The net effect is that it increases the state by an order of two for
all transit LSPs in the P2P nodels, and by a multiplier equal to the
degree of a node in the MP2P nodel

A rough estimate shows that, as with snowfl ake networks, MP2P

provi des better scaling than the one-1level hierarchical nodel and is
considerably better at the core. But MP2P conpares less will with
the two-1evel hierarchy especially in the core.

8. 5. | ssues with MP2P LSPs

The bi ggest challenges for MP2P LSPs are the provision of support in
the control and data planes. To sone extent, support nust al so be
provided in the managenent pl ane.

Control plane support is just a matter of defining the protocols and
procedures [ MP2P-RSVP], although it nust be clearly understood that
this will introduce sone conplexity to the control plane.

Hardware issues nay be a little nore tricky. For exanple, the
capacity of the upstream segnments nust never (allow ng for
statistical over-subscription) exceed the capacity of the downstream
segment. Sinilarly, data planes nust be equi pped with sufficient
buffers to handl e i ncom ng packet collisions.

The managenent plane will be inpacted in several ways. Firstly, the

managenent applications will need to handle LSPs with nultiple
senders. This nmeans that, although the applications need to process
fewer LSPs, they will be nore conplicated and will, in fact, need to
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process the same nunber of ingresses and egresses. Oher issues |ike
di agnostics and OAM woul d al so need to be enhanced to support MP2P
but might be borrowed heavily from LDP networks

Lastly, note that when the MP2P solution is used, the receiver (the
single egress PE of an MP2P tunnel) cannot use the incomng |abel as
an indicator of the source of the data. Contrast this with P2P LSPs.
Dependi ng on depl oynment, this might not be an issue since the PE-PE
connectivity may in any case be a tunnel with inner |labels to
discrimnate the data fl ows.

In other deploynents, it nmay be considered necessary to include
addi ti onal PE-PE P2P LSPs and tunnel these through the MP2P LSPs.
This would require the PEs to support twice as many LSPs. Since PEs
are not usually as fully specified as P-routers, this nay cause sone
concern; however, the use of penultimte hop popping on the MP2P LSPs
m ght help to reduce this issue.

In all cases, care nust be taken not to confuse the reduction in the
number of LSPs with a reduction in the LSP state that is required

In fact, the discussion in Section 8.3 is slightly optinistic since
LSP state toward the destination will probably need to include sender
information and so will increase depending on the nunber of senders
for the MP2P LSP. Section 8.4, on the other hand, counts LSP state
rather than LSPs. This issue is clearly dependent on the protocol
solution for MP2P RSVP-TE, which is out of scope for this docunent.

MPLS Fast Reroute (FRR) [ RFC4090] is an attractive schene for
providing rapid | ocal protection fromnode or link failures. Such a
schene has, however, not been designed for MP2P at the tine of
witing, so it remains to be seen how practical it could be,
especially in the case of the failure of a nerge node. Initial

exam nation of this case suggests that FRR would not be a problem for
MP2P, given that each flow can be handl ed separately.

As a final note, observe that the MP2P scenario presented in this
docunent nmay be optinistic. MP2P LSP nerging nay be hard to achieve
between LSPs with significantly different traffic and Quality of
Service (QoS) paraneters. Therefore, it may be necessary to increase
t he nunber of MP2P LSPs arriving at an egress.
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9. Conbi ned Model s

There is nothing to prevent the conbination of hierarchical and MP2P
solutions within a network.

Note that if MP2P LSPs are tunnel ed through P2P FA LSPs across the
core, none of the benefit of LSP nmerging is seen for the hops during
whi ch the MP2P LSPs are tunnel ed.

On the other hand, it is possible to construct solutions where MP2P
FA LSPs are constructed within the network, resulting in savings from
bot h nodes of operation

10. An Alternate Sol ution

A simple solution to reduci ng the nunber of LSP tunnels handl ed by
any node in the network has been proposed. |In this solution it is
observed that part of the problemis caused purely by the total
nunmber of LSP in the network, and that this is a function of the
number of PEs since a full nesh of PE-PE LSPs is required. The
conclusion of this observation is to nove the tunnel end-points
further into the network so that, instead of having a full mesh of
PE- PE tunnels, we have only a full mesh of P(n)-P(n) tunnels.

Qobviously, there is no change in the physical network topol ogy, so
the PEs renain subtended to the P(n) nodes, and the consequence is
that there is no TE on the |inks between PEs and P(n) nodes.

In this case, we have already done the hard work for conputing the
nunber of LSPs in the previous sections. The power of the anal ysis
in the earlier sections is denonstrated by its applicability to this
new nodel -- all we need to do is make ninor changes to the formnul ae.
This is nost sinply done by renoving a layer fromthe network. W

i ntroduce the term"tunnel end-point" (TEP) and replace the P(n)
nodes with TEPs. Thus, the exanple of a flat snowfl ake network in

Fi gure 3 becones as shown in Figure 7. Correspondi ng changes can be
made to all of the sanpl e topol ogies.
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Figure 7 : An Exanpl e Snowfl ake Network wi th Tunnel End-Points

To performthe scaling cal culations we need only replace the PE
counts in the formulae with TEP counts, and observe that there is one
fewer layer in the network. For exanple, in the flat snowfl ake
network shown in Figure 7, we can see that the nunber of LSPs seen at
a TEP is:

L(TEP) = 2*(S(TPE) - 1)

In our sanple networks, S(TPE) is typically of the order of 50 or 100
(the original values of S(2)), so L(TEP) is less than 200, which is
qui t e manageabl e.

Simlarly, the nunber of LSPs handled by a P(1) node can be derived

fromthe original fornmula for the nunber of LSPs seen at a P(2) node
since all we have done is reduce nin P(n) from2 to 1. So our new

fornmula is:

L(1) = M1)*(2*S(TEP) - M1) - 1)

Wth figures for M1) = 10 and S(TEP) = 100, this gives us L(1) =
1890. This is also very manageabl e.

1. Pros and Cons of the Alternate Sol ution

On the face of it, this alternate solution seens very attractive
Sinmply by contracting the edges of the tunnels into the network, we
have shown a dramatic reduction in the nunber of tunnels needed, and
there is no requirenent to apply any additional scaling techniques.
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But what of the PE-P(n) links? 1In the earlier sections of this
docunent, we have assuned that there was sone requirenment for PE-PE
LSPs with TE properties that extended to the PE-P(n) links at both
ends of each LSP. That nmeans that there was a requirenment to provide
reservation-based QoS on those links, to be able to discrimnate
traffic flows for priority-based treatnment, and to be able to

di stingui sh applications and sources that send data based on the LSPs
that carry the data

It might be argued that, since the PE-P(n) links do not offer any
routing options (each such link provides the only access to the
network for a PE), nost of the benefits of tunnels are | ost on these
peri pheral links. However, TE is not just about routing. Just as
important are the abilities to nake resource reservations, to
prioritize traffic, and to discrininate between traffic from

di fferent applications, custonmers, or VPNs.

Furthernmore, in nultihom ng scenarios where each PE is connected to
nore than one P(n) or where a PE has nultiple links to a single P(n),
there may be a desire to pre-select the link to be used and to direct
the traffic to that link using a PE-PE LSP. Note that nultihoning
has not been considered in this docunent.

Qperationally, P(n)-P(n) LSPs offer the additional nanagenent
overhead that is seen for hierarchical LSPs described in Section 6.
That is, the LSPs have to be configured and established through
addi ti onal configuration or nmanagenent operations that are not
carried out at the PEs. As described in Section 6, autonesh

[ RFC4972] could be used to ease this task. But it nmust be noted
that, as nentioned above, sone of the key uses of tunnels require
that traffic is classified and placed in an appropriate tunne
according to its traffic class, end-points, originating application,
and custoner (such as client VPN). This information nmay not be
readily avail abl e for each packet at the P(n) nodes since it is PE-
based information. O course, it is possible to conceive of

techni ques to nake this information avail able, such as assigning a
different |abel for each class of traffic, but this gives rise to the
original problemof |arger numbers of LSPs.

Qur conclusion is, therefore, that this alternate techni que may be
suitable for the general distribution of traffic based solely on the
destination, or on a conbination of the destination and key fields
carried in the IP header. |In this case, it can provide a very
satisfactory answer to the scaling issues in an MPLS-TE network. But
i f nore sophisticated packet classification and discrimnation is
required, this technique will make the desired function hard to
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11.

12.

13.

achi eve, and the trade-off between scaling and feature-level will
swing too far towards solving the scaling issue at the expense of
delivery of function to the custoner

Managenment Consi derati ons

The managenent issues of the nodels presented in this docunent have
been di scussed in-line. No one solution is wthout its managenent
over head.

Not e, however, that scalability of managenent tools is one of the
notivators for this work and that network scaling solutions that
reduce the active nanagenent of LSPs at the cost of additional effort
to manage the nore static elenents of the network represent a
benefit. That is, it is worth the additional effort to set up MP2P
or FALSPs if it neans that the network can be scaled to a |arger
size without being constrained by the managenment tools.

The MP2P techni que nay prove harder to debug t hrough OAM net hods than
the FA LSP approach.

Security Considerations

The techni ques described in this docunent use existing or yet-to-be-
defined signaling protocol extensions and are subject to the security
provided by those extensions. Note that we are tal king about
tunnel i ng techni ques used within the network and that both approaches
are vulnerable to the creation of bogus tunnels that deliver data to
an egress or consume network resources.

The fact that the MP2P techni que nmay prove harder to debug through
OAM net hods than the FA LSP approach is a security concern since it
is inportant to be able to detect mi sconnections.

Ceneral issues of the relationship between scaling and security are
covered in Section 1.1, but the details are beyond the scope of this
docunent. Readers are referred to [ MPLS-SEC] for details of MPLS
security techni ques

Recommendat i ons
The analysis in this docunment suggests that the ability to signa
MP2P MPLS-TE LSPs is a desirable addition to the operator’s MPLS-TE
tool kit.

At this stage, no further recommendati ons are made, but it would be
val uable to consult nore widely to discover
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15.

16.

- The concerns of other service providers with respect to network
scalability.

- More opinions on the realistic constraints to the network
paraneters listed in Section 4.

- Desirable values for the cost-effectiveness of the network
(paraneter K)

- The applicability, manageability, and support for the two
techni ques descri bed.

- The feasibility of conbining the two techni ques, as discussed in
Section 9.

- The level of concern over the loss of functionality that would
occur if the alternate solution described in Section 10 was
adopt ed.

Acknowl edgenent s

The authors are grateful to Jean-Louis Le Roux for discussions and
review input. Thanks to Ben N ven-Jenkins, JP Vasseur, Loa

Ander sson, Anders Gavl er, Ben Canpbell, and TimPolk for their
comments. Thanks to Dave Allen for useful discussion of the math.

Nor mati ve Ref erences

[ RFC4206] Konpel la, K. and Y. Rekhter, "Label Sw tched Paths (LSP)
Hi erarchy with Generalized Miulti-Protocol Label Switching
(GQwPLS) Traffic Engineering (TE)", RFC 4206, Cctober
2005.

I nformati ve References

[ RFC2961] Berger, L., Gan, D., Swallow, G, Pan, P., Tommmasi, F.,
and S. Mol endini, "RSVP Refresh Overhead Reduction
Ext ensi ons", RFC 2961, April 2001.

[ RFC3209] Awduche, D., Berger, L., Gan, D., Li, T., Srinivasan, V.,
and G Swal |l ow, "RSVP-TE: Extensions to RSVP for LSP
Tunnel s", RFC 3209, Decenber 2001

[ RFC3270] Le Faucheur, F., Wi, L., Davie, B., Davari, S., Vaananen
P., Krishnan, R, Cheval, P., and J. Heinanen, "Milti -
Protocol Label Switching (MPLS) Support of Differentiated
Servi ces", RFC 3270, May 2002.

Yasukawa, et al. I nf or mat i onal [ Page 43]



RFC 5439

[ RFC3473]

[ RFC3985]

[ RFC4090]

[ RFC4110]

[ RFC4972]

[ RFC5036]

[ MP2P- RSVP]

[ MPLS- SEC]

Scaling in MPLS-TE February 2009

Berger, L., Ed., "Generalized Milti-Protocol Label

Swi tching (GWLS) Signaling Resource ReserVation
Protocol -Traf fi c Engi neering (RSVP-TE) Extensions", RFC
3473, January 2003.

Bryant, S., Ed., and P. Pate, Ed., "Pseudo Wre Emulation
Edge-t o- Edge (PWE3) Architecture", RFC 3985, March 2005.

Pan, P., Ed., Swallow, G, Ed., and A Atlas, Ed., "Fast
Reroute Extensions to RSVP-TE for LSP Tunnel s", RFC 4090,
May 2005.

Callon, R and M Suzuki, "A Franmework for Layer 3
Provi der-Provisioned Virtual Private Networks (PPVPNs)",
RFC 4110, July 2005.

Vasseur, JP., Ed., Leroux, JL., Ed., Yasukawa, S.,
Previdi, S., Psenak, P., and P. Mabbey, "Routing
Extensi ons for Discovery of Miltiprotocol (MPLS) Label
Switch Router (LSR) Traffic Engineering (TE) Mesh
Menber shi p", RFC 4972, July 2007.

Andersson, L., Ed., Mnei, |., Ed., and B. Thomas, Ed.,
"LDP Specification", RFC 5036, Cctober 2007.

Yasukawa, Y., "Supporting Miltipoint-to-Point Label
Switched Paths in Miltiprotocol Label Switching Traffic
Engi neering", Wrk in Progress, COctober 2008.

Fang, L., Ed., "Security Framework for MPLS and GWPLS
Net wor ks", Work in Progress, Novenber 2008.

Yasukawa, et al. I nf or mat i onal [ Page 44]



RFC 5439 Scaling in MPLS-TE February 2009

Aut hors’ Addr esses

Sei sho Yasukawa

NTT Cor poration

9-11, Mdori-Cho 3-Chone
Musashi no- Shi, Tokyo 180-8585 Japan
Phone: +81 422 59 4769

EMai | : s.yasukawa@co.ntt.co.jp

Adrian Farre
A d Dog Consulting
EMai | ;: adri an@l ddog. co. uk

d ufenm Konol afe

Ci sco Systens

96 Commercial Street
Edi nbur gh

EH6 6LX

Uni ted Ki ngdom

EMai |l : fem @i sco.com

Yasukawa, et al. I nf or mat i onal [ Page 45]



