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Abst ract

The Pat h Conputation Elenent (PCE) architecture introduces the
concept of policy in the context of path conputation. This docunent
provi des additional details on policy within the PCE architecture and
al so provides context for the support of PCE Policy. This docunent

i ntroduces the use of the Policy Core Information Model (PCIM as a
framework for supporting path conputation policy. This docunment also
provi des representative scenarios for the support of PCE Policy.
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1. I nt roducti on

The Pat h Conputation El enent (PCE) Architecture is introduced in
[ RFC4655]. This document describes the inpact of policy-based
deci si on naki ng when incorporated into the PCE architecture and
provi des additional details on, and context for, applying policy
within the PCE architecture

Pol i cy- based Managenent (PBM, see [RFC3198], is a network nanagenent
approach that enables a network to automatically performactions in
response to network events or conditions based on pre-established
rules, also denoted as policies, froma network administrator. PBM
enabl es network administrators to operate in a high-1level manner

t hrough rul e-based strategy (policies can be defined as a set of
rules and actions); the latter are translated automatically (i.e.
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dynanical |l y, w thout human interference) into individual device
configuration directives, ainmed at controlling a network as a whol e.
Two | ETF Worki ng G oups have considered policy networking in the
past: The Resource Allocation Protocol (RAP) working group and the
Pol i cy Franewor k wor ki ng group.

A framework for policy-based admi ssion control [RFC2753] was defined
and a protocol for use between Policy Enforcement Points (PEP) and
Pol i cy Decision Points (PDP) was specified: Common Qpen Policy
Service (COPS) [RFC2748]. This docunent uses the terms PEP and PDP
to refer to the functions defined in the COPS context. This docunent
makes no assunptions nor does it require that the actual COPS
protocol be used. Any suitable policy exchange protocol (for
exanpl e, Sinple Object Access Protocol (SOAP) [WBCSOAP]) may be
substi t ut ed.

The |1 ETF has al so produced a general framework for representing,
managi ng, sharing, and reusing policies in a vendor-independent,

i nteroperabl e, and scal able nanner. |t has al so defined an
extensible informati on nodel for representing policies, called the
Policy Core Information Model (PCIM [RFC3060], and an extension to
this nmodel to address the need for QoS managenent, called the Quality
of Service (QS) Policy Information Mddel (QPIM [RFC3644]. However,
addi ti onal nmechanisns are needed in order to specify policies related
to the path conputation logic as well as its control

In Section 2, this docunent presents policy-related background and
scenarios to provide a context for this work. Section 3 provides
requi renents that nust be addressed by nechani snms and protocol s that
enabl e policy-based control over path conputation requests and
decisions. Section 4 introduces PCIMas a core conmponent in a
framework for providing policy-enabled path conputation. Section 5
i ntroduces a set of conponents that nay be used to support policy-
enabl ed path conputation. Sections 6, 7, and 8 provide details on
possi bl e conponent configurations, comunication, and events.
Section 10 discusses the ability to introduce new constraints wth
mnimal inmpact. It should be noted that this docunent, in Section 4,
only introduces PCIM specific PCIMdefinitions to support path
conmputation will be discussed in a separate docunent.

1.1. Term nol ogy

The reader is assunmed to be famliar with the follow ng terns:

BEEP: Bl ocks Extensi bl e Exchange Protocol, see [ RFC3080].
Cl M Common | nformati on Model, see [ DMIF].

COPS: Common Open Policy Service, see [ RFC2748].

CSPF: Constrai nt-based Shortest Path First, see [RFC3630].
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LSP: Label Switched Path, see [ RFC3031].

LSR Label Switching Router, see [ RFC3031].

PBM Pol i cy- Based Managenent, see [ RFC3198].

PC. Pat h Conput ati on

PCC. Pat h Conmputation Cient, see [ RFC4655].

PCCl M Pat h Conputation Core Information Mdel.

PCE: Pat h Conmputation El ement, see [ RFC4655].

PCEP: Pat h Comput ati on El ement Communi cati on Protocol
see [ PCEP].

PCI M Policy Core Information Mddel, see [RFC3060].

PDP: Pol i cy Deci sion Point, see [ RFC2753].

PEP: Pol i cy Enforcenent Point, see [RFC2753].

QPRI M QS Policy Information Model, see [ RFC3644].

SLA: Service Level Agreenent.

SQAP: Si mpl e Obj ect Access Protocol, see [ WBCSQAP] .

TE: Traffic Engineering, see [RFC3209] and [ RFC3473].

TED: Traf fic Engi neering Dat abase, see [ RFC3209] and [ RFC3473].

TE LSP: Traffic Engineering MPLS Label Sw tched Path, see
[ RFC3209] and [ RFC3473].
VDM Wavel ength Division Miltiplexing

2. Background

This section provides sone general background on the use of policies
within the PCE architecture. It presents the rationale behind the
use of policies in the TE path conputation process, as well as
representative policies usage scenarios. This information is

i ntended to provide context for the presented PCE policy framework
This section does not attenpt to present an exhaustive |ist of
rational es or scenari os.

2.1. NMbdtivation

The PCE architecture as introduced in [RFC4655] includes policy as an
integral part of the PCE architecture. This section presents sone of
the rationale for this inclusion

Networ k operators require a certain level of flexibility to shape the
TE path conputation process, so that the process can be aligned with
their business and operational needs. Many aspects of the path
conmput ati on may be governed by policies. For exanple, a PCC may use
policies configured by the operator to decide which optim zation
criteria, constraints, diversities and their relaxation strategies to
request while conputing path(s) for a particular service. Depending
on SLAs, TE and cost/performance rati o goals, path conputation
requests may be issued differently for different services. A given
Service A for instance, may require two Shared Ri sk Link G oup
(SRLG) -di sjoint paths for building end-to-end recovery schene, while
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for a Service B link-disjoint paths may be sufficient. Service A nmay
need paths with nmininmal end-to-end delay, while Service B nmay be

| ooki ng for shortest (minimal-cost) paths. Different constraint

rel axation strategies may be applied while conputing paths for
Service A and for Service B, and so forth. So, based on distinct
service requirenments, distinct or simlar policies nay be adopted
when i ssui ng/ handling path conputation requests.

Li kewi se, a PCE nmay apply policies to decide which algorithm(s) to
use while perform ng path conputations requested froma particul ar
PCC or for a particular domain, see [ RFC4927]; whether to seek the
cooperation of other PCEs to satisfy a particular request or to
handl e a request on its own (possibly responding with non-explicit
pat hs), or how the request should be nodified before being sent to
ot her nenber(s) of a group of cooperating PCEs, etc.

Addi tional notivation for supporting policies within the PCE
architecture can be described as follows. Historically, a path
conputation entity was an intrinsic part of an LSR s control plane
and al ways co-located with the LSR s signaling and routing
subsystens. This approach allowed for unlinmted flexibility in
provi di ng various path conputation enhancenents, such as: addi ng new
types of constraints, diversities and their rel axation strategies,
adopti ng new objective functions and optim zation criteria, etc. Al
that had to be done to support an enhancenent was to upgrade the
control plane software of a particular LSR (and no other LSRs or any
ot her network el ements).

Wth the introduction of the PCE architecture, the introduction of
new PCE capabilities becones nore conplicated: it isn't enough for a
PCE to upgrade its own software. In order to take advantage of a
PCE's new capabilities, new advertising and signaling objects may
need to be standardized, all PCCs may need to be upgraded with new
software, and new interoperability problenms may need to be resol ved,
etc.

Wthin the context of the PCE architecture, it is therefore highly
desirable to find a way to introduce new path conputation
capabilities without requiring nodifying either the

di scovery/ conmuni cati on protocols or the PCC software. One way to
achieve this objective is to consider path selection constraints,
their relaxations, and objective functions, as path conputation
request-specific policies. Furthernore, such policies nmay be
configured and managed by a network operator as any other policies
and may be interpreted in real tine by PCCs and PCEs.
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There are a nunber of advantages and useful by-products of such an
appr oach:

- New path conputation capabilities may be introduced w thout
changi ng PCE- PCC conmmuni cati on and di scovery protocols or PCC
software. Only the PCE nodul e providing the path conputation
capabilities (referred to in this docunent as a path conputation
engi ne) needs to be updated.

- Existing constraints, objective functions and their rel axati ons may
be aggregated and ot herw se associ ated, thus produci ng new, nore
conpl ex objective functions that do not require a change of code
even on the PCEs supporting the functions.

- Different elenments such as conditions, actions, variables, etc.
may be reused by multiple constraints, diversities, and
optim zati ons.

- PCCs and PCEs need to handle other (that is, not request-specific)
policies. Path conputation-related policies of all types can be
pl aced within the sane policy repositories, nanaged by the sane
policy managenent tools, and interpreted using the sanme nmechani sns.
Al so, policies need to be supported by PCCs and PCEs independent of
the peculiarities of a specific PCC PCE comruni cation protocol, see
[PCEP]. Thus, introducing a new (request-specific) type of policy
describing constraints and other elenments of a path conputation
request will be a natural and relatively inexpensive addition to
the policy-enabl ed path conputation architecture.

2.2. Policy Attributes

This section provides a summary listing of the policy attributes that
may be included in the policy exchanges described in the scenarios
that follow This list is provided for guidance and is not intended
to be exclusive. Inplenentation of this framework m ght include
additional policy attributes not |isted here.

ldentities
- LSP head- end
- LSP destination

- PCC
- PCE
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2.

LSP identifiers

- LSP head- end

- LSP destination

- Tunnel identifier

- Extended tunnel identifier
- LSP ID

- Tunnel nane

Requested LSP qualities

- bandwi dth

- traffic paraneters

- LSP attributes

- explicit path inclusions
- explicit path excl usions
- link protection |evel

- setup priority

- holding priority

- preexisting LSP route

Request ed path conput ati on behavi or

- objective function
- other LSPs to be considered

Addi tional policy information

- Transparent policy information as received in Resource
Reservation Protocol (RSVP)-TE

Representative Policy Scenarios

This section provides exanpl e scenarios of how policies may be
applied using the PCE policy framework within the PCE architecture
context. Actual networks nay depl oy one of the scenarios discussed,
sonme conbination of the presented scenarios, or other scenarios (not
di scussed). This section should not be viewed as limting other
applications of policies within the PCE architecture.

2.3.1. Scenario: Policy Configured Paths

A very sinple usage scenario for PCE policy would be to use PCE to
centrally adninister configured paths. Configured paths are conposed
of strict and | oose hops in the formof Explicit Route (bjects
(ERCs), see [RFC3209], and are used by one or nore LSPs. Typically,
such paths are configured at the LSP ingress. |In the context of

pol i cy-enabl ed path conputation, an alternate approach is possible.
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In particular, service-specific policies can be installed that wll
provi de configured path(s) for a specific service request. The
request may be identified based on service paraneters such as

endpoi nts, requested S, or even a token that identifies the
initiator of a service request. The configured path(s) would then be
used as input to the path conputation process, which would return
explicit routes by expanding of all specified | oose hops.

Exanpl e of policy:
i f(service_destination matches 10.132.12. 0/ 24)

Use path: 10.125.13.1 => 10.125.15.1 => 10.132.12.1.
el se

Conput e path dynam cally.

————— | TED synchronization
mechani sm (e.g., routing protocol)

----------- | Inter-PCE Request/Response
| |Policy|<-->] PCE |<.+........... > (when present)

N

| Request/

| Response

v
Service ------------- Si gnal i ng
Request |[PCC][Policy]| Protoco
<emmm- - >| Node | <------- >

or Signaling -------------
Pr ot ocol

Figure 1: Policy Enabled PCC and PCE

Pat h conmputation policies nay be applied at either a PCC or a PCE
see Figure 1. 1In the PCC case, the configured path would be
processed at the PCC and then passed to the PCE along with the PCE
request, probably in the formof (inclusion) constraints. When
applied at the PCE, the configured path would be used locally. Both
cases require sonme nethod to configure and nanage policies. In the
PCC case, the real benefit would come when there is an automated
policy distribution nechani sm
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"

| |Policyl | TED |

| TED | |Policy| |
|

AN AN
| Request/ | Request/
| Response | Response
% %
Service -------- Signaling ------------ Signaling ------------
Request | Head- End| Protocol |Internediate| Protocol |Internediate
----> Node |[<--------- >| Node [ <--------- >| Node

| [Policyl | TED | | | |Policyl | TED |

N
| Request/
| Response
%
Service ---------- Signaling ---------- Signaling ----------
Request| Head-End | Protocol | Adjacent | Protocol | Adj acent
---->| Node [<----mmmn-- >| Node [<----mmmn-- >| Node

Figure 3: Multiple PCE Path Conputation with Inter-PCE Comruni cation

Pol i cy-configured paths nmay al so be used in environments with
multiple (nore than one) cooperating PCEs (see Figures 2 and 3). For
exanpl e, consider the case when there is limted TE visibility and

i ndependent PCEs are used to determ ne path(s) within each area of
the TE visibility. |In such a case, it may not be possible (or
desirable) to configure entire explicit path(s) on a single PCE
However, it is possible to configure explicit path(s) for each area
of the TE visibility and each responsi ble PCE. One by one, the PCEs
woul d then map an incom ng signaling request to appropriate
configured path(s). Note that to nake such a scenario work, it would
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likely be necessary to start and finish the configured paths on TE
domai n boundary nodes. Cearly, consistent PCE Policy Repositories
are also critical in this exanple.

2.3.2. Scenario: Provider Selection Policy

A potentially nore interesting scenario is applying PC policies in
mul ti-provider topologies. There are numerous interesting policy
applications in such topologies. A rudinentary exanple is sinple
access control, that is, deciding which PCCs are pernmitted to request
i nter-domain path conputation.

A nore conplicated exanple is applying policy to deternine which
domain or network provider will be used to support a particular PCE
request. Consider the topology presented in Figure 4. |In this
exanple, there are nultiple transit domains available to provide a
path froma source domain to a destination domain. Furthernore, each
transit donmain nay have one or nore options for reaching a particul ar
domai n. Each domain will need to select which of the nmultiple

avail abl e paths will be used to satisfy a particular PCE request.

In today’s typical path conputation process, TE reachability,
availability, and metric are the basic criteria for path selection
However, policies can provide an inportant added consideration in the
deci sion process. For exanple, transit donmain A nay be nore
expensi ve and provide | ower delay or loss than transit domain B.

Li kewi se, a transit domain may wi sh to treat PCE requests fromits
own custoners differently than requests fromother providers. In
bot h cases, conputation based on traffic engineering databases w |
result in nultiple transit domains that provide reachability, and
policies can be used to govern which PCE requests get better service.
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Feme - +
e +Transit+---------- +
R | Donai n| oo+
| Transit| | Cc | | Transit|
R + Domai n| R | Domain+-------- +
| | A s | +ot F |
+- - - - -+ s | | o - - - -+ +- - - - -+
| Sour ce| | | SRR SRR S | | Tar get |
| Domai n| | +---+Transit+---+ | | Dorrai n
R | +---+ Domain|---+ | R
| t---4---+ | | D | | Ao+ |
| | Transit| | R s | | Transit| |
Fomm e + Donmai n+- -+ | +--+ Domai n+-------- +
| B | | | G |
R EEEE R EEEE R EEEE
| | Transit| |
R + Domai n+---------- +
| E |
Fomme - +

Figure 4: Multi-Domain Network with Multiple Transit Options

There are nmultiple options for differentiating which PCE requests use
a particular transit domain and get a particular (better or worse)

| evel of service. For exanple, a PCE in the source domain may use
user- and request-specific policies to deternine the level of service
to provide. A PCE in the source domain nmay al so use donai n-specific
policies to choose which transit domains are acceptable. A PCE in a
transit domain may use request-specific policies to determne if a
request is froma direct custoner or another provider, and then use
domai n-specific policies to identify how the request should be
processed.

Exanpl e of policy:

i f(path conputation request issued by a PCC wi thin Source Domai n)
Route the path through Transit Domain A

el se
Route the path through Transit Dormai n B.
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2.3.3. Scenario: Policy Based Constraints

Anot her usage scenario is the use of policy to provide constraints in
a PCE request. Consider an LSRwith a policy enabled PCC, as shown
in Figure 1, which receives a service request via signaling,

i ncluding over a Network-Network Interface (NNI) or User Network
Interface (UNI) reference point, or receives a configuration request
over a managenment interface to establish a service. |In either case,
the path(s) needed to support the service are not explicitly
specified in the nessage/ request, and hence path conputation is
needed.

In this case, the PCC nmay apply user- or service-specific policies to
deci de how the path selection process should be constrained, that is,
whi ch constraints, diversities, optimzation criterion, and
constraint relaxation strategies should be applied in order for the
service LSP(s) to have a likelihood to be successfully established
and provide necessary QS and resilience against network failures.
When deciding on the set of constraints, the PCC uses as an input all
information it knows about the user and service, such as the contents
of the received nessage, port I D over which nmessage was received
associ ated VPN I D, signaling/reference point type, request tine, etc.
Once the constraints and other paraneters of the required path
conputation are determ ned, the PCC generates a path conputation
request that includes the request-specific policies that describe the
determ ned set of constraints, optinizations, and other paranmeters
that indicate how the request is to be considered in the path
conput ati on process

Exanpl e of policy:

i f(LSP belongs to a WDM | ayer network)
Compute the path with wavel ength continuity constraint with the
maxi mum Qptical Signal Noise Ratio (OSNR) at the path end
optimi zation.

el se i f(LSP bel ongs to a connection oriented Ethernet |ayer network)
Conpute the path with m ni nrum end-to-end del ay.

el se
Conpute the shortest path.

The PCC may al so apply server-specific policies in order to select
which PCE to use fromthe set of known (i.e., discovered or
configured) PCEs. The PCC may al so use server-specific policies to
formthe request to match the PCE s capabilities so that the request
will not be rejected and has a higher Iikelihood of being satisfied
in an efficient way. An exanple of a request nodification as the
result of a server-specific policy is renoving a constraint not
supported by the PCE. Once the policy processing is conpleted at the

Bryskin, et al. I nf or mat i onal [ Page 12]



RFC 5394 Pol i cy- Enabl ed Path Conput ati on Decenber 2008

PCC, and the path conputation request resulting fromthe origina
service request is updated by the policy processing, the request is
sent to the PCE

Exanpl e of policy:
i f(LSP belongs to a WDM | ayer net wor k)
Identify a PCE supporting wavel ength continuity and optica
i mpai rment constraints;
Send a request to such PCE, requesting path conputation with the
foll owi ng constraints
a) wavel ength continuity;
b) maxi mum Pol ari zati on Mode Di spersion (PVMD) at the path end
if(the path conputation fails) renove the nmaxi num PMD constraint
and try the conputation again.

The PCE that receives the request validates and ot herw se processes
the request, applying the policies found in the request as well as
any policies that are available at the PCE, e.g., client- and donai n-
specific policies. As a result of the policy processing, the PCE may
decide to reject the request.

Exanpl e of policy:

Aut henticate the PCC requesting the path conputation using the
PCC ID found in the path conputation request;

Rej ect the request if the authentication fails.

The PCE al so may decide to respond with one or several pre-conputed
paths if user- or client-specific policies instruct the PCE to do so.
If the PCE decides to satisfy the request by performng a path
conputation, it determines if it needs the cooperation of other PCEs
and defines paraneters for path conputations to be perforned |ocally
and renotely. After that, the PCE instructs a co-located path
conputation engine to performthe |ocal path conputation(s) and, if
necessary, sends path conputation requests to one or nore other PCEs.
It then waits for the responses fromthe |ocal path conputation
engi ne and, when used, the renote PCE. It then conbines the
resulting paths and sends the result back to the requesting PCC. The
response may indicate policies describing the resulting paths, their
characteristics (summary cost, expected end-to-end delay, etc.), as
wel |l as additional information related to the request, e.g., which
constraints were honored, which were dism ssed, and which were

rel axed and i n what way.
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Exanpl e of policy:
i f(the path destination belongs to domain A)
Instruct local path conputation engine to performthe path
conput at i on;
el se
Identify the PCE supporting the destination domain;
Send path conputation request to such PCE
Wait for and process the response.
Send the path conputation response to the requesting PCC.

The PCC processes the response and instructs the LSR to encode the
recei ved path(s) into the outgoing signaling nessage(s).

2.3.4. Scenario: Advanced Load Bal anci ng (ALB) Exanpl e

Figure 5 illustrates a problemthat stens fromthe coupling between
BGP and IGP in the BGP decision process. |If a significant portion of
the traffic destined for the data center (or custoner network) enters
a PCE-enabl ed network fromAS 1 and all IGP links' weights are the
same, then both PE3 and PE4 will prefer to reach the data center
using the routes advertised by PE2. PE5 will use the router-1Ds of
PE1 and PE2 to break the tie and might therefore also select to use
the path through PE2 (if the router ID of PE2 is snmaller than that of
PE1l). Either way, the net result is that the link between PE2 and CE
will carry nost of the traffic while the link between PEl and the
Custonmer Edge (CE) will be nostly idle.
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AS 1
R LT e g .
.| PE8|...|PE9|...|PELO]|...
e T S AU

e S S S

...... | PE3|...|PE4|...|PE5|......
. +---+ +---+ +-- -+ .
.............. +---+ \ / | +---+
_|PE2| -+ ] / _| PE6
+--+ [/ +---+ | P1| +- -+ / +---+
Customer | CE| = : -+ | P2|
Net wor k +--+ -+ \ +- -+ .
. |PEL| +-+_ /| x===x . PCE used
.............. +---+ | P3| | | PCEl . by all
. +- -+ | X=== . ASO nodes
AS O +---+
.................. | PE7]..........
+---+

Fi gure 5: Advanced Load Bal anci ng

This is a common problem for providers and custoners alike. Analysis
of Netflow records, see [IRSCP], for a large ISP network on a typica
day has shown that for 71.8% of nulti-honed custonmers, there is a
conpl ete inmbal ance, where the nost |oaded link carries all the
traffic and the | east |oaded |ink carries none.

PCE policies can address this problem by basing the routing decision
at the ingress routers on the offered | oad towards the nmulti-honed
customer. For exanple, in Figure 5 PCE policies could be configured
such that traffic load is nonitored (e.g., based on Netflow data) at
ingress routers PE3 to PE7 towards the data center prefixes served by
egress routers PEL and PE2. Using this offered |oad information, the
pat h conputations returned by PCE, based on the enabled PCE poli cies,
can direct traffic to the appropriate egress router, on a per-ingress
router basis. For exanple, the PCE path conputation mght direct
traffic fromboth PE4 and PE5 to egress PEl, thus overriding the
default |1GP based selection. Alternatively, traffic from each
ingress router to each egress link could be split 50-50.

This scenario is a good exanple of how a policy-governed PCE can
account for sone information that was not or cannot be advertised as
TE link/node attributes, and, therefore, cannot be subject for
explicit path conputation constraints. Mre generally, such

i nformati on can be pretty nuch anything. For exanple, traffic denand
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forecasts, flow nonitoring feedback, any admi nistrative poli cies,
etc. Further exanples are described in [IRSCP] of how PCE policies
m ght address certain network routing problens, such as selective

di stributed denial - of-service (DDoS) bl ackholing, planned

mai nt enance, and VPN gateway sel ection

Exanpl e of policy:

for(all traffic flows destined to Custoner Network)
if(flow ingresses on PE3, PE4, or PE5)

Route the fl ow over PEL.
el se

Route the flow over PE2.
Requi renment s

The follow ng requirenents nust be
protocol s that enabl e policy-based
requests and deci si ons:

addressed by nechani sms and
control over path conputation

- (G MPLS path conputation-specific
The mechani sms nmust neet the policy-based control requirenments
specific to the problem of path conputation using RSVP-TE as the
signaling protocol on MPLS and GWLS LSRs.

- Support for non-(G MPLS PCCs
The mechani snms nust be sufficiently generic to support non-(G MPLS
(LSR) clients such as a Network Managenent System (NVS), or network
pl anner, etc.

- Support for many policies
The mechani sns nust include support for nany policies and policy
configurations. In general, the deternination and configuration of
viable policies are the responsibility of the service provider

- Provision for nonitoring and accounting information
The nmechani sns nust i nclude support for nonitoring policy state and
provi de access information. |n particular, mechani snms nust provide
usage and access information that may be used for accounting
pur poses.

- Fault tol erance and recovery
The mechani sns nust include provisions for fault tol erance and

Bryski n,

recovery fromfailure cases such
di sruption in communication that
associ at ed PCC/ PCE PEPs.

et al. I nformati

as failure of PCC PCE PDPs
separate a PCC/PCE PDP fromits
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Support for policy-ignorant nodes

The mechani sms shoul d not be nandatory for every node in a network.
Pol i cy-based path conputation control may be enforced at a subset
of nodes, for exanple, on boundary nodes within an adm nistrative
domai n. These policy-capable nodes will function as trusted nodes
fromthe point of view of the policy-ignorant nodes in that

adm nistrative donain. Alternatively, policy may be applied solely
on PCEs with all PCCs being policy-ignorant nodes.

Scal ability

One of the inportant requirenments for the nmechanisnms is
scalability. The nechanisns nust scale at least to the sane extent
that RSVP-TE signaling scales in ternms of accommodating nultiple
LSPs and network nodes in the path of an LSP. There are severa
sensitive areas in terns of scalability of policy-based path
conmputation control. First, not every policy-aware node in an
infrastructure should be expected to contact a renote PDP. This
woul d cause potentially | ong delays in verifying requests.
Additionally, the policy control architecture nust scale at |east
as well as RSVP-TE protocol based on factors such as the size of
RSVP- TE nessages, the tine required for the network to service an
RSVP- TE request, |ocal processing tinme required per node, and |l oca
menory consuned per node. These scaling considerations are of
particul ar inportance during re-routing of a set of LSPs.

Security and deni al - of -servi ce consi derations
The policy control architecture, protocols, and nechani sns nust be
secure as far as the follow ng aspects are concer ned:

o First, the nechani sns proposed nust nininize theft and denial -
of -service threats.

0 Second, it must be ensured that the entities (such as PEPs and
PDPs) involved in policy control can verify each other’s
identity and establish necessary trust before comunicating.

Inter-AS and inter-area requirenents

There are several inter-AS policy-related requirenents discussed in
[ RFC4216] and [ RFC5376], and inter-area policy-related requirenments
di scussed in [RFC4927]. These requirenents nmust be addressed by
pol i cy-enabl ed PCE nechani sns and protocol s.

It should be noted that this docunent only outlines the conmunication
el ements and mechani sms needed to allow a wide variety of possible
policies to be applied for path conmputation control. It does not

i ncl ude any di scussion of any specific policy behavior, nor does it
define or require use of specific policies.
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4., Path Conputation Policy Information Mddel (PCPIM
The Policy Core Information Model (PCIM introduced in [ RFC3060] and
expanded in [ RFC3460] presents the object-oriented informtion node
for representing general policy information
This nodel defines two hierarchies of object classes:

- Structural classes representing policy information and control of
poli ci es.

- Associ ation classes that indicate how i nstances of the structura
cl asses are related to each ot her

These cl asses can be mapped to various concrete inplenentations, for
exanple, to a directory that uses Lightweight Directory Access
Protocol version 3 (LDAPv3) as its access protocol

Fi gure 6 shows an abstract fromthe class inheritance hierarchy for
PCI M
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ManagedEl enent (abstract)

+--Policy (abstract)

|
+---PolicySet (abstract)

|
+---PolicyGoup

+---PolicyRul e

---PolicyCondition (abstract)

+---PolicyTi nePeri odCondition

I
+- - - Vendor Pol i cyCondi ti on

|
+---Si npl ePol i cyCondi ti on

|
+- - - ConpoundPol i cyCondi ti on

|
+- - - ConpoundFi | t er Condi ti on

---PolicyAction (abstract)

+- - -Vendor Pol i cyActi on

|
+---Si npl ePol i cyActi on

|
+- - - ConpoundPol i cyActi on

---PolicyVariabl e (abstract)

|
+---PolicyExplicitVariable

|
+---PolicylnplicitVariable

+---(subtree of nore specific classes)

+--+-—— -+

---PolicyVval ue (abstract)

+---(subtree of nore specific classes)

Figure 6: PCIM d ass Inheritance

Decenber 2008

The policy classes and associations defined in PCOMare sufficiently
generic to allow themto represent policies related to anything.
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Policy nodels for application-specific areas such as the Path
Conmputation Service nay extend the PCIMin several ways. The
preferred way is to use the PolicyGoup, PolicyRule, and

Pol i cyTi nePeri odCondition classes directly as a foundation for
representing and communicating policy information. Then, specific
subcl asses derived from PolicyCondition and PolicyAction can capture
application-specific definitions of conditions and acti ons of
poli ci es.

The Policy Quality of Service Information Mbddel [RFC3644] further
extends the PCIMto represent QoS policy information for |arge-scale
policy domains. New classes introduced in this docunent descri bing
Q@S- and RSVP-rel ated variables, conditions, and actions can be used
as a foundation for the PCPIM

Detail ed description of the PCPIMw ||l be provided in a separate
docunent .

5. Policy-Enabl ed Path Conputation Franmework Conponents

The foll owi ng conmponents are defined as part of the framework to
support policy-enabl ed path conputation

- PCE Policy Repository
A dat abase from which PCE policies are available in the form of
i nstances of PCPIM classes. PCE Policies are configured and
managed by PCE Policy Managenent Tool s;

- PCE Policy Decision Point (PCE-PDP)
A logical entity capable of retrieving relevant path conputation
policies fromone or nore Policy Repositories and delivering the
i nformati on to associ ated PCE- PEP(S);

- PCE Policy Enforcenment Point (PCE-PEP)
A logical entity capable of issuing device-specific Path
Conput ati on Engi ne configuration requests for the purpose of
enforcing the policies;

- PCC Policy Decision Point (PCC PDP)
A logical entity capable of retrieving relevant path conputation
policies fromone or nore Policy Repositories and delivering the
i nformati on to associ ated PCC- PEP(s);

- PCC Policy Enforcenment Point (PCC PEP)
A logical entity capable of issuing device-specific Path
Conmput ati on Service User configuration requests for the purpose of
enforcing the policies.
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6.

6.

From the policy perspective a PCCis logically deconposed into two
parts: PCC- PDP and PCC- PEP. Wien present, a PCC-PEP is co-located
with a Path Conputation Service User entity that requires renote path
conmput ation (for exanple, the GWLS control plane of an LSR). The
PCC- PEP and PCC- PDP may be physically co-located (as per [RFC2748])
or separated. 1In the latter case, they talk to each other via such
protocol s as SOAP [ WBCSOAP] or BEEP [ RFC3080].

Li kewi se, a PCE is logically deconposed into two parts: PCE-PEP and
PCE- PDP. \When present, PCE-PEP is co-located with a Path Conputation
Engine entity that actually provides the Path Conputation Service
(that is, runs path conputation algorithns). PCE-PEP and PCE- PDP nay
be physically co-located or separated. |In the |ater case, they
communi cate using such protocols as SQAP and/ or BEEP.

PCC- PDP/ PCE- PDP may be co-located with, or separated from an

associ ated PCE Policy Repository. 1In the latter case, the PDPs use
sonme access protocol (for exanple, LDAPv3 or SNMP). The task of PDPs
is toretrieve policies fromthe repository (or repositories) and
convey themto respective PEPs either in an unsolicited way or upon
the PEP' s requests.

A PCC-PEP may receive policy information not only from PCC PDP(s) but
al so from PCE- PEP(s) via PCC-PCE conmuni cation and/ or PCE di scovery
protocols. Likew se, a PCE-PEP nmay receive policy informtion not
only from PCE-PDP(s) but al so from PCC PEP(s), via the PCC PCE
conmuni cati on protocol [PCEP].

Any given policy can be interpreted (that is, translated into a
sequence of concrete device specific configuration requests) either
on a PDP or on the associated PEP or partly on the PDP and partly on
t he PEP.

Ceneral ly speaking, the task of the PCC-PEP is to select the PCE and
build path conputation requests applying service-specific policies
provi ded by the PCC-PDP. The task of the PCE-PEP is to control path
conput ations by applying request-specific policies found in the
requests as well as client-specific and donai n-specific policies
suppl i ed by the PCE-PDP

Pol i cy Component Confi gurations
1. PCC PCE Configurations
The PCE policy architecture supports policy being applied at a PCC
and at a PCE. Wiile the architecture supports policy being applied

at both, there is no requirement for policy to always be applied at
both, or even at either. The use of policy in a network, on PCCs,
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and on PCEs, is a specific network design choice. Sone networks may
choose to apply policy only at PCCs (Figure 7), sone at PCEs (Figure
8), and others at both PCCs and PCEs (Figure 9). Regardless of where
policy is applied, it nmust be applied in a consistent fashion in
order to achieve the intended results.

--------- Pol i cy R
| PCC-PDP | <--------- | PCE Policy Repository
R EEREEEEEEEE R
| e.g., SOAP
%
--------- PCEP R
| PCC-PEP | <-mmmmmmm i e e m e e >| PCE

--------- PCC- PCE Conmuni cati on Prot ocol e
Figure 7: Policies Applied on PCC Only

Along with supporting flexibility in where policy may be applied, the
PCE architecture is also flexible in terns of where specific types of
policies my be applied. Also, the PCE architecture allows for the
application of only a subset of policy types. [RFC4655] defines
several PC policy types. Each of these may be applied at either a
PCC or a PCE or both. dearly, when policy is only applied at PCCs
or at PCEs, all PCE policy types used in the network nust be applied
at those | ocations.
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----------------------- Pol i cy R
| PCE Policy Repository | -------- >| PCE- PDP
__________________________ Soee
e.g., SOAP |
%
--------- PCEP R
| PCC | Sommmmmmmm >| PCE- PEP

--------- PCC- PCE Conmuni cati on Prot ocol e
Figure 8: Policies Applied on Only

In the case where policy is only applied at a PCE, it is expected
that the PCCwill pass to the PCE all information about the service
that it can gather in the path computation request (nost likely in
the formof PCPIMpolicy variables). The PCE is expected to
understand this informati on and apply appropriate policies while
defining the actual paraneters of the path conputation to be
performed. Note that in this scenario, the PCC cannot apply server-
specific or any other policies, and PCE selection is static.

When applying policy at both the PCC and PCE, it is necessary to

sel ect which types of policies are applied at each. |n such
configurations, it is likely that the application of policy types
will be distributed across the PCC and PCE rather than applying all
of themat both. For exanple, user-specific and server-specific
policies may be applied at a PCC, request- and client-specific
policies may be applied at a PCE, while domain-specific policies my
be applied at both the PCC and PCE

In the case when policy is only applied at a PCC, the PCC nust apply
all the types of required policies, for exanple user-, service-,
server-, and domain-specific policies. The PCC uses the policies to
construct a path conputation request that appropriately represents
the applied policies. The request will necessarily be linmted to the
set of "basic" (that is, non-policy capable) constraints explicitly
defined by the PCC PCE comuni cati on protocol
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6.2. Policy Repositories
Wthin the policy-enabled path conmputation framework policy
repositories may be used in a single or multiple PCE policy
repository configuration
0) Single PCE Policy Repository

In this configuration, there is a single PCE Policy Repository shared
bet ween PCCs and PCEs.

————————— Policy a ----------------------- Policy b ---------
| PCC-PDP | <--------- | PCE Policy Repository | -------- >| PCE- PDP
Sressees eemeesesieieieeees e Soee
| e.g., SOAP e.g., SOAP |
v v
--------- PCEP
| PCCPEP | <--m s s m e e e e e e e >| PCE- PEP |

--------- PCC- PCE Conmuni cati on Protocol R
Figure 9: Single PCC/ PCE Policy Repository
o) Miultiple PCE Policy Repositories
The repositories in this case may be fully or partially synchronized
by sone di scovery/synchroni zati on managenent protocol or may be
compl etely independent. Note that the situation when PCE Policy

Repository A exactly nmatches PC Policy Repository B, results in the
single PCE Policy Repository configuration case.
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| PCE Policy | | PCE Policy |
---| Repository A | | Repository B |---
I |
| |
| Policy a Policy b |
| |
v v
| PCC-PDP | | PCE-PDP |
eeeee e -
| e.g., SOAP e.g., SOAP |
v v
--------- PCEP R
| PCC-PEP | <---mmmmmmmmm e e e e e e >| PCE- PEP

————————— PCC- PCE Conmuni cati on Pr ot ocol SRR
Figure 10: Multiple PCE/ PCC Policy Repositories
6.3. Cooperating PCE Configurations

The previous section shows the relationship between PCCs and PCEs. A
parall el relationship exists between cooperating PCEs, and, in fact,
this relationship can be viewed as the sane as the rel ationship

bet ween PCCs and PCEs. The one notable difference is that there wll
be cases where having a shared PCE Policy Repository will not be
desirabl e, for exanple, when the PCEs are managed by different
entities. Note that in this case, it still remains necessary for the
policies to be consistent across the donains in order to identify
usabl e paths. The other notable difference is that a PCE, while
processing a path conputation request, nmay need to apply requester-
specific (that is, client-specific) policies in order to nodify the
request before sending it to other cooperating PCE(s). This
relationship is particularly inportant as the PCE architecture all ows
for configuration where all PCCs are not policy-enabl ed.

The foll owi ng are exanpl e configurations. These exanples do not
represent an exhaustive list and other configurations are expected.

0) Single Policy Repository
In this configuration, there is a single PCE Policy Repository shared
between PCEs. This configuration is likely to be useful within a

singl e administrative domain where nultiple PCEs are provided for
redundancy or | oad distribution purposes.

Bryskin, et al. I nf or mat i onal [ Page 25]



RFC 5394 Pol i cy- Enabl ed Path Conput ati on Decenber 2008

--------- Policy a ----------------------- Policy b ---------
| PCE-PDP | <--------- | PCE Policy Repository | -------- >| PCE- PDP
Sremseess eemeeeessesieoeeeeo e Soee
| e.g., SOAP e.g., SOAP |
% %
| PCE-PEP | Q--mmmmmm i e e >| PCE- PEP

--------- PCE- PCE Conmuni cati on Prot ocol e
Figure 11: Single PCC Policy Repository
0) Miultiple Policy Repositories
The repositories in this case may be fully or partially synchronized
by sonme di scovery/synchroni zati on managenent protocol (s) or may be
conpl etely independent. In the multi-domain case, it is expected

that the repositories will be distinct, providing, however,
consi stent policies.

| PCE Policy | | PCE Policy |
---| Repository A | | Repository B |---
I |
| |
| Policy a Policy b |
| |
% %
| PCE-PDP | | PCE-PDP |
S -o-e
| e.g., SCAP e.g., SOAP
% %
--------- PCEP Seee----
| PCE-PEP | <----mmmmm e m e e e >| PCE- PEP

————————— PCC- PCE Conmuni cati on Protocol R

Figure 12: Multiple PCC Policy Repositories
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6.4. Policy Configurati on Managenent

7.

7.

The managenent of path conmputation policy information used by PCCs
and PCEs is largely out of scope of the described framework. The
framework assunes that such information is installed, renoved, and

ot herwi se managed using typical policy nmanagenent techni ques. Policy
Repositories nay be popul ated and nanaged via static configuration
standard and proprietary policy managenent tools, or even dynamcally
via policy nmanagenent/di scovery protocols and applications.

I nt er - Conponent Conmuni cati on
1. Policy Conmunication

Flexibility in the application of policy types is inperative fromthe
architecture perspective. However, this commodity inplies added
complexity on the part of the PCE-rel ated conmmuni cati on protocols.

One added conplexity is that PCE conmuni cation protocols nust carry
certain information to support various policy types that may be
applied. For exanple, in the case where policy is only applied at a
PCE, a PCC-PCE request nust carry sufficient information for the PCE
to apply service- or user-specific policies. This does inply that a
PCC nust have sufficient understandi ng of what policies can be
applied at the PCE. Such information nay be obtained via | oca
configuration, static coding, or even via a PCE discovery nechani sm
The PCC nust al so have sufficient understanding to properly encode
the required information for each policy type.

Anot her added conplexity is that PCE comuni cati on protocols nust

al so be able to carry information that nmay result froma policy

deci sion. For exanple, user- or service-specific policy applied at a
PCC may result in policy-related information that nust be carried
along with the request for use by a PCE. This conmplexity is
particularly inportant as it may be used to introduce new path
conputation paraneters (e.g., constraints, objection functions, etc.)
wi t hout nodification of the core PCC and PCE. This conmunication
will likely sinply require the PCE communication protocols to support
opaque policy-related information el ements.

A final added conplexity is that PCE comuni cation protocols nust

al so be able to support updated or unsolicited responses froma PCE
For exanpl e, changes in PCE policy may force a change to a previously
provi ded path. Such updated or unsolicited responses may contain

i nformati on that the PCC nust act on, and may contain policy

i nformati on that nmust be provided to a PCC
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PCC- PEP and PCE-PEP or a pair of PCE-PEPs comruni cate via a request-
response type PCC-PCE Communication Protocol, i.e., [PCEP]. This
docunent nakes no assunptions as to what exact protocol is used to
support this communication. This docunent does assune that the
semantics of a path conputation request are sufficiently abstract and
general, and support both PCE- PCC and PCE- PCE conmmuni cati on

From a policy perspective, a path conputation request should include
at a mni num

0 One or nore source addresses;

0 One or nore destination addresses;

0o Conputation type (P2P (point to point), P2MP (point to nultipoint),
MP2P (rmul tipoint to point), etc.);

o Nunber of required paths;

0 Zero or nmore policy descriptors in the follow ng format:
<pol i cy name>,

<policy variabl el name>, <paranill> <paraml2>,..., <paramlN>
<policy variabl e2 nanme>, <paranRl> <paraml2>,..., <paranm2N>
ébblicy vari abl eM nane>, <paranmML>, <paranM>, ..., <paranivi\>

A successful path conmputation response, at mninum should include
the list of conputed paths and may include policies (in the form of
policy descriptors as in path conputation request, see above) for use
in evaluating and otherw se applying the conputed paths.

PCC- PCE Conmuni cation Protocol provides transport for policy

i nformati on and shoul d not understand nor make any assunptions about
the senmantics of policies specified in path conputation requests and
responses.

Note: This docunment explicitly allows for (but does not require) the
PCC to decide that all necessary constraints, objective functions,
etc. pertinent to the conputation of paths for the service in
question are to be determ ned by the PCE perform ng the conputation
In this case, the PCC will use a set of policies (nore precisely,
PCPI M pol i cy variabl es) describing the service-specific information.
These policies may be placed within the path conmputation request and
delivered to the PCE via a PCC PCE comuni cation protocol such as
[PCEP]. The PCE (nore precisely, PCE-PEP) is expected to understand
this information and use it to determine the constraints and

optim zation functions applying local policies (that is, policies

| ocally configured or provided by the associ ated PCE-PDP(s)).

Bryskin, et al. I nf or mat i onal [ Page 28]



RFC 5394 Pol i cy- Enabl ed Path Conput ati on Decenber 2008

7.2. PCE Discovery Policy Considerations

Dynamni ¢ PCE di scovery allows for PCCs and PCEs to automatically

di scover a set of PCEs (including information required for the PCE
selection). It also allows for PCCs and PCEs to dynam cally detect
new PCEs or any nodification of PCEs status. Policy can be applied
in two ways in this context:

1. Restricting the scope of information distribution for the
mandat ory set of information (in particular the PCE presence and
| ocation).

2. Restricting the type and nature of the optional infornation
di stributed by the discovery protocol. The latter is also subject
to policy since the PCE architecture allows for distributing this
i nformati on using either PCE discovery protocol (s) or PCC PCE
communi cati on protocol (s). One inportant policy decision in this
context is the nature of the information to be distributed,
especially, when this information is not strictly speaking
"di scovery" information, rather, the PCE state changes. dient-
speci fic and domai n-specific policies nay be applied when decidi ng
whet her this information should be distributed and to which
clients of the path conputation service (that is, which PCCs
and/ or PCEs).

Anot her place where policy applies is at the admi nistrative
boundaries. In multi-domain networks, nultiple PCEs will communicate
with each other and across administrative boundaries. In such cases,
domai n-specific policies would be applied to 1) filter the

i nformati on exchanged between peering PCEs during the discovery
process (to the bare mininumin nost cases if at all allowed by the
security policy) and 2) linmt the content of information being passed
in path conputation request and responses.

8. Path Conputation Sequence of Events

This section presents a non-exhaustive list of representative
scenari os.

8.1. Policy-Enabled PCC, Policy-Enabled PCE
When a GWPLS LSR receives a Setup (RSVP Path) nmessage from an
upstream LSR, the LSR may decide to use a renpte Path Conputation
Entity. The follow ng sequence of events occurs in this case:
- A PCC-PEP co-located with the LSR applies the service-specific

policies to select a PCE for the service path conputation as well
as to build the path conputation request (that is, to select a list
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of policies, their variables, conditions and actions expressing
constraints, diversities, objective functions and rel axation
strategies appropriate for the service path conputation). The
policies may be:

a) Statically configured on the PCC PEP;

b) Conmuni cated to the PCC-PEP by a renote or |ocal PCC PDP via
protocol such as SOAP either proactively (nost of the cases) or
upon an explicit request by the PCC-PEP in cases when sone
specifics of the new service have not been covered yet by the
policies so far known to the PCC- PEP)

The input for the decision process on the PCC-PEP is the

i nformati on found in the signaling message as well as any other
service-specific informati on such as port |ID over which the nmessage
was received, associated VPN ID, the reference point type (UN,
E-NNI, etc.) and so forth. After the path conputation request is
built, it is sent directly to the PCE-PEP using the PCC PCE

Communi cati on Protocol, e.g., [PCEP].

- PCE-PEP val i dates and ot herwi se processes the request applying the
policies found in the request- as well as client- and domai n-
specific policies. The latter, again, nay be either statically
configured on the PCE-PEP or provided by the associated |ocal or
renote PCE-PDP via a protocol such as SOAP. The outcone of the
deci sion process is the follow ng information:

a) Whether the request should be satisfied, rejected, or dism ssed.

b) The sets of sources and destinations for which paths should be
| ocal Iy conput ed.

c) The set of constraints, diversities, optimzation functions, and
rel axations to be considered in each of locally perforned path
conput ati on.

d) The address of the next-in-chain PCE

e) The path conputation request to be sent to the next-in-chain
PCE.

The PCE-PEP instructs a co-located path conputation engine to
performthe |ocal path conputation(s) and, if necessary, sends the
pat h conputation request to the next-in-chain PCE using a PCC PCE
Commruni cati on Protocol. Then, it waits for the responses fromthe
| ocal path conputation engine and the renote PCE, conbines the
resulting paths, and sends them back to the PCC-PEP using the PCC
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PCE Communi cati on Protocol. The response contains the resulting
paths as well as policies describing sone additional information
(for example, which of constraints were honored, which were

di sm ssed, and which were relaxed and in what way).

- PCC-PEP instructs the signaling subsystemof the GWLS LSR to
encode the received path(s) into the outgoing Setup nessage(s).

Pol i cy-1gnorant PCC, Policy-Enabl ed PCE

This case parallels the previous exanple, but the user- and service-
specific policies should be applied at the PCE as the PCC is policy
i gnorant. Again, when a GWLS LSR has received a Setup (RSVP Path)
message from an upstream LSR, the LSR nay decide to use a non-co-

| ocated Path Conputation Entity. The follow ng sequence of events
occurs in this case

- The PCC constructs a PCE request using information found in the
si gnal i ng/ provi si oni ng nessage as well as any other service-
specific informati on such as port |ID over which the nessage was
received, associated VPN ID, the reference point type (UNI, E-NN,
etc.) and so forth. This information is encoded in the request in
the formof policy variables. After the request is built, it is
sent directly to the PCE-PEP using a PCC-PCE Conmuni cation
Pr ot ocol

- PCE-PEP validates and ot herw se processes the request interpreting
the policy variables found in the request and applying user-,
service-, client-, and domain-specific policies to build the actua
pat h conputation request. The policies, again, nmay be either
statically configured on the PCE-PEP or provided by the associ ated
| ocal or renote PCE-PDP via a protocol such as SQAP. The outcome
of the decision process is the follow ng infornmation

a) Whether the request should be satisfied, rejected, or dism ssed.

b) The sets of sources and destinations for which paths should be
| ocal Iy conput ed.

c) The set of constraints, diversities, optimzation functions, and
rel axations to be considered in each of locally perforned path
conput ati on.

d) The address of the next-in-chain PCE

e) The path conputation request to be sent to the next-in-chain
PCE
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The PCE-PEP instructs a co-located path conputation engine to
performthe |ocal path conputation(s) and, if necessary, sends the
pat h conputation request to the next-in-chain PCE using the PCC PCE
Commruni cati on Protocol. Then, it waits for the responses fromthe
| ocal path conputation engine and the renote PCE, conbines the
resulting paths, and sends them back to the PCC-PEP using the PCC
PCE Communi cati on Protocol. The response contains the resulting
paths as well as policies describing sone additional information
(for example, which of constraints were honored, which were

di sm ssed, and which were relaxed and in what way)

- PCC-PEP instructs the signaling sub-systemof the GWLS LSR to
encode the received path(s) into the outgoing Setup nessage(s).

I ntroducti on of New Constraints

An inmportant aspect of the policy-enabled path conmputation framework
di scussed above is the ability to introduce new constraints with

mnimal inmpact. In particular, only those conponents and nechani sns
that will use a new constraint need to be updated in order to support
the new constraint. Inportantly, those conponents and nechani sns
that will not use the new constraint nust not require any change in

order for the new constraint to be utilized. For exanple, the PCE
conmuni cati on protocols nmust not require any changes to support new
constraints. Likew se, PCC and PCEs that will not process new
constraints nmust not require any nodification

Consi der the case where a PCE has been upgraded with software
supporting optical physical inpairment constraint, such as

Pol ari zati on Mbde Di spersion (PMD), that previously was not supported
in the domain. |In this case, one or nore new policies will be
installed in the PCE Policy Repository (associated with the PCE)
defining the constraint (rules that determ ne application criteria,
set of policy variables, conditions, actions, etc.) and its

rel axation strategy (or strategies). The new policies will be al so
propagated into other PCE Policy Repositories within the domain via
di scovery and synchroni zati on protocols or via local configuration
PCE- PDPs and PCC-PDPs will then retrieve the corresponding policies
fromthe repository (or repositories). Fromthen on, PCC-PDPs wil I
i nstruct associated PCC-PEPs to add the new policy information into
path conputation requests for services with certain paraneters (for
exanpl e, for services provisioned in the optical channel (QCh)

| ayer).

It is inmportant to note that policy-enabled path conputation node
naturally solves the PCE capability discovery issues. Suppose a PCE
working in a single PCE Policy Repository configuration starts to
support a new constraint. Once a corresponding policy installed in
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the repository, it automatically becones available for all repository
users, that is, PCCs. In the nmulti-repository case sone policy
synchroni zati on nmust be provi ded; however, this problemis one of the
managenent plane which is solved al ready.

Security Considerations

This docunent adds to the policy security considerations nmentioned in
[ RFC4655]. In particular, it is now necessary to consider the
security issues related to policy information maintained in PCE
Policy Repositories and policy-related transactions. The nost

not abl e i ssues, sone of which are also listed in [ RFC4655], are:

- Unaut hori zed access to the PCE Policy Repositories;

- Interception of policy information when it is retrieved fromthe
repositories and/or transported from PDPs to PEPs;

- Interception of policy-related infornation in path conputation
requests and responses;

0 |Inpersonation of user and client identities;
o Falsification of policy information and/ or PCE capabilities;

o Denial-of-service attacks on policy-related conmuni cation
mechani sns.

As with [ RFC4655], it is expected that PCE solutions will address the
PCE aspects of these issues in detail.
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