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Status of This Meno

This meno defines an Experinental Protocol for the Internet
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Di scussi on and suggestions for inprovenment are requested.
Distribution of this nenp is unlinted.

Abst r act

The Endpoi nt Handl espace Redundancy Protocol (ENRP) is designed to
work in conjunction with the Aggregate Server Access Protocol (ASAP)
to acconplish the functionality of the Reliable Server Pooling

(RSer Pool ) requirenments and architecture. Wthin the operationa
scope of RSerPool, ENRP defines the procedures and nessage formats of
a distributed, fault-tol erant registry service for storing,
bookkeepi ng, retrieving, and distributing pool operation and
menber shi p i nformati on.
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I ntroduction

ENRP i s designed to work in conjunction with ASAP [ RFC5352] to
acconplish the functionality of RSerPool as defined by its
requi renents [ RFC3237].

Wthin the operational scope of RSerPool, ENRP defines the procedures
and nessage formats of a distributed, fault-tolerant registry service
for storing, bookkeeping, retrieving, and distributing pool operation
and nenbership i nformation.

Whenever appropriate, in the rest of this docunment, we will refer to
this RSerPool registry service as ENRP handl espace, or sinply
handl espace, because it manages all pool handl es.

1. Definitions
Thi s docunent uses the follow ng terns:

Operational scope: The part of the network visible to pool users by
a specific instance of the reliable server pooling protocols.

Pool (or server pool): A collection of servers providing the sane
application functionality.

Pool handle: A logical pointer to a pool. Each server pool wll be
identifiable in the operational scope of the system by a unique
pool handl e.

Pool elenent: A server entity having registered to a pool
Pool wuser: A server pool user.

Pool el enent handl e (or endpoint handle): A logical pointer to a
particul ar pool elenment in a pool, consisting of the pool handle
and a destination transport address of the pool el enent.

Handl e space: A cohesive structure of pool handles and rel ations
that may be queried by an internal or external agent.

ENRP client channel: The comuni cati on channel through which an ASAP
User (either a Pool Elenent (PE) or Pool User (PU)) requests ENRP
handl espace service. The client channel is usually defined by the
transport address of the Home ENRP server and a well-known port
numrber .
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1

2.

ENRP server channel: Defined by a list of | P addresses (one for each
ENRP server in an operational scope) and a well-known port nunber.
Al'l ENRP servers in an operational scope can send "group-cast"
nmessages to other servers through this channel. In a "group-
cast", the sending server sends nultiple copies of the nessage,
one to each of its peer servers, over a set of point-to-point
Stream Control Transni ssion Protocol (SCTP) associ ati ons between
the sending server and the peers. The "group-cast" may be
conveniently inplenented with the use of the "SCTP_SENDALL" option
on a one-to-nmany style SCTP socket.

Honme ENRP server: The ENRP server to which a PE or PU currently
bel ongs. A PE MUST only have one Hone ENRP server at any given
time, and both the PE and its Home ENRP server MJST keep track of
this master/slave relationship between them A PU SHOULD sel ect
one of the available ENRP servers as its Hone ENRP server.

Conventi ons

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

ENRP Message Definitions

In this section, we define the fornat of all ENRP nessages. These
are nessages sent and received anongst ENRP servers in an operationa
scope. Messages sent and received between a PE/PU and an ENRP server
are part of ASAP and are defined in [RFC5352]. A comon format, that
is defined in [RFC5354], is used for all ENRP and ASAP nessages.

Most ENRP nessages contain a conbination of fixed fields and TLV
(Type-Lengt h-Val ue) paraneters. The TLV paraneters are al so defined
in [RFC5354]. |If a nested TLV paraneter is not ended on a 32-bit
word boundary, it will be padded with all "0’ octets to the next 32-
bit word boundary.

Al'l messages, as well as their fields/paraneters described bel ow,
MJUST be transnmitted in network byte order (aka Big Endi an, neaning
the nost significant byte is transmitted first).
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For ENRP, the follow ng nessage types are defined in this section:

Ox0a
0xO0b- Oxf f

Message Nane
(Reserved by | ETF)
ENRP_PRESENCE
ENRP_HANDLE_TABLE_REQUEST
ENRP_HANDLE TABLE_RESPONSE
ENRP_HANDLE_UPDATE
ENRP_LI| ST_REQUEST
ENRP_L| ST_RESPONSE
ENRP_I NI T_TAKEOVER
ENRP_I NI T_TAKEOVER_ACK
ENRP_TAKEOVER_SERVER
ENRP_ERROR
(Reserved by | ETF)

Figure 1

2.1. ENRP_PRESENCE Message

This ENRP nessage is used to announce (periodically) the presence of
or to probe the status of a peer ENRP server. This
nmessage is either sent on the ENRP server channel or sent point-to-

an ENRP server,

poi nt to anot her

0

ENRP server.

1 2 3

01234567890123456789012345678901

+
|
+
|
+
|
+-

T S S

B I N SN R

B e S T T U N S

B S T i s s oI S S SN S S S S S e

Type = 0x01 | 0| 0] 0] O] 0] O] O] O] Message Length |

D T o e i S it N R R e S

Sending Server’'s |ID |

e i e e i e e e e e A

Receiving Server's ID |

B e s o s o S S e e e i T TEIE TRIE TR TRl SR S S S B e e i i =
PE Checksum Par am

e e e e e e b e e e b e e e e e e e e b e e e e e e e e e e e

Server Information Param (optional)

e I i i S i i S ik Sir I S R

Sending Server’s ID: 32 bits (unsigned integer)

This is the ID of the ENRP server that sent this nessage.
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Receiving Server's ID: 32 bits (unsigned integer)

PE

Se

This is the ID of the ENRP server to which this nessage is

intended. |If the nmessage is not intended for an individua
server (e.g., the message is group-casted to a group of
servers), this field MJST be sent with all 0s. |If the nessage

is sent point-to-point, this field MAY be sent with all Os.
Checksum Par anet er

This is a TLV that contains the | atest PE checksum of the ENRP
server that sends the ENRP_PRESENCE. This paraneter SHOULD be
i ncl uded for handl espace consistency auditing. See

Section 3.6.1 for details.

rver |Informati on Paraneter:

If this paraneter is present, it contains the server

i nfornmati on of the sender of this nessage (the Server
Informati on Paraneter is defined in [RFC5354]). This paraneter
is optional. However, if this nessage is sent in response to a
received "reply required" ENRP_PRESENCE from a peer, the sender
then MUST include its server information

Note, at startup, an ENRP server MJST pick a randonly generated, non-
zero 32-bit unsigned integer as its ID and MJST use this sane ID
until the ENRP server is rebooted.

2.2. ENRP_HANDLE TABLE REQUEST Message

An ENRP server sends this nmessage to one of its peers to request a
copy of the handl espace data. This nessage is normally used during
server initialization or handl espace re-synchronization

X e,

0
0

+
|
+
|
+-
|
+

1 2 3
1234567890123456789012345678901
i i S S i i R e e e rE R
Type = 0x02 | 0] 0] 0] 0] 0] O] O] W Message Length = OxC
T T e i o e e st s SRR N N
Sending Server’s ID
B i T o S o i S S i s S S S S S S
Receiving Server’'s ID |
i e T S e s Eh i i s it i S S S S

+- 4 +-

—+— 4
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W (oWwh-children-only) Flag: 1 bit
Set to’'1 if the sender of this message is only requesting
i nformati on about the PEs owned by the nessage receiver.
O herwi se, set to '0'.
Sendi ng Server’'s |ID;
See Section 2.1.
Receiving Server’'s |ID:
See Section 2.1.
2. 3. ENRP_HANDLE TABLE_RESPONSE Message
The PEER_NAME TABLE RESPONSE nessage i s sent by an ENRP server in
response to a received PEER NAME TABLE REQUEST nessage to assi st
peer-server initialization or handl espace synchroni zation.
0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type = 0x03 |0/ 0| 0|0|0|O0|MR| Message Length |
B s S S i i i ks a ks st S S S S S S
| Sending Server’'s ID |
R R R R e e s o S e R S S S S S S e e e e e
| Receiving Server's ID |
B T e o i S I i i S S N iy St S I S S

Pool Entry #1 (optional)

T I T S S Tk it S S S S Sk L T T SR A s

:|--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-:i-
Pool Entry #n (optional)
:1--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-:|-
M (Mre to send) Flag: 1 bit
Set to’'1 if the sender of this nmessage has nore pool entries

to send in subsequent ENRP_HANDLE TABLE RESPONSE nessages.
O herwi se, set to '0.
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R (Reject) Flag: 1 bit
MJUST be set to "1 if the sender of this message is rejecting a
handl espace request. |In this case, pool entries MJIST NOT be
i ncluded. This mght happen if the sender of this nessage is
inthe mddle of initializing its database or is under high
| oad.

Message Length: 16 bits (unsigned integer)

Indicates the entire length of the message, including the
header, in nunber of octets.

Note, the value in the Message Length field will NOT cover any
paddi ng at the end of this nessage.

Sending Server’s ID
See Section 2.1.

Receiving Server's ID
See Section 2.1.

Pool Entry #1-#n:
If the Rflag is set to '0’, at |east one pool entry SHOULD be
present in this nmessage. Each pool entry MJST start with a
Pool Handl e paraneter, as defined in Section 3.9 of [RFC5354],

and is followed by one or nore Pool Elenent paraneters in TLV
format, as shown bel ow

o e e e ee oo +
Pool Handl e

o e e e e e e m e e e +
PE #1

o e e e e ee oo +
PE #2

o e e e ee oo +

o e e e e e e m e e e +
PE #n

o e e e e ee oo +
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2.4. ENRP_HANDLE_UPDATE Message

The PEER_NAME UPDATE nessage is sent by the Home ENRP server of a PE
to all peer servers to announce registration, re-registration, or de-
registration of the PE in the handl espace.

0 1 2 3
01234567890123456789012345678901

i T o T e e e et o S s S R R SR
| Type = 0x04 | 0] 0] O] 0] 0] O] O] O] Message Length

B T e o i S I i i S S N iy St S I S S
| Sending Server’'s |ID
e e i i e i S s it N SR S
| Receiving Server’'s ID

i T i i o e e e e T C et o i s s SR R S
| Updat e Action | (reserved) |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Pool Handl e Par anet er
+++++++++++++++++++++++++++++++++

Pool El enent Paraneter
I ik i i B S R R I R S S R R I R i el NI R R S R R S R el i
Message Length: 16 bits (unsigned integer)

I ndicates the entire I ength of the nessage, including the
header, in nunber of octets.

Note, the value in the Message Length field will NOT cover any
paddi ng at the end of this nessage.

Update Action: 16 bits (unsigned integer)

This field indicates the requested action of the specified PE
The field MUST be set to one of the follow ng val ues:

0x0000 - ADD PE: Add or update the specified PE in the ENRP
handl espace.

0x0001 - DEL_PE: Delete the specified PE fromthe ENRP
handl espace.

0x0002 - OxFFFF: Reserved by |ETF.

O her values are reserved by | ETF and MJUST NOT be used.
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Reserved: 16 bits

This field MIUST be set to all Os by the sender and ignored by
the receiver.

Sendi ng Server’'s ID
See Section 2.1.
Receiving Server's ID
See Section 2.1.
Pool Handl e:
Specifies to which the PE bel ongs.
Pool El enment:
Specifies the PE
2.5. ENRP_LI ST_REQUEST Message
The PEER LI ST _REQUEST nessage is sent to request a current copy of
the ENRP server list. This nessage is nornmally sent froma newy
activated ENRP server to an established ENRP server as part of the
initialization process.
0 1 2 3

01234567890123456789012345678901

T S S s S S s St S DR S S S o
Type = 0x05 | 0] 0] 0] 0] 0] O] O] O] Message Length = OxC
T i i i S T i i S
endi n er v
+ +

+

I

+- +- - +-
| S g Server’s ID

+

|

+

—+— 4

B i T o S o i S S i s S S S S S S

Receiving Server’'s ID |

B e e i S e e T s i i S T R SR S S S S T S i
Sending Server’'s |ID
See Section 2.1.

Receiving Server’'s ID

See Section 2.1.
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2.6. ENRP_LI ST_RESPONSE Message

The PEER LI ST_RESPONSE nessage is sent in response froman ENRP
server that receives a PEER LI ST _REQUEST nessage to return
i nformati on about known ENRP servers.

0 1 2 3
01234567890123456789012345678901

i T o T e e e et o S s S R R SR
| Type = 0x06 | 0] 0] 0] 0]0|O0|O|R Message Length

B T e o i S I i i S S N iy St S I S S
| Sending Server’'s |ID
e e i i e i S s it N SR S
| Receiving Server's ID

i T i i o e e e e T C et o i s s SR R S

Server Informati on Paranmeter of Peer #1
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

+ B e i T T R S e e ol + + s i T T e e s o o SIS S R +
Server Information Paranmeter of Peer #n
s i e S e S T S S S e O i i R S NI S e R S S
R (Reject) Flag: 1 bit
This flag MUST be set to "1 if the sender of this nessage is
rejecting a PEER LI ST_REQUEST nessage. |If this case occurs,
the message MJST NOT include any Server |Infornmation Paraneters.
Message Length: 16 bits (unsigned integer)

Indicates the entire |l ength of the nmessage in nunber of octets.

Note, the value in the Message Length field will NOT cover any
paddi ng at the end of this nessage.

Sendi ng Server’'s ID
See Section 2.1.
Receiving Server's ID
See Section 2.1.
Server Information Paraneter of Peer #1-#n:
Each contains a Server Information Paraneter of a peer known to

the sender. The Server Information Paraneter is defined in
[ RFC5354] .
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2.7. ENRP_I NI T_TAKEOVER Message

The ENRP_I NI T_TAKEOVER nessage is sent by an ENRP server (the
takeover initiator) to announce its intention of taking over a
specific peer ENRP server. It is sent to all its peers.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Type = 0x07 | 0] O] O] 0] O] O] O] O] Message Length

B T e o i S I i i S S N iy St S I S S
| Sending Server’'s |ID

e e i i e i S s it N SR S
| Receiving Server's ID

i T i i o e e e e T C et o i s s SR R S
| Targeting Server’s ID

B T e o i S I i i S S N iy St S I S S

Sendi ng Server’'s |ID;
See Section 2.1.
Receiving Server’'s |ID:
See Section 2.1.
Targeting Server’s ID. 32 bits (unsigned integer)

This is the 1D of the peer ENRP that is the target of this
t akeover attenpt.
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2.8. ENRP_I NI T_TAKEOVER ACK Message

The PEER_I NI T_TAKEOVER ACK nmessage is sent in response to a takeover
initiator to acknow edge the reception of the PEER I N T_TAKEOVER
message and that it does not object to the takeover.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Type = 0x08 | 0] O] O] 0] O] O] O] O] Message Length |
B T e o i S I i i S S N iy St S I S S
| Sending Server’'s |ID |
e e i i e i S s it N SR S
| Receiving Server's ID |
i T i i o e e e e T C et o i s s SR R S
| Targeting Server’s ID |
B T e o i S I i i S S N iy St S I S S

Sendi ng Server’'s |ID;
See Section 2.1.
Receiving Server’'s |ID:
See Section 2.1.
Targeting Server’'s |ID

This is the 1D of the peer ENRP that is the target of this
t akeover attenpt.
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2.9. ENRP_TAKEOVER SERVER Message

The PEER_TAKEOVER_REG STRAR nessage is sent by the takeover initiator
to declare the enforcenent of a takeover to all active peer ENRP
servers.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Type = 0x09 | 0] O] O] 0] 0] O] O] O] Message Length |
B T e o i S I i i S S N iy St S I S S
| Sending Server’'s |ID |
e e i i e i S s it N SR S
| Receiving Server's ID |
i T i i o e e e e T C et o i s s SR R S
| Targeting Server’s ID |
B T e o i S I i i S S N iy St S I S S

Sendi ng Server’'s |ID;
See Section 2.1.
Receiving Server’'s |ID:
See Section 2.1.
Targeting Server’'s |ID

This is the 1D of the peer ENRP that is the target of this
t akeover operation.
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2.10. ENRP_ERROR Message

The ENRP_ERROR nessage is sent by a registrar to report an
operational error to a peer ENRP server.

0 1 2 3
01234567890123456789012345678901

B o T T S e i i Sl NI S e S et ol mt ST T S i S S
| Type = 0x0a | 0] O] 0] 0] O] O] O] O] Message Length |
B T S St i i T s T e o S S i St SN
| Sending Server’s ID

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Receiving Server’'s ID

e o T i i o o O S e S ol o S S S s it SR R SR S

Operational Error Paraneter
R R e o i i i i i S i S S S e T T s i T S S S S e 5

Sendi ng Server’'s ID

See Section 2.1.
Receiving Server’'s |ID:

See Section 2.1.
Operational Error Paraneter:

This paraneter, defined in [ RFC5354], indicates the type of
error(s) being reported.

3. ENRP Operation Procedures

In this section, we discuss the operation procedures defined by ENRP.
An ENRP server MJST foll ow t hese procedures when sending, receivVving,
or processing ENRP nessages.

Many of the RSerPool events call for both server-to-server and PU
PE-t o- server nessage exchanges. Only the nessage exchanges and
activities between an ENRP server and its peer(s) are considered
within the ENRP scope and are defined in this docunent.

Procedures for exchangi ng nessages between a PE/ PU and ENRP servers
are defined in [ RFC5352].
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3.1. Methods for Communicating anongst ENRP Servers

Wthin an RSer Pool operational scope, ENRP servers need to
communi cate with each other in order to exchange information, such as
t he pool nenbershi p changes, handl espace data synchroni zation, etc.

Two types of communications are used anongst ENRP servers

0 point-to-point nmessage exchanges from one ENPR server to a
specific peer server, and

0 announcenents fromone server to all its peer servers in the
operational scope.

Poi nt -t o-poi nt conmuni cation is always carried out over an SCTP
associ ati on between the sending server and the receiving server.
Announcenents are sent out via "group-casts" over the ENRP server
channel

3. 2. ENRP Server Initialization

This section describes the steps a new ENRP server needs to take in
order to join the other existing ENRP servers, or to initiate the
handl espace service if it is the first ENRP server started in the
operational scope.

3.2.1. GCenerate a Server ldentifier

A new ENRP server MJST generate a non-zero, 32-bit server IDthat is
as uni que as possible anong all the ENRP servers in the operationa
scope, and this server I D MJST renmain unchanged for the lifetine of
the server. Normally, a good 32-bit random number will be good
enough, as the server I D [RFC4086] provides sone information on
randommess gui del i nes.

Note, there is a very renote chance (about 1 in about 4 billion) that
two ENRP servers in an operational scope will generate the sane
server | D and hence cause a server ID conflict in the pool. However,

no severe consequence of such a conflict has been identified.

Note, the ENRP server |ID space is separate fromthe PE Id space
defined in [ RFC5352].
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3.2.2. Acquire Peer Server List

At startup, the ENRP server (the initiating server) will first
attenpt to learn of all existing peer ENRP servers in the sane
operational scope, or to determine that it is alone in the scope.

The initiating server uses an existing peer server to bootstrap
itself into service. W call this peer server the nentor server

3.2.2.1. Finding the Mentor Server

If the initiating server is told about one existing peer server

t hrough sone administrative neans (such as DNS query, configuration
dat abase, startup scripts, etc.), the initiating server MJST then use
this peer server as its nentor server

If multiple existing peer servers are specified, the initiating
server MJST pick one of themas its nmentor server and keep the others
as its backup nentor servers

If no existing peer server is specified, the initiating server MJST
assune that it is alone in the operational scope, and MJST skip the
procedures in Section 3.2.2.2 and Section 3.2.3 and MJST consider its
initialization conpleted and start offering ENRP services.

3.2.2.2. Request Conplete Server List from Mentor Peer

Once the initiating server finds its mentor peer server (by either
di scovery or adm nistrative nmeans), the initiating server MIST send
an ENRP_LI ST _REQUEST nessage to the nmentor peer server to request a
copy of the conplete server |list naintained by the nentor peer (see
Section 3.4 for maintaining a server list).

The initiating server SHOULD start a MAX-TI ME- NO- RESPONSE ti ner every
time it finishes sending an ENRP_LI ST_REQUEST nmessage. If the tinmer
expires before receiving a response fromthe nmentor peer, the
initiating server SHOULD abandon the interaction with the current
ment or server and send a new server |ist request to a backup nentor
peer, if one is avail able.

Upon the reception of this request, the mentor peer server SHOULD
reply with an ENRP_LI ST_RESPONSE nessage and include in the nessage
body all existing ENRP servers known by the nentor peer

Upon the reception of the ENRP_LI ST _RESPONSE nessage fromthe nentor

peer, the initiating server MIST use the server information carried
in the nessage to initialize its own peer list.
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However, if the nentor itself is in the process of startup and not
ready to provide a peer server list (for exanple, the nentor peer is
waiting for a response to its own ENRP_LI ST_REQUEST to anot her
server), it MJST reject the request by the initiating server and
respond with an ENRP_LI ST_RESPONSE nessage with the Rflag set to
"1’, and with no server information included in the response.

In the case where its ENRP_LI ST REQUEST is rejected by the nentor
peer, the initiating server SHOULD either wait for a few seconds and
re-send the ENRP_LI ST REQUEST to the nentor server, or if there is a
backup nentor peer avail able, select another nmentor peer server and
send the ENRP_LI ST REQUEST to the new nentor server

3.2.3. Downl oad ENRP Handl espace Data from Mentor Peer

After a peer list download is conpleted, the initiating server MJST
request a copy of the current handl espace data fromits nentor peer
server, by taking the follow ng steps:

1. The initiating server MIST first send an
ENRP_HANDLE TABLE_REQUEST nessage to the mentor peer, with the W
flag set to "0, indicating that the entire handl espace is
request ed.

2. Upon the reception of this nessage, the nentor peer MJST start a
downl oad session in which a copy of the current handl espace data
mai nt ai ned by the nentor peer is sent to the initiating server in
one or nore ENRP_HANDLE TABLE RESPONSE nessages. (Note, the
mentor server may find it particularly desirable to use multiple
ENRP_HANDLE TABLE RESPONSE nessages to send the handl espace when
t he handl espace is |arge, especially when form ng and sendi ng out
a single response containing a | arge handl espace may interrupt
its other services.)

If nore than one ENRP_HANDLE TABLE RESPONSE nessage i s used
during the downl oad, the nentor peer MJST use the Mflag in each
ENRP_HANDLE TABLE RESPONSE nessage to indicate whether this
nmessage is the last one for the downl oad session. In particular
the mentor peer MJUST set the Mflag to 1" in the outbound
ENRP_HANDLE TABLE RESPONSE if there is nore data to be
transferred and MJUST keep track of the progress of the current
downl oad session. The nmentor peer MJST set the Mflag to "0 in
the | ast ENRP_HANDLE TABLE RESPONSE for the downl oad session and
cl ose the downl oad session (i.e., renoving any internal record of
the session) after sending out the |ast nessage.
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3. During the downl oading, every tinme the initiating server receives
an ENRP_HANDLE_TABLE RESPONSE nessage, it MJUST transfer the data
entries carried in the nmessage into its |ocal handl espace
dat abase, and then check whether or not this message is the |ast
one for the downl oad session

If the Mflag is set to '1 in the just processed

ENRP_HANDLE TABLE_RESPONSE nessage, the initiating server MJST
send anot her ENRP_HANDLE TABLE REQUEST nessage to the nentor peer
to request for the next ENRP_HANDLE TABLE RESPONSE nessage.

4. Wien unpacking the data entries froma ENRP_HANDLE TABLE RESPONSE
message into its local handl espace database, the initiating
server MJUST handl e each pool entry carried in the nessage using
the follow ng rules:

A. If the pool does not exist in the | ocal handl espace, the
initiating server MIST create the pool in the loca
handl espace and add the PE(s) in the pool entry to the pool

When creating the pool, the initiation server MIST set the
overal |l menmber selection policy type of the pool to the
policy type indicated in the first PE

B. |If the pool already exists in the |ocal handl espace, but the
PE(s) in the pool entry is not currently a menber of the
pool, the initiating server MUST add the PE(s) to the pool

C. If the pool already exists in the | ocal handl espace AND t he
PE(s) in the pool entry is already a nenber of the pool, the
initiating server SHOULD replace the attributes of the
existing PE(s) with the new information. ENRP will make sure
that the information stays up to date.

5. Wen the | ast ENRP_HANDLE TABLE RESPONSE nessage is received from
the nmentor peer and unpacked into the | ocal handl espace, the
initialization process is conpleted and the initiating server
SHOULD start to provide ENRP services

Under certain circunstances, the mentor peer itself nmay not be able
to provide a handl espace download to the initiating server. For
exanple, the nentor peer is in the mddle of initializing its own
handl espace database, or it currently has too many downl oad sessions
open to other servers.
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In such a case, the nmentor peer MJST reject the request by the
initiating server and respond with an ENRP_HANDLE TABLE RESPONSE
message with the Rflag set to '1', and with no pool entries included
in the response.

In the case where its ENRP_HANDLE TABLE REQUEST is rejected by the
mentor peer, the initiating server SHOULD either wait for a few
seconds and re-send the ENRP_HANDLE TABLE_REQUEST to the nentor
server, or if there is a backup nmentor peer avail able, select another
ment or peer server and send the ENRP_HANDLE TABLE REQUEST to the new
nment or server.

A handl espace downl oad session that has been started nay get
interrupted for sone reason. To cope with this, the initiating
server SHOULD start a tinmer every tinme it finishes sending an
ENRP_HANDLE TABLE REQUEST to its nmentor peer. |If this timer expires
wi t hout receiving a response fromthe nentor peer, the initiating
server SHOULD abort the current downl oad session and re-start a new
handl espace downl coad with a backup nmentor peer, if one is avail able.

Simlarly, after sending out an ENRP_HANDLE TABLE_RESPONSE, and the
ment or peer setting the Mbit to'1 to indicate that it has nore
data to send, it SHOULD start a session tinmer. |If this timer expires
wi t hout receiving anot her request fromthe initiating server, the
ment or peer SHOULD abort the session, cleaning out any resource and
record of the session

3.3. Server Handl espace Update

This includes a set of update operations used by an ENRP server to
informits peers when its | ocal handl espace is nodified, e.g.
addition of a new PE, renoval of an existing PE, change of pool or PE
properties.

3.3.1. Announcing Additions or Updates of PE
When a new PE is granted registration to the handl espace or an
existing PE is granted a re-registration, the Home ENRP server uses
this procedure to informall its peers.

This is an ENRP announcenent and is sent to all the peer of the Hone
ENRP server. See Section 3.1 on how announcenents are sent.

An ENRP server MJST announce this update to all its peers in a

ENRP_HANDLE UPDATE nessage with the Update Action field set to
"ADD PE', indicating the addition of a new PE or the nodification of
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an existing PE. The conplete new infornmation of the PE and the pool
it belongs to MUST be indicated in the nessage with a PE paraneter
and a Pool Handl e paraneter, respectively.

The Hone ENRP server SHOULD fill in its server IDin the Sending
Server’s ID field and | eave the Receiving Server’s ID blank (i.e.
all 0s).

Wien a peer receives this ENRP_HANDLE UPDATE nessage, it MJUST take
the follow ng actions:

1. If the nanmed pool indicated by the pool handl e does not exist in
its local copy of the handl espace, the peer MJST create the naned
pool in its local handl espace and add the PE to the pool as the
first PE. It MJST then copy in all other attributes of the PE
carried in the nmessage

When the new pool is created, the overall nenber sel ection policy
of the pool MJST be set to the policy type indicated by the PE

2. If the nanmed pool already exists in the peer’s |ocal copy of the
handl espace *and* the PE does not exist, the peer MJST add the PE
to the pool as a new PE and copy in all attributes of the PE
carried in the nessage

3. If the named pool exists *and* the PE is already a nenber of the
pool, the peer MJST replace the attributes of the PE with the new
information carried in the nessage.

3.3.2. Announci ng Renoval of PE

Wien an existing PE is granted de-registration or is renmoved fromits
handl espace for some other reasons (e.g., purging an unreachable PE
see Section 3.5 in [ RFC5352]), the ENRP server MJST use this
procedure to informall its peers about the change just made.

This is an ENRP announcenent and is sent to all the peers of the Home
ENRP server. See Section 3.1 on how announcenents are sent.

An ENRP server MJST announce the PE rempval to all its peers in an
ENRP_HANDLE_UPDATE nmessage with the Update Action field set to

DEL PE, indicating the renoval of an existing PE. The conplete

i nformati on of the PE and the pool it belongs to MUST be indicated in
the message with a PE paraneter and a Pool Handl e paraneter,
respectively.
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The sending server MUST fill in its server IDin the Sending Server’'s
IDfield and | eave the Receiving Server’s ID blank (i.e., set to al
0s).

When a peer receives this ENRP_HANDLE UPDATE nessage, it MJST first
find the pool and the PE in its own handl espace, and then renove the
PE fromits |local handl espace. |If the renoved PE is the last one in
t he pool, the peer MJST al so delete the pool fromits |oca

handl espace.

If the peer fails to find the PE or the pool in its handl espace, it
SHOULD t ake no further actions.

3.4. Miintaining Peer List and Monitoring Peer Status

An ENRP server MJST keep an internal record on the status of each of
its known peers. This record is referred to as the server’s "peer
list".

3.4.1. Discovering New Peer
If a nessage of any type is received froma previously unknown peer,

the ENRP server MJUST consider this peer a new peer in the operationa
scope and add it to the peer list.

The ENRP server MJST send an ENRP_PRESENCE nessage with the Reply-
required flag set to 1" to the source address found in the arrived
message. This will force the new peer to reply with its own
ENRP_PRESENCE containing its full server information (see

Section 2.1).

3.4.2. Server Sendi ng Heart beat

Every PEER- HEARTBEAT- CYCLE seconds, an ENRP server MJST announce its

continued presence to all its peer with a ENRP_PRESENCE nessage. In
t he ENRP_PRESENCE nessage, the ENRP server MJST set the

"Replay required’ flag to '0’, indicating that no response is
required.

The arrival of this periodic ENRP_PRESENCE nessage will cause all its
peers to update their internal variable "peer_|ast_heard" for the
sendi ng server (see Section 3.4.3 for nore details).
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3.4.3. Detecting Peer Server Failure

An ENRP server MJST keep an internal variable "peer_last_heard" for
each of its known peers and the value of this variable MIST be
updated to the current local tine every tinme a nessage of any type
(poi nt-to-point or announcenent) is received fromthe correspondi ng
peer.

If a peer has not been heard for nmore than MAX- Tl ME- LAST- HEARD
seconds, the ENRP server MJST i medi ately send a point-to-point
ENRP_PRESENCE with the Reply_request flag set to "1 to that peer

If the send fails or the peer does not reply after MAX-TI ME- NO

RESPONSE seconds, the ENRP server MJST consider the peer server dead

and SHOULD initiate the takeover procedure defined in Section 3.5.
3.5. Taking Over a Failed Peer Server

In the follow ng descriptions, we call the ENRP server that detects
the failed peer server and initiates the takeover the "initiating

server" and the failed peer server the "target server". This allows
the PE to continue to operate in case of a failure of their Home ENRP
server.

3.5.1. Initiating Server Take-over Arbitration

The initiating server SHOULD first start the takeover arbitration
process by sending an ENRP_I NI T_TAKEOVER nessage to all its peer
servers. See Section 3.1 on how announcenents are sent. In the
message, the initiating server MUST fill in the Sending Server’s ID
and Targeting Server's ID. The goal is that only one ENRP server
takes over the PE fromthe target.

After announci ng the ENRP_I NI T_TAKEOVER nessage ("group-casting" to
all known peers, including the target server), the initiating server
SHOULD wait for an ENRP_I NI T_TAKEOVER ACK nessage fromeach of its
known peers, except that of the target server

Each peer receiving an ENRP_I NIl T_TAKEOVER nessage fromthe initiating
server MJST take the follow ng actions:

1. If the peer server determnes that it (itself) is the target
server indicated in the ENRP_I NI T_TAKEOVER nessage, it MJST
i medi at el y announce an ENRP_PRESENCE nessage to all its peer

ENRP servers in an attenpt to stop this takeover process. This
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indicates a false failure-detection case by the initiating
server. The initiating server MJST stop the takeover operation
by marking the target server as "active" and taking no further
t akeover actions.

2. If the peer server finds that it has already started its own
t akeover arbitration process on the sane target server, it MJST
performthe follow ng arbitration:

A. If the peer’s server IDis snmaller in value than the Sending
Server’s IDin the arrived ENRP_I NI T_TAKEOVER nessage, the
peer server MJST i nmmedi ately abort its own take-over attenpt
by taking no further takeover actions of its own. Nboreover
the peer MUST mark the target server as "not active" on its
internal peer list so that its status will no |onger be
nmoni tored by the peer, and reply to the initiating server
wi th an ENRP_I NI T_TAKEOVER_ACK nessage.

B. Oherw se, the peer MIST ignore the ENRP_I NI T_TAKEOVER
nessage

3. If the peer finds that it is neither the target server nor is in
its own takeover process, the peer MIST: a) mark the target
server as "not active" on its internal peer list so that its
status will no | onger be nonitored by this peer, and b) MJST
reply to the initiating server with an ENRP_I NI T_TAKEOVER ACK
nessage

Once the initiating server has received the ENRP_I NI T_TAKEOVER ACK
message fromall of its currently known peers (except for the target
server), it MJST consider that it has won the arbitration and MJST
proceed to conplete the takeover, followi ng the steps described in
Section 3.5.2.

However, if it receives an ENRP_PRESENCE fromthe target server at
any point in the arbitration process, the initiating server MJST

i medi ately stop the takeover process and mark the status of the
target server as "active"

3.5.2. Takeover Target Peer Server

The initiating ENRP server MUST first send, via an announcenent, an
ENRP_TAKEOVER SERVER nessage to informall its active peers that the
t akeover has been enforced. The target server’'s ID MJST be filled in
the message. The initiating server SHOULD then renove the target
server fromits internal peer |ist.
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Then, it SHOULD exanmine its |local copy of the handl espace and cl ai m
ownershi p of each of the PEs originally owned by the target server
by follow ng these steps:

1. mark itself as the Hone ENRP server of each of the PEs originally
owned by the target server

2. send a point-to-point ASAP_ENDPO NT_KEEP_ALI VE nessage, with the
'"H flag set to "1, to each of the PEs. This will trigger the
PE to adopt the initiating sever as its new Home ENRP server.

When a peer receives the ENRP_TAKEOVER SERVER nessage fromthe
initiating server, it SHOULD update its local peer list and PE cache
by follow ng these steps:

1. renove the target server fromits internal peer |ist;

2. update the Hone ENRP server of each PEin its local copy of the
handl espace to be the sender of the nessage, i.e., the initiating
server.

3.6. Handl espace Data Auditing and Re-synchronization

Message | osses or certain tenporary breaks in network connectivity
may result in data inconsistency in the |ocal handl espace copy of
sone of the ENRP servers in an operational scope. Therefore, each
ENRP server in the operational scope SHOULD periodically verify that
its local copy of handl espace data is still in sync with that of its
peers.

This section defines the auditing and re-synchroni zati on procedures
for an ENRP server to nmaintain its handl espace data consi stency.

3.6.1. Auditing Procedures

A checksum covering the data that should be the sane is exchanged to
figure out whether or not the data is the sane.

The auditing of handl espace consistency is based on the foll ow ng
procedures:

1. An ENRP server SHOULD keep a separate PE checksum (a 16-bit
i nteger internal variable) for each of its known peers and for
itself. For an ENRP server with 'k’ known peers, we denote these
internal variables as "pe_checksumpr0", "pe_checksumprl", ...
"pe_checksum prk", where "pe_checksumpr0" is the server’s own PE
checksum The list of what these checksuns cover and a detail ed
algorithmfor calculating themis given in Section 3.6. 2.
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2. Each tinme an ENRP server sends out an ENRP_PRESENCE, it MJST
include in the nessage its current PE checksum (i.e
"pe_checksum pr0").

3. Wen an ENRP server (server A) receives a PE checksum (carried in
an arrived ENRP_PRESENCE) from a peer ENRP server (server B),
server A SHOULD conpare the PE checksum found in the
ENRP_PRESENCE with its own internal PE checksum of server B
(i.e., "pe_checksumprB").

4. |If the two values nmatch, server A wll consider that there is no
handl espace i nconsi stency between itself and server B, and it
shoul d take no further actions.

5. If the two values do NOT match, server A SHOULD consider that
there is a handl espace inconsi stency between itself and server B,
and a re-synchronization process SHOULD be carried out
i mediately with server B (see Section 3.6.3).

3.6.2. PE Checksum Cal cul ati on Al gorithm

When an ENRP server (server A) calculates an internal PE checksum for
a peer (server B), it MJST use the followi ng algorithm

Let us assune that in server A's internal handl espace, there are
currently "M PEs that are owned by server B. Each of the 'M PEs
will then contribute to the checksum cal culation with the foll ow ng
byt e bl ock:

0 1 2 3

01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
Pool handl e string of the pool the PE bel ongs (padded with
zeros to next 32-bit word boundary, if needed)

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

| PE Id (4 octets) |
B s S S i i i ks a ks st S S S S S S

Note, these are not TLVs. This byte block gives each PE a uni que
byte pattern in the scope. The 16-bit PE checksum for server B
"pe_checksum prB" is then cal cul ated over the byte bl ocks contributed
by the "M PEs one by one. The PE checksum cal cul ati on MJST use the
Internet algorithmdescribed in [ RFC1071].

Server A MUST calculate its own PE checksum (i.e., "pe_checksum pr0")
in the same fashion, using the byte blocks of all the PEs owned by
itself.
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Not e, whenever an ENRP finds that its internal handl espace has
changed (e.g., due to PE registration/de-registration, receiving peer
updates, renoving failed PEs, downl oadi ng handl espace pieces froma
peer, etc.), it MJST i mediately update all its internal PE checksuns
that are affected by the change.

| rpl enent ati on Note: when the internal handl espace changes (e.g., a
new PE added or an existing PE renobved), an inplenentation need not
re-calculate the affected PE checksum it can instead sinply update
t he checksum by addi ng or subtracting the byte bl ock of the
correspondi ng PE fromthe previous checksum val ue.

3.6.3. Re-Synchronization Procedures

If an ENRP server determines that there is inconsistency between its
| ocal handl espace data and a peer’s handl espace data with regard to
the PEs owned by that peer, it MJST performthe following steps to
re-synchroni ze the data:

1. The ENRP server SHOULD first "mark" every PE it knows about that
is owned by the peer in its local handl espace database;

2. The ENRP server SHOULD then send an ENRP_HANDLE TABLE REQUEST
message with the Wflag set to '1" to the peer to request a
complete list of PEs owned by the peer

3. Upon reception of the ENRP_HANDLE TABLE REQUEST nessage with the
Wflag set to '1', the peer server SHOULD i nmedi ately respond
wi th an ENRP_HANDLE TABLE RESPONSE nessage listing all PEs
currently owned by the peer

4. Upon reception of the ENRP_HANDLE TABLE RESPONSE nessage, the
ENRP server SHOULD transfer the PE entries carried in the nessage
into its local handl espace database. |If a PE entry being
transferred already exists in its |ocal database, the ENRP server
MUST replace the entry with the copy found in the nessage and
renove the "mark" fromthe entry

5. After transferring all the PE entries fromthe received
ENRP_HANDLE TABLE RESPONSE nmessage into its |ocal database, the
ENRP server SHOULD check whether there are still PE entries that
remain "marked" in its local handl espace. |f so, the ENRP server
SHOULD silently renove those "nmarked" entries.

Note, similar to what is described in Section 3.2.3, the peer may

reject the ENRP_HANDLE TABLE REQUEST or use nore than one
ENRP_HANDLE_TABLE RESPONSE nessage to respond.
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3.

4.

4.

7. Handling Unrecogni zed Messages or Unrecogni zed Paraneters

When an ENRP server receives an ENRP nessage with an unknown nessage
type or a nessage of known type that contains an unknown paraneter,
it SHOULD handl e the unknown message or the unknown paraneter
according to the unrecogni zed nessage and paraneter handling rul es
defined in Sections 3 and 4 in [ RFC5354].

According to the rules, if an error report to the nessage sender is
needed, the ENRP server that discovered the error SHOULD send back an
ENRP_ERROR nessage with a proper error cause code

Vari abl es and Threshol ds

1. Vari abl es

peer _last_heard - The local tinme that a peer server was |ast heard
(via receiving either a group-cast or point-to-point nmessage from
t he peer).

pe_checksum pr - The internal 16-bit PE checksumthat an ENRP server

keeps for a peer. A separate PE checksumis kept for each of its
known peers as well as for itself.

4.2. Thresholds

PEER- HEARTBEAT- CYCLE - The period for an ENRP server to announce a
heart beat nessage to all its known peers. (Default=30 secs.)

MAX- TI ME- LAST- HEARD - Pre-set threshold for how | ong an ENRP server
will wait before considering a silent peer server potentially
dead. (Default=61 secs.)

MAX- TI ME- NO- RESPONSE - Pre-set threshold for how | ong a nmessage
sender will wait for a response after sending out a nessage.
(Defaul t=5 secs.)

| ANA Consi derati ons
Thi s docunment (RFC 5353) is the reference for all registrations

described in this section. Al registrations have been listed on the
RSer Pool Par aneters page.
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5.1. A New Tabl e for ENRP Message Types

ENRP Message Types are maintained by 1ANA.  Ten initial values have
been assigned by | ANA, as described in Figure 1. |ANA created a new
tabl e, "ENRP Message Types":

Type Message Nane Ref er ence
0x00 (Reserved by | ETF) RFC 5353
0x01 ENRP_PRESENCE RFC 5353
0x02 ENRP_HANDLE_TABLE REQUEST RFC 5353
0x03 ENRP_HANDLE_TABLE_RESPONSE  RFC 5353
0x04 ENRP_HANDLE_UPDATE RFC 5353
0x05 ENRP_LI ST_REQUEST RFC 5353
0x06 ENRP_LI ST_RESPONSE RFC 5353
0x07 ENRP_I NI T_TAKEOVER RFC 5353
0x08 ENRP_I NI T_TAKEOVER_ACK RFC 5353
0x09 ENRP_TAKEOVER_SERVER RFC 5353
0x0a ENRP_ERROR RFC 5353

0x0b-0xff (Available for assignnment) RFC 5353
Requests to regi ster an ENRP Message Type in this table should be
sent to | ANA. The nunber nust be unique. The "Specification
Requi red" policy of [RFC5226] MJST be appli ed.

5.2. A New Table for Update Action Types

Update Types are nmaintained by |ANA.  Two initial values have been
assigned by 1ANA. [ ANA created a new table, "Update Action Types"

Type Update Action Ref er ence
0x0000 ADD_PE RFC 5353
0x0001 DEL_PE RFC 5353

0x0002-0xffff (Available for assignment) RFC 5353
Requests to register an Update Action Type in this table should be

sent to | ANA. The nunber nust be unique. The "Specification
Requi red" policy of [RFC5226] MJST be appli ed.
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5.3.

5. 4.

6.

6.

Port Nunbers

The references for the already assigned port nunbers
enr p-udp 9901/ udp
enrp-sctp 9901/ sctp
enrp-sctp-tls 9902/ sctp

have been updated to RFC 5353.

SCTP Payl oad Protocol Identifier

The reference for the already assi gned ENRP payl oad protoco
identifier 12 have been updated to RFC 5353.

Security Considerations

We present a summary of the threats to the RSerPool architecture and
describe security requirenents in response to nitigate the threats.
Next, we present the security mechani snms, based on TLS, that are

i npl ementation requirenments in response to the threats. Finally, we
present a chain-of-trust argunent that examines critical data paths
i n RSerPool and shows how these paths are protected by the TLS

i mpl enent ati on.

Summary of RSer Pool Security Threats

"Threats Introduced by Reliable Server Pooling (RSerPool) and
Requirements for Security in Response to Threats" [RFC5355] describes
the threats to the RSerPool architecture in detail and lists the
security requirements in response to each threat. Fromthe threats
described in this docunent, the security services required for the
RSer Pool protocol are enunerated bel ow

Threat 1) PE registration/de-registration flooding or spoofing

Security nechanismin response: ENRP server authenticates the PE

Threat 2) PE registers with a malicious ENRP server

Security nechanismin response: PE authenticates the ENRP server

Threats 1 and 2, taken together, result in nutual authentication of
the ENRP server and the PE.
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Threat 3) Malicious ENRP server joins the ENRP server poo

Security nechanismin response: ENRP servers nutual ly authenticate.

Threat 4) A PU communi cates with a malicious ENRP server for handle
resol ution

Security nechanismin response: The PU aut henticates the ENRP server

Threat 5) Replay attack
Security nechanismin response: Security protocol that has protection
fromreplay attacks.

Threat 6) Corrupted data that causes a PU to have nisinformation
concerning a pool handl e resol ution

Security nechanismin response: Security protocol that supports
integrity protection

Threat 7) Eavesdropper snoopi ng on handl espace information
Security nechanismin response: Security protocol that supports data
confidentiality.

Threat 8) Flood of ASAP_ENDPO NT_UNREACHABLE nessages fromthe PU to
ENRP server

Security nechanismin response: ASAP nust control the nunber of ASAP
endpoi nt unreachabl e nessages transnmtted fromthe PUto the ENRP
server.

Threat 9) Flood of ASAP_ENDPO NT_KEEP_ALI VE nessages to the PE from
the ENRP server

Security nechanismin response: ENRP server nust control the nunber
of ASAP_ENDPO NT_KEEP_ALI VE nmessages to the PE.

To summari ze, threats 1-7 require security mechani sns that support
aut hentication, integrity, data confidentiality, and protection from
repl ay attacks.

For RSerPool, we need to authenticate the follow ng:

PU <---- ENRP server (PU authenticates the ENRP server)
PE <----> ENRP server (nutual authentication)
ENRP server <----- > ENRP server (nutual authentication)
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6.2. Inplenmenting Security Mechani sns

We do not define any new security mechani snms specifically for
responding to threats 1-7. Rather, we use an existing | ETF security
protocol, specifically [RFC3237], to provide the security services
required. TLS supports all these requirenents and MJST be

i mpl enented. The TLS RSA W TH AES 128 CBC SHA ci phersuite MJST be
supported, at a mininum by inplenenters of TLS for RSerPool. For
pur poses of backwards conpatibility, ENRP SHOULD support

TLS RSA W TH 3DES EDE CBC SHA. I nplenenters MAY al so support any

ot her | ETF-approved ci phersuites.

ENRP servers, PEs, and PUs MJST inplenent TLS. ENRP servers and PEs
MUST support nutual authentication using PSK. ENRP servers MJST
support rmutual authentication anong thensel ves using PSK.  PUs MJST
aut henticate ENRP servers using certificates.

TLS with PSK is mandatory to i nplenent as the authentication
mechani smfor ENRP to ENRP authentication and PE to ENRP

aut hentication. For PSK, having a pre-shared-key constitutes

aut hori zation. The network adm nistrators of a pool need to decide

whi ch nodes are authorized to participate in the pool. The
justification for PSK is that we assunme that one adm nistrative
domain will control and manage the server pool. This allows for PSK

to be inplenented and nmanaged by a central security adm nistrator

TLS with certificates is mandatory to i nplenment as the authentication
mechani smfor PUs to the ENRP server. PUs MJST authenticate ENRP
servers using certificates. ENRP servers MJST possess a site
certificate whose subject corresponds to their canonical hostnane.
PUs MAY have certificates of their own for nmutual authentication with
TLS, but no provisions are set forth in this docunent for their use.
Al'l RSerPool elenents that support TLS MJST have a nechani sm for
validating certificates received during TLS negotiation; this entails
possession of one or nore root certificates issued by certificate
authorities (preferably, well-known distributors of site certificates
conparable to those that issue root certificates for web browsers).

In order to prevent nman-in-the-middl e attacks, the client MJST verify
the server’s identity (as presented in the server’'s Certificate
message). The client’s understanding of the server’s identity
(typically the identity used to establish the transport connection)
is called the "reference identity". The client determ nes the type
(e.g., DNS nanme or |P address) of the reference identity and perforns
a conparison between the reference identity and each subject Al t Name
val ue of the corresponding type until a match is produced. Once a
match is produced, the server’'s identity has been verified, and the
server identity check is conplete. D fferent subjectAl tNane types
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are matched in different ways. The client nay nmap the reference
identity to a different type prior to perforning a conparison

Mappi ngs may be perfornmed for all available subjectAtNanme types to
which the reference identity can be mapped; however, the reference
identity should only be mapped to types for which the mapping is
either inherently secure (e.g., extracting the DNS nane froma URlI to
conpare with a subject AltNane of type dNSNane) or for which the
mapping is performed in a secure manner (e.g., using DNS Security
(DNSSEC), or using user- or adm n-configured host-to-address/

addr ess-to-host | ookup tables).

If the server identity check fails, user-oriented clients SHOULD
either notify the user or close the transport connection and indicate
that the server’'s identity is suspect. Automated clients SHOULD

cl ose the transport connection and then return or log an error
indicating that the server’s identity is suspect, or both. Beyond
the server identity check described in this section, clients should
be prepared to do further checking to ensure that the server is

aut horized to provide the service it is requested to provide. The
client may need to nmake use of local policy information in naking
this determnination.

If the reference identity is an internationalized domai n nane,
conform ng inpl enentations MJIST convert it to the ASCII Conpati bl e
Encoding (ACE) format, as specified in Section 4 of [ RFC3490], before
conmpari son with subject At Name val ues of type dNSNane. Specifically,
conform ng i npl ement ati ons MUST perform the conversion operation
specified in Section 4 of [RFC3490] as follows: * in step 1, the
domai n nane SHALL be considered a "stored string”; * in step 3, set
the flag called "UseSTD3ASCI | Rules"; * in step 4, process each | abe
with the "ToASCII" operation; and * in step 5, change all | abel
separators to WO002E (full stop).

After performng the "to-ASCII" conversion, the DNS | abel s and nanes
MUST be conpared for equality according to the rules specified in
Section 3 of RFC 3490. The '*' (ASCI| 42) wildcard character is

al l owed in subjectAltNanme val ues of type dNSNane, and then, only as
the left-nost (least significant) DNS | abel in that value. This

wi | dcard matches any |l eft-nost DNS | abel in the server name. That
is, the subject *.exanple.com matches the server nanes a.exanpl e.com
and b. exanpl e.com but does not match exanple.com or a.b.exanple.com

When the reference identity is an | P address, the identity MJST be
converted to the "network byte order"” octet string representati on RFC
791 [ RFC0791] and RFC 2460 [ RFC2460]. For |IP version 4, as specified
in RFC 791, the octet string will contain exactly four octets. For
I P version 6, as specified in RFC 2460, the octet string will contain
exactly sixteen octets. This octet string is then conpared agai nst
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subj ect Al t Nane val ues of type i PAddress. A match occurs if the
reference identity octet string and val ue octet strings are
i denti cal

After a TLS layer is established in a session, both parties are to

i ndependent |y deci de whether or not to continue based on |ocal policy
and the security level achieved. |If either party decides that the
security level is inadequate for it to continue, it SHOULD renove the
TLS layer inmediately after the TLS (re)negotiati on has conpl eted
(see RFC 4511)[ RFC4511]. Inplenentations may re-eval uate the
security level at any time and, upon finding it inadequate, should
renove the TLS | ayer.

| mpl enent ati ons MUST support TLS with SCTP, as described in [ RFC3436]
or TLS over TCP, as described in [RFC5246]. When using TLS/ SCTP we
must ensure that RSerPool does not use any features of SCTP that are
not available to a TLS/ SCTP user. This is not a difficult technica
problem but sinply a requirenment. Wen describing an APl of the
RSer Pool | ower |ayer, we also have to take into account the

di fferences between TLS and SCTP

Threat 8 requires the ASAP protocol to limt the nunber of
ASAP_ENDPO NT_UNREACHABLE nessages (see Section 3.5 of RFC 5352) to
the ENRP server.

Threat 9 requires the ENRP protocol to linit the nunber of
ASAP_ENDPO NT_KEEP_ALI VE nmessages fromthe ENRP server to the PE

There is no security nechani smdefined for the nulticast
announcenents. Therefore, a receiver of such an announcenent cannot
consi der the source address of such a nessage to be a trustworthy
address of an ENRP server. A receiver nust al so be prepared to
receive a large number of multicast announcenments from attackers.

6.3. Chain of Trust

Security is nandatory to inplenent in RSerPool and is based on TLS
i mpl enentation in all three architecture conponents that conprise

RSer Pool -- namely PU, PE, and the ENRP server. W define an ENRP
server that uses TLS for all communication and aut henticates ENRP

peers and PE registrants to be a secured ENRP server

Here is a description of all possible data paths and a description of
the security.
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PU <---> secured ENRP server (authentication of ENRP server;
gueries over TLS)

PE <---> secured ENRP server (rmutual authentication;
regi stration/de-registration over TLS)

secured ENRP server <---> secured ENRP server (nutual authentication
dat abase updates using TLS)

If all conponents of the system authenticate and comuni cate using
TLS, the chain of trust is sound. The root of the trust chain is the
ENRP server. |If that is secured using TLS, then security will be
enforced for all ENRP and PE components that try to connect to it.

Summary of interaction between secured and unsecured conponents: |f
the PE does not use TLS and tries to register with a secure ENRP
server, it will receive an error nessage response indicated as an
error due to security considerations and the registration will be
rejected. |If an ENRP server that does not use TLS tries to update
t he dat abase of a secure ENRP server, then the update will be
rejected. |If a PU does not use TLS and communi cates with a secure
ENRP server, it will get a response with the understanding that the
response i s not secure, as the response can be tanpered with in
transit even if the ENRP database is secured.

The final case is the PU sending a secure request to ENRP. It night
be that ENRP and PEs are not secured and this is an allowable
configuration. The intent is to secure the conmunication over the

I nternet between the PU and the ENRP server

Summary:

RSer Pool architecture conponents can conmuni cate with each other to
establish a chain of trust. Secured PE and ENRP servers reject any
conmuni cations with unsecured ENRP or PE servers.

If the above is enforced, then a chain of trust is established for
t he RSer Pool user.
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Intell ectual Property
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Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
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copyrights, patents or patent applications, or other proprietary
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this standard. Please address the information to the |ETF at
ietf-ipr@etf.org.

Xie, et al. Experi ment al [ Page 39]



