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Status of This Menp

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

Thi s docunent describes a mechanismfor a restarting router to signal
to its neighbors that it is restarting, allowing themto reestablish
their adjacencies without cycling through the down state, while still
correctly initiating database synchronization.

Thi s docunent additionally describes a mechanismfor a restarting
router to determine when it has achieved Link State Protocol Data
Unit (LSP) database synchronization with its nei ghbors and a

mechani smto optim ze LSP dat abase synchroni zation, while mnim zing
transient routing disruption when a router starts. This docunent
obsol et es RFC 3847.
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1

Overvi ew

The Internediate Systemto Intermediate System (I1S-1S) routing
protocol [RFC1195] [I1SOL0589] is a link state intra-domain routing
protocol. Normally, when an IS-1S router is restarted, tenporary
di sruption of routing occurs due to events in both the restarting
router and the nei ghbors of the restarting router

The router that has been restarted conputes its own routes before
achi evi ng dat abase synchroni zation with its neighbors. The results
of this computation are likely to be non-convergent with the routes
conput ed by other routers in the areal/ domain.

Nei ghbors of the restarting router detect the restart event and cycle
their adjacencies with the restarting router through the down state.
The cycling of the adjacency state causes the neighbors to regenerate
their LSPs describing the adjacency concerned. This in turn causes a
tenporary disruption of routes passing through the restarting router

In certain scenarios, the tenporary disruption of the routes is
hi ghly undesirable. This document describes nmechanisns to avoid or
m nimze the disruption due to both of these causes.

When an adjacency is reinitialized as a result of a nei ghbor
restarting, a router does three things:

1. It causes its own LSP(s) to be regenerated, thus triggering SPF
runs throughout the area (or in the case of Level 2, throughout
t he domain).

2. It sets SRMlags on its own LSP database on the adjacency
concer ned.
3. In the case of a Point-to-Point link, it transmits a conplete set

of Conpl ete Sequence Number PDUs (CSNPs), over the adjacency.

In the case of a restarting router process, the first of these is
hi ghly undesirabl e, but the second is essential in order to ensure
synchroni zati on of the LSP dat abase.

The third action above mninzes the nunber of LSPs that nust be
exchanged and, if nmde reliable, provides a neans of determ ning when
the LSP databases of the neighboring routers have been synchronized.
This is desirable whether or not the router is being restarted (so
that the overload bit can be cleared in the router’s own LSP, for
exanpl e).
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3.

3.

Thi s docunent describes a nechanismfor a restarting router to signa
that it is restarting to its neighbors, and allow themto reestablish
their adjacencies wi thout cycling through the down state, while stil
correctly initiating database synchronization

Thi s docunent additionally describes a mechanismfor a restarting
router to determne when it has achi eved LSP dat abase synchroni zation
with its neighbors and a nechanismto optinize LSP database
synchroni zati on and ninimze transient routing disruption when a
router starts.

It is assuned that the three-way handshake [ RFC5303] is being used on
Point-to-Point circuits.

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in BCP 14, [RFC2119].

If the control and forwarding functions in a router can be maintained
i ndependently, it is possible for the forwarding function state to be
mai nt ai ned across a resunption of control function operations. This
functionality is assuned when the terns "restart/restarting" are used
in this docunent.

The terms "start/starting" are used to refer to a router in which the
control function has either conmenced operations for the first time
or has resunmed operations, but the forwarding functions have not been
mai ntained in a prior state.

The ternms "(re)start/(re)starting" are used when the text is
applicable to both a "starting" and a "restarting" router.

Appr oach

1. Tiners

Three additional tiners, T1, T2, and T3, are required to support the
functionality defined in this docunent.

An instance of the tiner Tl is nmintained per interface, and
i ndicates the tinme after which an unacknow edged (re)start attenpt
will be repeated. A typical value night be 3 seconds.
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An instance of the tinmer T2 is maintained for each LSP database
(LSPDB) present in the system i.e., for a Level 1/2 system there
will be an instance of the timer T2 for Level 1 and an instance for
Level 2. This is the maxinumtinme that the systemw Il wait for
LSPDB synchroni zation. A typical value mght be 60 seconds.

A single instance of the tiner T3 is nmaintained for the entire
system It indicates the time after which the router will declare
that it has failed to achieve database synchronization (by setting
the overload bit inits owmn LSP). This is initialized to 65535
seconds, but is set to the mnimumof the remaining tinmes of received
IS-1S Hellos (Il Hs) containing a restart TLV with the Restart

Acknow edgenent (RA) set and an indication that the nei ghbor has an
adj acency in the "UP" state to the restarting router.

NOTE: The timer T3 is only used by a restarting router.
3.2. Restart TLV

A new TLV is defined to be included in IIH PDUs. The presence of
this TLV indicates that the sender supports the functionality defined
in this docunent and it carries flags that are used to convey
information during a (re)start. Al IIHs transmtted by a router
that supports this capability MJST include this TLV.

Type 211
Length: Nunber of octets in the Value field (1 to (3 + ID Length))
Val ue
No. of octets
demmemeeeeeeeeieaaaaan +
| FI ags | 1
o e e e e e e e e oo +
| Reraining Time | 2
o e e e e e e oo +
| Restarting Nei ghbor 1D I D Length
T +
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Fl ags (1 octet)

0 1 2 3 4 5 6 7
B T S S
| Reserved | SA| RA| RR
B i S EIPE SE SR SR

RR - Restart Request
RA - Restart Acknow edgenent
SA - Suppress adj acency adverti senent

(Note: Remaining fields are required when the RA bit is set.)
Remaining Tinme (2 octets)
Remai ni ng holding tinme (in seconds)
Restarting Nei ghbor System ID (ID Length octets)

The System I D of the neighbor to which an RA refers. Note:

| mpl enent ati ons based on earlier versions of this docunent may not
include this field in the TLV when the RAis set. |In this case, a
router that is expecting an RA on a LAN circuit SHOULD assune t hat
the acknow edgenent is directed at the |ocal system

3.2.1. Use of RRand RA Bits

The RR bit is used by a (re)starting router to signal to its

nei ghbors that a (re)start is in progress, that an existing adjacency
SHOULD be nai ntai ned even under circunstances when the nornal
operation of the adjacency state nmachi ne woul d require the adjacency
to be reinitialized, to request a set of CSNPs, and to request
setting of the SRMI ags.

The RA bit is sent by the neighbor of a (re)starting router to
acknow edge the receipt of a restart TLV with the RR bit set.

When t he nei ghbor of a (re)starting router receives an I[IH with the
restart TLV having the RR bit set, if there exists on this interface
an adjacency in state "UP" with the sane System ID, and in the case
of a LANcircuit, with the same source LAN address, then
irrespective of the other contents of the "Internedi ate System

Nei ghbors" option (LAN circuits) or the "Point-to-Point Three-Wy
Adj acency" option (Point-to-Point circuits):

a. the state of the adjacency is not changed. |If this is the first

ITHwith the RR bit set that this system has recei ved associ at ed
with this adjacency, then the adjacency is narked as being in
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"Restart node" and the adjacency holding tine is refreshed --
otherwi se, the holding time is not refreshed. The "renaining
time" transmitted according to (b) bel ow MIST refl ect the actua
time after which the adjacency will now expire. Receipt of a
normal I1Hwith the RR bit reset will clear the "Restart node"
state. This procedure allows the restarting router to cause the
nei ghbor to nmaintain the adjacency |ong enough for restart to
successfully conplete, while also preventing repetitive restarts
from mai ntai ning an adj acency indefinitely. Wether or not an
adj acency is marked as being in "Restart node" has no effect on
adj acency state transitions.

b. imediately (i.e., without waiting for any currently running
timer interval to expire, but with a small random delay of a few
tens of mlliseconds on LANs to avoid "stornms") transnit over the
corresponding interface an I1H including the restart TLV with the
RR bit clear and the RA bit set, in the case of Point-to-Point
adj acenci es havi ng updated the "Point-to-Point Three-Way
Adj acency" option to reflect any new val ues received fromthe
(re)starting router. (This allows a restarting router to quickly
acquire the correct information to place in its hellos.) The
"Remai ni ng Ti me" MJST be set to the current time (in seconds)
before the holding timer on this adjacency is due to expire. |If
the corresponding interface is a LAN interface, then the
Restarting Nei ghbor System | D SHOULD be set to the System | D of
the router fromwhich the IIHwth the RR bit set was received.
This is required to correctly associate the acknow edgenent and
holding tine in the case where nultiple systems on a LAN restart
at approximately the same time. This IIH SHOULD be transmtted
before any LSPs or SNPs are transnmitted as a result of the
receipt of the original IIH

c. if the corresponding interface is a Point-to-Point interface, or
if the receiving router has the highest LnRouterPriority (with
t he hi ghest source MAC (Media Access Control) address breaking
ties) anong those routers to which the receiving router has an
adj acency in state "UP" on this interface whose Il Hs contain the
restart TLV, excluding adjacencies to all routers which are
considered in "Restart nmode" (note the actual DS is NOI changed
by this process), initiate the transm ssion over the
corresponding interface of a conplete set of CSNPs, and set
SRM | ags on the corresponding interface for all LSPs in the |oca
LSP dat abase.

O herwise (i.e., if there was no adjacency in the "UP" state to the

System I D in question), process the IIH as normal by reinitializing
t he adj acency and setting the RA bit in the returned IlH
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3.2.2. Use of the SABit

The SA bit is used by a starting router to request that its nei ghbor
suppress advertisenment of the adjacency to the starting router in the
nei ghbor’ s LSPs.

A router that is starting has no nmintained forwardi ng function
state. This may or nmay not be the first tine the router has started.
If this is not the first time the router has started, copies of LSPs
generated by this router in its previous incarnation may exist in the
LSP dat abases of other routers in the network. These copies are
likely to appear "newer" than LSPs initially generated by the
starting router due to the reinitialization of LSP fragnent sequence
nunbers by the starting router. This may cause tenporary bl ackhol es
to occur until the nornmal operation of the update process causes the
starting router to regenerate and flood copies of its own LSPs with
hi gher sequence nunbers. The tenporary bl ackhol es can be avoided if
the starting router’s nei ghbors suppress advertising an adjacency to
the starting router until the starting router has been able to
propagat e newer versions of LSPs generated by previous incarnations.

When a router receives an [IHwth the restart TLV having the SA bit
set, if there exists on this interface an adjacency in state "UP"
with the same SystemID, and in the case of a LANcircuit, with the
sanme source LAN address, then the router MJST suppress adverti senent
of the adjacency to the neighbor inits owm LSPs. Until an IIHwth
the SA bit clear has been received, the nei ghbor advertisenent MJST
continue to be suppressed. |If the adjacency transitions to the "UP"
state, the new adjacency MJUST NOT be advertised until an IIHwth the
SA bit clear has been received.

Note that a router that suppresses advertisenent of an adjacency MJST
NOT use this adjacency when performng its SPF calculation. In
particular, if an inplenentation foll ows the exanpl e guidelines
presented in [I1S0OL0589], Annex C 2.5, Step 0:b) "pre-load TENT with
the | ocal adjacency database", the suppressed adjacency MJIST NOT be

| oaded into TENT.

3.3. Adjacency (Re)Acquisition
Adj acency (re)acquisition is the first step in (re)initialization
Restarting and starting routers will nmake use of the RRbit in the

restart TLV, though each will use it at different stages of the
(re)start procedure.
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3.3.1. Adjacency Reacquisition during Restart

The restarting router explicitly notifies its neighbor that the

adj acency i s being reacquired, and hence that it SHOULD NOT
reinitialize the adjacency. This is achieved by setting the RR bit
in the restart TLV. Wen the neighbor of a restarting router
receives an IIHwth the restart TLV having the RR bit set, if there
exists on this interface an adjacency in state "UP" with the sane
System ID, and in the case of a LAN circuit, with the sane source LAN
address, then the procedures described in Section 3.2.1 are foll owed.

A router that does not support the restart capability will ignore the
restart TLV and reinitialize the adjacency as nornal, returning an
I1H without the restart TLV.

On restarting, a router initializes the timer T3, starts the timer T2
for each LSPDB, and for each interface (and in the case of a LAN
circuit, for each level) starts the tiner T1 and transmts an IIH
containing the restart TLV with the RR bit set.

On a Point-to-Point circuit, the restarting router SHOULD set the
"Adj acency Three-Way State" to "Init", because the receipt of the
acknow edging I'IH (with RA set) MJIST cause the adjacency to enter the
"UP" state inmediately.

On a LANcircuit, the LAN-ID assigned to the circuit SHOULD be the
sane as that used prior to the restart. |In particular, for any
circuits for which the restarting router was previously DI'S, the use
of a different LAN-ID would necessitate the generation of a new set
of pseudonode LSPs, and correspondi ng changes in all the LSPs
referencing themfromother routers on the LAN. By preserving the
LAN-1D across the restart, this churn can be prevented. To enable a
restarting router to learn the LAN-ID used prior to restart, the
LAN-1D specified in an [IlHwith RR set MIST be ignored.

Transmi ssion of "nornmal” IIHs is inhibited until the conditions
descri bed below are net (in order to avoid causi ng an unnecessary
adj acency initialization). Upon expiry of the timer T1, it is
restarted and the IIHis retransnmitted as above.

When a restarting router receives an II1H a | ocal adjacency is
established as usual, and if the IIH contains a restart TLV with the
RA bit set (and on LAN circuits with a Restart Nei ghbor SystemID
that matches that of the |Iocal system), the receipt of the

acknow edgenent over that interface is noted. Wen the RA bit is set
and the state of the renmpte adjacency is "UP', then the tinmer T3 is
set to the minimumof its current value and the value of the

"Rermai ning Tinme" field in the received IIH
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On a Point-to-Point Iink, receipt of an Il H not containing the
restart TLV is also treated as an acknow edgenent, since it indicates
that the neighbor is not restart capable. However, since no CSNP is
guaranteed to be received over this interface, the tiner Tl is
cancel |l ed i medi ately without waiting for a conplete set of CSNPs.
Synchroni zati on may t herefore be deened conpl ete even though there
are sone LSPs which are held (only) by this neighbor (see

Section 3.4). 1In this case, we also want to be certain that the

nei ghbor will reinitialize the adjacency in order to guarantee that
the SRM | ags have been set on its database, thus ensuring eventua
LSPDB synchroni zation. This is guaranteed to happen except in the
case where the Adjacency Three-Way State in the received IIHis "UP"
and t he Nei ghbor Extended Local Circuit ID natches the extended | oca
circuit I D assigned by the restarting router. 1In this case, the
restarting router MIUST force the adjacency to reinitialize by setting
the | ocal Adjacency Three-Way State to "DOM' and sendi ng a nornal
I'1H

In the case of a LAN interface, receipt of an Il H not containing the
restart TLV is unrenarkabl e since synchronization can still occur so
Il ong as at |east one of the non-restarting neighboring routers on the
LAN supports restart. Therefore, Tl continues to run in this case.

If none of the neighbors on the LAN are restart capable, T1 will
eventually expire after the locally defined nunber of retries.

In the case of a Point-to-Point circuit, the "LocalGircuitlD' and
"Extended Local Circuit ID" information contained in the Il H can be
used i Mmediately to generate an |l H containing the correct three-way
handshake information. The presence of "Nei ghbor Extended Loca
Circuit ID'" information that does not nmatch the value currently in
use by the local systemis ignored (since the IIH may have been
transmitted before the nei ghbor had received the new value fromthe
restarting router), but the adjacency renmains in the initializing
state until the correct information is received.

In the case of a LAN circuit, the source nei ghbor infornmation (e.qg.
SNPAAddress) is recorded and used for adjacency establishment and
mai nt enance as nornal .

When BOTH a conpl ete set of CSNPs (for each active level, in the case
of a Point-to-Point circuit) and an acknow edgenent have been
received over the interface, the timer Tl is cancell ed.

Once the timer T1 has been cancell ed, subsequent IIHs are transmitted

according to the normal algorithns, but including the restart TLV
with both RR and RA cl ear.
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If a LAN contains a mxture of systens, only sone of which support
the new al gorithm database synchronization is still guaranteed, but
the "ol d" systenms will have reinitialized their adjacencies

If an interface is active, but does not have any nei ghboring router
reachabl e over that interface, the tinmer T1 would never be cancell ed,
and according to Section 3.4.1.1, the SPF woul d never be run
Therefore, timer T1 is cancelled after sonme predeterni ned nunber of
expi rations (which MAY be 1).

3.3.2. Adjacency Acquisition during Start

The starting router wants to ensure that in the event that a

nei ghboring router has an adjacency to the starting router in the
"UP* state (froma previous incarnation of the starting router), this
adjacency is reinitialized. The starting router also wants

nei ghboring routers to suppress adverti senent of an adjacency to the
starting router until LSP database synchronization is achieved. This
is achieved by sending IlHs with the RR bit clear and the SA bit set
in the restart TLV. The RR bit remains clear and the SA bit renains
set in subsequent transnmissions of IlIHs until the adjacency has
reached the "UP" state and the initial T1 tinmer interval (see bel ow)
has expi red.

Receipt of an IIHwith the RRbit clear will result in the

nei ghboring router utilizing normal operation of the adjacency state
machine. This will ensure that any ol d adjacency on the nei ghboring
router will be reinitialized.

Upon receipt of an IITHwith the SA bit set, the behavior described in
Section 3.2.2 is foll owed.

Upon starting, a router starts timer T2 for each LSPDB

For each interface (and in the case of a LAN circuit, for each

| evel ), when an adjacency reaches the "UP" state, the starting router
starts a tinmer Tl and transnmits an IIH containing the restart TLV
with the RR bit clear and SA bit set. Upon expiry of the timer T1,

it is restarted and the IIHis retransmitted with both RR and SA bits
set (only the RR bit has changed state fromearlier IIHs).

Upon receipt of an ITHwith the RR bit set (regardless of whether or

not the SA bit is set), the behavior described in Section 3.2. 1 1is
fol | oned.
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When an IIH is received by the starting router and the IIH contains a
restart TLV with the RA bit set (and on LAN circuits with a Restart
Nei ghbor System I D that nmatches that of the |ocal system, the
recei pt of the acknow edgenent over that interface is noted.

On a Point-to-Point link, receipt of an Il H not containing the
restart TLV is also treated as an acknow edgenent, since it indicates
that the neighbor is not restart capable. Since the neighbor wll
have reinitialized the adjacency, this guarantees that SRMI| ags have
been set on its database, thus ensuring eventual LSPDB
synchroni zati on. However, since no CSNP is guaranteed to be received
over this interface, the tiner Tl is cancelled i medi ately w thout

wai ting for a conplete set of CSNPs. Synchronization nmay therefore
be deened conpl ete even though there are some LSPs that are held
(only) by this neighbor (see Section 3.4).

In the case of a LAN interface, receipt of an Il H not containing the
restart TLV is unrenarkabl e since synchronization can still occur so
Il ong as at | east one of the non-restarting nei ghboring routers on the
LAN supports restart. Therefore, T1 continues to run in this case.

I f none of the neighbors on the LAN are restart capable, T1 will
eventually expire after the locally defined nunber of retries. The
usual operation of the update process will ensure that

synchroni zation is eventual |l y achieved.

Wien BOTH a conpl ete set of CSNPs (for each active level, in the case
of a Point-to-Point circuit) and an acknow edgenent have been
received over the interface, the timer T1 is cancelled. Subsequent
IlHs sent by the starting router have the RR and RA bits clear and
the SA bit set in the restart TLW.

Timer T1 is cancelled after some predeterni ned nunmber of expirations
(whi ch MAY be 1).

When the T2 tiner(s) are cancelled or expire, transm ssion of
"normal" IlHs (with RR, RA, and SA bits clear) wll begin.

3.3.3. Miltiple Levels
A router that is operating as both a Level 1 and a Level 2 router on
a particular interface MJIST performthe above operations for each
| evel
On a LAN interface, it MJST send and receive both Level 1 and Level 2

I1Hs and performthe CSNP synchronizati ons i ndependently for each
| evel
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On a Point-to-Point interface, only a single IlH (indicating support
for both levels) is required, but it MJST performthe CSNP
synchroni zati ons i ndependently for each |evel

3. 4. Database Synchroni zation

When a router is started or restarted, it can expect to receive a
compl ete set of CSNPs over each interface. The arrival of the
CSNP(s) is now guaranteed, since an IIHwth the RR bit set will be
retransmtted until the CSNP(s) are correctly received.

The CSNPs describe the set of LSPs that are currently held by each
nei ghbor. Synchronization will be conplete when all these LSPs have
been received.

When (re)starting, a router starts an instance of timer T2 for each
LSPDB as described in Section 3.3.1 or Section 3.3.2. In addition to
normal processing of the CSNPs, the set of LSPIDs contained in the
first conplete set of CSNPs received over each interface is recorded,

together with their remaining lifetinme. |In the case of a LAN
interface, a conplete set of CSNPs MJUST consi st of CSNPs received
from nei ghbors that are not restarting. |If there are nmultiple

interfaces on the (re)starting router, the recorded set of LSPIDs is
t he union of those received over each interface. LSPs with a
remaining lifetinme of zero are NOT so recorded.

As LSPs are received (by the nornal operation of the update process)
over any interface, the corresponding LSPID entry is renoved (it is
al so renoved if an LSP arrives before the CSNP containing the
reference). Wen an LSPID has been held in the list for its
indicated remaining lifetime, it is renoved fromthe list. Wen the
list of LSPIDs is enpty and the timer Tl has been cancelled for al
the interfaces that have an adjacency at this level, the tinmer T2 is
cancel | ed.

At this point, the |ocal database is guaranteed to contain all the
LSP(s) (either the sane sequence nunber or a nore recent sequence
nunmber) that were present in the neighbors’ databases at the tine of
(re)starting. LSPs that arrived in a neighbor’s database after the
time of (re)starting may or may not be present, but the normal
operation of the update process will guarantee that they wl|l
eventually be received. At this point, the |ocal database is deened
to be "synchroni zed"
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Since LSPs nmentioned in the CSNP(s) with a zero remaining lifetine
are not recorded, and those with a short remaining lifetine are
deleted fromthe list when the lifetinme expires, cancellation of the
timer T2 will not be prevented by waiting for an LSP that will never
arrive.

3.4.1. LSP Generation and Fl oodi ng and SPF Conputation

The operation of a router starting, as opposed to restarting, is
somewhat different. These two cases are dealt with separately bel ow

3.4.1.1. Restarting

In order to avoid causi ng unnecessary routing churn in other routers,
it is highly desirable that the router’s own LSPs generated by the
restarting systemare the sane as those previously present in the
networ k (assum ng no ot her changes have taken place). It is

i mportant therefore not to regenerate and flood the LSPs until all

t he adj acenci es have been re-established and any infornmation required
for propagation into the local LSPs is fully available. Ideally, the
information is loaded into the LSPs in a deterministic way, such that
the sane information occurs in the sane place in the sane LSP (and
hence the LSPs are identical to their previous versions). |If this
can be achi eved, the new versions nmay not even cause SPF to be run in
ot her systens. However, provided the sane information is included in
the set of LSPs (albeit in a different order, and possibly different
LSPs), the result of running the SPF will be the sanme and will not
cause churn to the forwardi ng tables.

In the case of a restarting router, none of the router’s own LSPs are
transmitted, nor are the router’s own forwarding tables updated while
the timer T3 is running.

Redi stribution of inter-level information MUST be regenerated before
this router’s LSP is flooded to other nodes. Therefore, the Level-n
non- pseudonode LSP(s) MJUST NOT be flooded until the other level's T2
tinmer has expired and its SPF has been run. This ensures that any
inter-level information that is to be propagated can be included in
the Level -n LSP(s).

During this period, if one of the router’s own (including
pseudonodes) LSPs is received, which the |ocal router does not
currently have in its own database, it is NOT purged. Under nornal
operation, such an LSP would be purged, since the LSP clearly should
not be present in the global LSP database. However, in the present
ci rcunmst ances, this would be highly undesirable, because it could
cause premature renoval of a router’s own LSP -- and hence churn in
renote routers. Even if the |l ocal systemhas one or nore of the
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router’s own LSPs (which it has generated, but not yet transmtted),

it is still not valid to conpare the received LSP against this set,
since it may be that as a result of propagati on between Level 1 and
Level 2 (or vice versa), a further router’s own LSP will need to be

gener ated when the LSP dat abases have synchroni zed.

During this period, a restarting router SHOULD send CSNPs as it
normal ly would. Information about the router’s own LSPs MAY be
included, but if it is included it MJST be based on LSPs that have
been received, not on versions that have been generated (but not yet
transmitted). This restriction is necessary to prevent premature
renoval of an LSP fromthe gl obal LSP database.

Wien the timer T2 expires or is cancelled indicating that

synchroni zation for that level is conplete, the SPF for that level is
run in order to derive any information that is required to be
propagated to another |evel, but the forwarding tables are not yet
updat ed.

Once the other level’s SPF has run and any inter-1|evel propagation
has been resolved, the router’s own LSPs can be generated and
flooded. Any own LSPs that were previously ignored, but that are not
part of the current set of own LSPs (including pseudonodes), MJST
then be purged. Note that it is possible that a Designated Router
change nmay have taken place, and consequently the router SHOULD purge
t hose pseudonode LSPs that it previously owned, but that are now no

| onger part of its set of pseudonode LSPs.

VWhen all the T2 timers have expired or been cancelled, the tinmer T3
is cancelled and the | ocal forwarding tables are updated.

If the timer T3 expires before all the T2 tiners have expired or been
cancel l ed, this indicates that the synchronization process is taking
| onger than the mninum holding tinme of the neighbors. The router’s
own LSP(s) for levels that have not yet conpleted their first SPF
conputation are then flooded with the overload bit set to indicate
that the router’s LSPDB is not yet synchroni zed (and therefore other
routers MJST NOT conpute routes through this router). Nornal
operation of the update process resunes, and the | ocal forwarding

tables are updated. In order to prevent the nei ghbor’s adjacencies
fromexpiring, IlHs with the nornmal interface value for the holding
tinme are transmitted over all interfaces with neither RR nor RA set

in the restart TLV. This will cause the neighbors to refresh their
adj acencies. The router’s own LSP(s) will continue to have the
overload bit set until timer T2 has expired or been cancell ed.
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3.4.1.2. Starting

In the case of a starting router, as soon as each adjacency is

est abli shed, and before any CSNP exchanges, the router’s own zeroth
LSP is transmitted with the overload bit set. This prevents other
routers fromconputing routes through the router until it has
reliably acquired the conplete set of LSPs. The overload bit remains
set in subsequent transnissions of the zeroth LSP (such as will occur
if a previous copy of the router’s own zeroth LSP is still present in
the network) while any timer T2 is running.

When all the T2 tinmers have been cancelled, the router’s own LSP(s)
MAY be regenerated with the overload bit clear (assuming the router
is not in fact overloaded, and there is no other reason, such as

i nconpl ete BGP convergence, to keep the overload bit set) and fl ooded
as normal .

O her LSPs owned by this router (including pseudonodes) are generated
and fl ooded as nornal, irrespective of the tiner T2. The SPF is al so
run as normal and the Routing Information Base (Rl B) and Forwardi ng

I nformati on Base (FIB) updated as routes become avail abl e.

To avoid the possible formation of tenporary bl ackholes, the starting
router sets the SA bit in the restart TLV (as described in
Section 3.3.2) inall IlHs that it sends.

When all T2 tiners have been cancelled, the starting router MJST
transmit IIHs with the SA bit clear.

4, State Tables

This section presents state tables that summari ze the behaviors
described in this docunent. O her behaviors, in particular adjacency
state transitions and LSP dat abase update operation, are NOT incl uded
in the state tabl es except where this docunment nodifies the behaviors
described in [I1S0L0589] and [ RFC5303].

The states naned in the colums of the tables below are a m xture of
states that are specific to a single adjacency (ADJ suppressed, ADJ]
Seen RA, ADJ Seen CSNP) and states that are indicative of the state
of the protocol instance (Running, Restarting, Starting, SPF Wait).

Three state tables are presented fromthe point of view of a running
router, a restarting router, and a starting router.
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4.1. Running Router

Event | Runni ng | ADJ suppressed
RX RR Mai ntain ADJ State

Send RA

Set SRM send CSNP

Update Hol d Ti ne,

I I
I I
I I
| (Note 1) |
I I
| set Restart Mbdde |
I I

(Note 2)
_____________ o
RX RR clr | dr Restart node |
_____________ e
RX SA | Suppress IS neighbor |

| TLV in LSP(s) |
| Goto ADJ Suppressed |
RX SA clr | | Unsuppress | S nei ghbor
| | TLV in LSP(s)
| | Got o Runni ng

Note 1. CSNPs are sent by routers in accordance with Section 3.2.1c

Note 2: |If Restart Mbde clear
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4.2. Restarting Router
Event | Restarting | ADJ Seen | ADJ Seen | SPF Wit
| | RA | CSNP |
Rout er | Send Il HRR | | |
restarts | ADJ Init | | |
| Start T1,T2,T3 | | |
------------ S T e .
RX RR | Send RA | | |
------------ e T T T Ty
RX RA | Adjust T3 | | Cancel T1 |
| Goto ADJ Seen RA | | Adjust T3 |
----------- S T e .
RX CSNP set| Goto ADJ Seen CSNP | Cancel T1 | |
------------ e 1y
RXI1IHwo | Cancel T1 (Point- | | |
Restart TLV| to-point only) | | |
------------ e T T T
Tl expires | Send IIHRR | Send IlH RR| Send || H RR|
| Restart T1 | Restart T1| Restart T1|
------------ e 1y
Tl expires | Send IIH | Send IlH | Send Il1H |
nth tine | nor mal | normal | normal |
------------ B N T T
T2 expires | Trigger SPF | | |
| Goto SPF Vit | | |
------------ e 1y
T3 expires | Set overload bit | | |
| Flood |ocal LSPs | | |
| Update fwd pl ane | | |
------------ S T e RN
LSP DB Sync| Cancel T2, and T3 | | |
| Trigger SPF | | |
| Goto SPF wait | | |
------------ e T T S T Ty
Al SPF | | | | dear
done | | | | overload bit
| | | | Update fwd
| | | | plane
| | | | Flood | ocal
| | | | LSPs
| | | |

Got 0 Runni ng
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4.3. Starting Router
Event | Starting | ADJ Seen RA| ADJ Seen CSNP
Rout er | Send Il H SA |
starts | Start T1,T2
------------- T e .
RX RR | Send RA |
------------- T LT
RX RA | Goto ADJ Seen RA | Cancel T1
------------- e
RX CSNP Set | Coto ADJ Seen CSNP| Cancel T1
------------- T e .
RX1TIHw | Cancel T1 |
no Restart | (Point-to-Point
TLV | only) |
------------- e
ADJ UP | Start T1 |
| Send | ocal LSPs
| with overload bit|
| set |
------------- Ty
Tl expires | Send Il HRR | Send ITHRR | Send I HRR
| and SA | and SA and SA
| Restart T1 | Restart T1 Restart T1
------------- R T S
T1 expires | Send Il H SA | Send ITH SA | Send Il H SA
nth tinme |
------------- e

Cl ear overload bit|
| Send I1H nornal
| Goto Running |
LSP DB Sync | Cancel T2 |
| Cear overload bit|
| Send IIH normal

5. Security Considerations

Any new security issues raised by the procedures in this docunent
depend upon the ability of an attacker to inject a fal se but

apparently valid Il H
al tered.
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If the RR bit is set in a false IIH, neighbors who receive such an
IlTHwW Il continue to naintain an existing adjacency in the "UP" state
and may (re)send a conplete set of CSNPs. While the latter action is
wast eful , neither action causes any disruption in correct protoco
operati on.

If the RAbit is set in a false IIH a (re)starting router that
receives such an IIH may falsely believe that there is a nei ghbor on
the corresponding interface that supports the procedures described in
this docunent. In the absence of receipt of a conplete set of CSNPs
on that interface, this could delay the conpletion of (re)start
procedures by requiring the tinmer T1 to tinme out the locally defined
maxi mrum nunmber of retries. This behavior is the sane as woul d occur
on a LAN where none of the (re)starting router’s nei ghbors support
the procedures in this docunent and is covered in Sections 3.3.1 and
3.3.2.

If an SA bit is set in a false IIH this could cause suppression of
the advertisenment of an IS nei ghbor, which could either continue for
an indefinite period or occur intermttently with the result being a
possi ble 1 oss of reachability to some destinations in the network
and/ or increased frequency of LSP flooding and SPF cal cul ati on.

The possibility of 1S 1S PDU spoofing can be reduced by the use of
aut hentication as described in [RFCL195] and [ISOL0589], and
especially the use of cryptographic authentication as described in
[ RFC5304] .

6. | ANA Consi derations

This docunent defines the following IS-1S TLV that is listed in the
I S-1S TLV codepoint registry:

Type Description ITH LSP  SNP

211 Restart TLV y n n

7. Manageability Considerations
These extensions that have been desi gned, devel oped, and depl oyed for
many years do not have any new i npact on nanagenent and operation of
the 1S-1S protocol via this standardi zation process.
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