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Abstract
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1.

I ntroduction

Thi s docunent describes a historical nethod for encapsul ating
SONET/ SDH Pat h signals for transport across packet-sw tched networks
(PSNs) .

The native transm ssion systemfor circuit-oriented Tine Division
Mul tiplexing (TDM signals is the Synchronous Optical Network (SONET)
[ T1.105], [GR-253]/Synchronous Digital H erarchy (SDH [G 707]. To
support TDMtraffic (which includes voice, data, and private | eased
line services), PSNs must enulate the circuit characteristics of
SONET/ SDH payl oads. MPLS | abels and a new circuit enul ati on header
are used to encapsulate TDM signals and provide the Crcuit Enulation
Service over MPLS (CEM function. The MPLS encapsul ation may be
further encapsulated in IP for carriage across | P PSNs [ RFC4023].

Thi s docunent al so describes an optional extension to CEM call ed
Dynani ¢ Bandwi dth Al location (DBA). This is a nethod for dynamically
reduci ng the bandwidth utilized by enulated SONET/SDH circuits in the
packet network. This bandw dth reduction is acconplished by not
sendi ng the SONET/ SDH payl oad t hrough the packet network under
certain conditions, such as AlarmlIndication Signal - Path (AIS-P) or
Synchronous Transport Signal Synchronous Payl oad Envel ope (STS SPE)
Unequi pped.

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Scope

Thi s docunent describes how to provide CEM for the follow ng digital
si gnal s:

1. SONET STS-1 synchronous payl oad envel ope (SPE)/ SDH VC- 3

2. STS-Nc SPE (N = 3, 12, or 48)/SDH VC-4, VC 4-4c, VC 4-16¢C

3. Unstructured SONET Emnul ati on, where the entire SONET bit-stream
(including the transport overhead) is packetized and transported

across the PSN.

For the remai nder of this docunent, these constructs will be referred
to as SONET/ SDH channel s.
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O her SONET/ SDH signals, such as virtual tributary (VT) structured
sub-rate nmapping, are not explicitly discussed in this docunent;
however, it can be extended in the future to support VT and | ower
speed non- SONET/ SDH servi ces. OC 192c SPE/ VC-4-64c are al so not
included at this point, since nmost PSNs use OC-192c or sl ower trunks,
and thus woul d not have sufficient capacity. As trunk capacities
increase in the future, the scope of this docunent can be accordingly
ext ended.

4. CEM Encapsul ati on For nmat
In order to transport SONET/ SDH SPEs t hrough a packet-oriented

network, the SPE is broken into fragnents. A 32-bit CEM header is
pre-pended to each fragnent. The Basic CEM packet appears in Figure

Figure 1. Basic CEM Packet

The 32-bit CEM header has the foll owi ng format:

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| D R Rvd]| Sequence Num | Structure Pointer |N P ECC- 6 |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Fi gure 2. CEM Header For nat

The above fields are defined as follows:

D-bit: This bit signals DBA Mbde. It MJIST be set to zero for nornal
operation, and it MJST be set to one if CEMis currently in DBA node.
DBA is an optional node during which trivial SPEs are not transnitted
into the packet network. See Table 1 and sections 7 and 8 for
further details.

Note: for unstructured CEM the D-bit MJST be set to zero.
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R bit: CEMRDI (Renote Defect Indicator). This bit is set to one to
signal to the renmote CEM function that a | oss of packet
synchroni zati on has occurred.

Rvd: These bits are reserved for future use, and MJST be set to zero.

Sequence Nunmber: This is a packet sequence nunber, which MJST
continuously cycle fromO to 1023. It SHOULD begin at zero when a
CEM LSP (Label Switched Path) is created.

Structure Pointer: The Structure Pointer MJST contain the offset of
the J1 byte within the CEM payload. The value is fromO to 1,022,
where 0 neans the first byte after the CEM header. The Structure

Poi nter MUST be set to Ox3FF (1,023) if a packet does not carry the
J1 byte. See [T1.105], [G 707], and [GR-253] for nore information On
the J1 byte and the SONET/ SDH payl oad pointer.

Note: for unstructured CEM the Structure Pointer field MJST be
set to Ox3FF.

The N and P bits: These bits indicate negative and positive pointer
adj ustnent events. They are also used to relay SONET/ SDH nai nt enance
signals, such as AIS-P. See Table 1 and sections 7 and 8 for nore
detail s.

Note: for unstructured CEM the N and P bits MJST both be set to

zero.

T S +
| DI N| P| I nterpretation |
B T Sy o e e e e e e e eee oo +
| O] O] O] Nornmal Mode | No Ptr Adjustnent |
| O] O] 12| Norrmal Mode | Positive Ptr Adjustnent |
| O] 1] O] Norrmal Mdde | Negative Ptr Adjustnent |
| O] 2| 12| Normal Mode | AIS-P |
I R B | |
| 1| 0| O | DBA Mde | STS SPE Unequi pped |
| 1] 0| 1| DBA Mde | STS SPE Unequi pped Pos Ptr Adj |
| 2] 1| O | DBA Mde | STS SPE Unequi pped Neg Ptr Adj |
| 2] 1| 1| DBA Mde | AIS-P |
B e LI, S o e e e e e e e e e e e e e e e +

Table 1. Interpretation of D, N, and P bits
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4.

4.

ECC-6: An Error Correction Code to protect the CEM header. This
offers the ability to correct single bit errors and detect up to two
bit errors. The ECC algorithmis described in Appendix B. The ECC 6
can be optionally disabled at provisioning time. |If the ECC-6 is not
utilized, it MJIST be set to zero

Not e: Nornmal CEM packets are fixed in length for all of the
packets of a particular enulated TDM stream This length is
si gnal ed using the CEM Payl oad Bytes paraneter defined in

[ RFC4447], or is statically provisioned for each TDM stream
Therefore, the length of each CEM packet does not need to be
carried in the CEM header

Note: Setting the D-bit to 0 and the Rbit to 1 violates the Best
Current Practice defined in [ RFC4928] when operating on MPLS
networks. In this situation, MPLS networks could ni stake a CEM
payl oad as the first nibble of an |IPv4 packet, potentially causing
m s-ordering of packets on the pseudowire in the presence of IP
Equal Cost Multi-Path (ECMP) in the MPLS network. The use of this
CEM header preceded the use of MPLS ECMP. As stated earlier

[ RFC4842] describes the standards-track protocol for this
functionality, and it does not share this violation

1. Transport Encapsul ation

In principle, CEM packets can be transported over any packet-oriented
network. The follow ng sections describe specifically how CEM
packets MJST be encapsul ated for transport over MPLS or |P networks.

1.1. MPLS Transport

To transport a CEM packet over an MPLS network, an MPLS | abel stack
MUST be pushed on top of the CEM packet.

The last two |labels prior to the CEM header are referred to as the
Tunnel and Virtual Circuit (VC | abels.

The VC label is required, and is the last label prior to the CEM
Header. The VC | abel MJST be used to identify the CEM connection
within the MPLS tunnel

The optional tunnel label is inmediately above the VC | abel on the

| abel stack. |If present, the tunnel |abel MJST be used to identify
the MPLS LSP used to tunnel the TDM packets through the MPLS network
(the tunnel LSP)

This is simlar to the |abel stack usage defined in [ RFC4447].
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B . +
| Additional MPLS Labels (Optional)

e +
| Tunnel Label (Optional) |
o e e e e e e e e e e e e e e e +
| VC Label |
S . +
| CEM Header |
T e +

Figure 3. Typical MPLS Transport Encapsul ation

4.1.2. |P Transport
It is highly desirable to define a single encapsul ation format that
will work for both IP and MPLS. Furthernore, it is desirable that
t he encapsul ati on mechani sm be as efficient as possible.

One way to achieve these goals is to map CEM directly onto I P by
mappi ng the previously described MPLS packets onto |IP

A mechani sm for carrying MPLS over IP is described in [ RFC4023].

Using this encapsul ation schene would result in the packet fornmat
illustrated in Figure 4.
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o e e e e e e e e e e e e e e e +
| Tunnel Label (Optional) |
o m e e e e e e e e e e eee s +
| VC Label |
o m e e e e e e e e e ee s +
| CEM Header |
o e e e e e e e e e e e e e e e +

Figure 4. MPLS Transport Encapsul ation
5. CEM OQperation
The follow ng sections descri be CEM operation.
5.1. Introduction and Ter m nol ogy
There are two types of CEM structured and unstruct ured.

Unst ructured CEM packetizes the entire SONET/ SDH bit-stream
(including transport overhead).

Structured CEMternminates the transport overhead and packeti zes

i ndi vi dual channels (STS-1/Nc) within the SONET/ SDH frane. Because
structured CEMterm nates the transport overhead, structured CEM

i mpl enent ati ons SHOULD neet the generic requirenments for SONET/ SDH
Li ne Termi nating Equi pnent as defined in [T1.105], [G 707], and

[ GR253].

| mpl enent ati ons MUST support structured CEM and MAY support
unstructured CEM

Structured CEM MJST support a nornal node of operation and MAY
support an optional extension called Dynanic Bandwi dth All ocation
(DBA). During normal operation, SONET/SDH payl oads are fragnented,
pre-pended with the CEM header, the VC | abel, and the PSN header, and
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then transmitted into the packet network. During DBA node, only the
CEM header, the VC | abel, and PSN header are transmitted. This is
done to conserve bandw dth when neani ngful user data is not present
in the SPE, such as during AIS-P or STS SPE Unequi pped.

5.1.1. CEM Packeti zer and De- Packeti zer

As with all adaptation functions, CEM has two distinct conponents:
adapti ng TDM SONET/ SDH i nto a CEM packet stream and converting the
CEM packet stream back into a TDM SONET/ SDH. The first function wll
be referred to as CEM packeti zer and the second as CEM de- packeti zer.

This terminology is illustrated in Figure 5.
R + R +
| | | |
SONET --> | CEM | --> PSN --> | CEM | --> SONET
SDH | Packeti zer | | De- Packeti zer | SDH
| | | |
R + R +

Figure 5. CEM Term nol ogy

Not e: the CEM de-packetizer requires a buffering mechanismto account
for delay variation in the CEM packet stream This buffering
mechanismw || be generically referred to as the CEMjitter buffer.

5.1.2. CEM DBA

DBA is an optional node of operation for structured CEMthat only
transmts the CEM header, the VC | abel, and PSN header into the
packet network under certain circunstances, such as Al S-P or STS SPE
Unequi pped.

If DBA is supported by a CEM i npl enentati on, the user SHOULD be abl e
to configure if DBA will be triggered by AIS-P, STS SPE Unequi pped,
both, or neither on a per channel basis.

If DBA is supported, the determ nation of Al S-P and STS SPE

Unequi pped MJST be based on the state of SONET/ SDH Section, Line, and
Pat h Overhead bytes. DBA based on pattern detection within the SPE
(i.e., all zeros, 7Es, or ATMidle cells) is for further study.

During AIS-P, there is no valid payl oad pointer, so pointer

adj ustnents cannot occur. During STS SPE Unequi pped, the SONET/ SDH
payl oad pointer is valid, and therefore pointer adjustnents MJST be
supported even during DBA. See Table 1 for details.
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5.2. Description of Normal CEM Qperation

During normal operation, the CEM packetizer will receive a fixed rate
byte streamfroma SONET/ SDH i nterface. Wen a packet’s worth of
data has been received froma SONET/ SDH channel , the CEM header, the
VC Label, and PSN header are pre-pended to the SPE fragnent and the
resulting CEM packet is transnmitted into the packet network. Because
all normal CEM packets associated with a specific SONET/ SDH channel

wi Il have the sane |ength, the transm ssion of CEM packets for that
channel SHOULD occur at regular intervals.

At the far-end of the packet network, the CEM de-packetizer will
recei ve packets into a jitter buffer and then play out the received
byte streamat a fixed rate onto the correspondi ng SONET/ SDH channel .
The jitter buffer SHOULD be adjustable in length to account for

varyi ng network del ay behavior. The received packet rate fromthe
packet network should be exactly bal anced by the transm ssion rate
onto the SONET/ SDH channel, on average. The tine over which this
average is taken corresponds to the depth of the jitter buffer for a
speci fi ¢ CEM channel .

The CEM sequence nunbers provide a nmechanismto detect |ost and/or
m s-ordered packets. The CEM de-packetizer MJST detect |ost or

m s-ordered packets. The CEM de-packetizer MJST play out a
programmuabl e byte pattern in place of any dropped packets. The CEM

de- packeti zer MAY re-order packets received out of order. |If the CEM
de- packeti zer does not support re-ordering, it MJST drop mis-ordered
packets.

5.3. Description of CEM Operation during DBA
(Note: DBA is only applicable to structured CEM)

There are several issues that should be addressed by a workabl e CEM
DBA nmechanism First, when DBA is invoked, there should be a
substantial savings in bandwi dth utilization in the packet network.
The second issue is that the transition in and out of DBA should be
tightly coordi nated between the | ocal CEM packetizer and CEM

de- packeti zer at the far side of the packet network. A third is that
the transition in and out of DBA should be acconplished with ninimal
di sruption to the adapted data stream

Anot her goal is that the reduction of CEMtraffic due to DBA should
not be mstaken for a fault in the packet network or vice-versa.
Finally, the inplementation of DBA should require mninimal

nmodi fi cati ons beyond what is necessary for the nonminal CEM case. The
mechani sm descri bed below is a reasonabl e bal ance of these goal s.
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Duri ng DBA, packets MJUST be enitted at exactly the same rate as they
woul d be during normal operation. This SHOULD be acconplished by
transmitting each DBA packet after a conplete packet of data has been
recei ved fromthe SONET/ SDH channel. The only change from nor nal
operation is that the CEM packets during DBA MIST only carry the CEM
header, the VC | abel, and the PSN header

Because sone |inks have a m ni nrum supported packet size, the CEM
packetizer MAY append a configurabl e nunber of bytes inmediately
after the CEM header to pad out the CEM packet to reach the m ni num
supported packet size. The value of the padding bytes is

i npl enentation specific. The D-bit MJST be set to one, to indicate
that DBA is active.

The CEM de- packetizer MJST assune that each packet received with the
D-bit set represents a nornual-sized packet containing an AlS-P or STS
SPE Unequi pped payl oad as noted by N and P, (see Table 1). The CEM
de- packeti zer MJUST accept DBA packets with or w thout padding.

This allows the CEM packetizati on and de-packetization |ogic during

DBA to be sinmlar to the nominal case. It insures that the correct
SONET/ SDH i ndication is reliably transnmtted between CEM adaptation
points. It mnimzes the risk of under or over running the jitter

buffer during the transition in and out of DBA. And, it guarantees
that faults in the packet network are recognized as distinctly
different fromline conditioning on the SONET/ SDH i nterfaces.

5.4. Packet Synchronization
A key conponent in declaring the state of a CEM service is whether or
not the CEM de-packetizer is in or out of packet synchronization
The foll owi ng paragraphs descri be how that determi nation is nade.
5.4.1. Acquisition of Packet Synchronization
At startup, a CEM de-packetizer will be out of packet synchronization
by default. To declare packet synchronization at startup or after a
| oss of packet synchronization, the CEM de-packetizer must receive a
configurabl e nunber of CEM packets with sequential sequence numnbers.
5.4.2. Loss of Packet Synchronization

Once a CEM de-packetizer is in packet sync, it nmay encounter a set of
events that will cause it to | ose packet synchronization

As discussed in section 5.2, a CEM de-packetizer NMAY support the
re-ordering of m s-ordered packets.
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If a CEM de-packeti zer supports re-ordering, then the determination

t hat packet synchronization has been | ost cannot be made at the tine
the packets are received fromthe PSN. Instead, the determ nation
MUST be nade as the packets are being played out onto the SONET/ SDH
interface. This is because it is only at play-out tinme that the
determ nation can be made as to whether the entire enul ated SONET/ SDH
stream was received fromthe PSN

I f a CEM de-packeti zer does not support re-ordering, a nunber of
approaches may be used to nmininize the inpact of ms-ordered or |ost
packets on the final re-assenbled SONET/ SDH stream For exanple, ATM
Adaptation Layer 1 (AAL1) [1.363.1] uses a sinple state-nmachine to
re-order packets in a subset of possible cases. The algorithmfor
these state-machines is outside of the scope of CEM However, the
final determ nation as to whether or not to declare | oss of packet
synchroni zati on MJUST be based on the sanme criteria as for

i npl enment ati ons that do support re-ordering

Whet her or not a CEM i npl ementation supports re-ordering, the
decl aration of |oss of packet synchronization MJUST be based on the
following criteria.

As packets are played out towards the SONET/ SDH i nterface, the CEM
de- packetizer will encounter enpty packets in the place of packets
that were dropped by the PSN, or effectively dropped due to
limtations of the CEMinplenmentation. |f the CEM de-packeti zer
encounters nmore than a configurable nunber of sequential dropped
packets, the CEM de-packetizer MJST decl are | oss of packet
synchroni zati on.

6. SONET/ SDH Mai nt enance Signal s
There are several issues that nust be considered in the mappi ng of
mai nt enance signals between SONET/ SDH and a PSN. A description of
how t hese signals and conditions are mapped between the two donai ns
is given bel ow

For clarity, the mappings are split into two groups: SONET/SDH to PSN
and PSN to SONET/ SDH

6.1. SONET/SDH to PSN

The follow ng sections descri be how SONET/ SDH Mai nt enance Si gnal s and
Allarm condi ti ons are mapped into a Packet-Sw tched NetworKk.
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6.1.1. AIS-P Indication

In a SONET/ SDH net wor k, SONET/ SDH Pat h out ages are signal ed using

mai nt enance al arnms, such as Path AIS (AIS-P). In particular, A S-P

i ndi cates that the SONET/SDH Path is not currently transmitting valid
end-user data, and the SPE contains all ones.

It should be noted that for structured CEM nearly every type of
service-effecting section or line defect will result in an AIS-P
condi tion.

The SONET/ SDH hierarchy is illustrated bel ow

Fomm e +
| PATH |
o +
N
|
Al S-P
|
|
o - +
|  LINE |
+ oo +
N N
| |
ASL  4eeee-- LOP
|
|
o - +
| SECTI ON
Fome e +
N N
| |
| |
LOS LOF

Figure 6. SONET/SDH Fault Hierarchy

Shoul d the Section Layer detect a Loss of Signal (LOS) or Loss of
Frame (LOF) condition, it sends AIS-L up to the Line Layer. |If the
Li ne Layer detects AIS-L or Loss of Path (LOP), it sends AIS-P to the
Pat h Layer.

In normal node during AIS-P, structured CEM packets are generated as

usual. The N and P bits MJST be set to 11 binary to signal Al S-P
explicitly through the packet network. The D-bit MJIST be set to zero

Malis, et al. Hi storic [ Page 13]



RFC 5143 SONET/ SDH Circuit Enul ati on over MPLS February 2008

to indicate that the SPE is being carried through the packet network.
Normal CEM packets with the SPE fragnent, CEM header, the VC | abel
and PSN header MUST be transnmitted into the packet network.

However, to conserve network bandw dth during Al S-P, DBA MAY be
enpl oyed. |f DBA has been enabled for AIS-P and AIS-Pis currently
occurring, the Nand P bits MJST be set to 11 binary to signal AlS,
and the D-bit MJST be set to one to indicate that the SPE is not
being carried through the packet network. Only the CEM header, the
VC | abel, and the PSN header MUST be transmitted into the packet

net wor k.

Al'so note that this differs fromthe outage nechani smin [ RFC4447],
which withdraws the VC | abel as a result of an endpoint outage. TDM
circuit enulation requires the ability to distinguish between the
de-provisioning of a circuit (which causes the VC | abel to be

wi t hdrawn), and tenporary outages (which are signaled using Al S-P)

6.1.2. STS SPE Unequi pped Indication

The STS SPE Unequi pped Indication is a slightly different case than
AlS-P. \When byte C2 of the Path Overhead (STS path signal l|abel) is
00h and Byte B3 (STS Path BIP-8) is valid, it indicates that the STS
SPE i s unequi pped. Note: this is typically signaled by setting the
entire SPE to zeros.

For normal structured CEM operation during STS SPE Unequi pped, the N
and P bits MIST be interpreted as usual. The SPE MJST be transmitted
into the packet network along with the CEM header, the VC | abel, and
PSN header, and the D-Bit MJST be set to zero.

I f DBA has been enabl ed for STS SPE Unequi pped and the Unequi pped
condition is occurring on the SONET/ SDH channel, the D-bit MJST be
set to one to indicate DBAis active. Only the CEM header, the VC
Label, and PSN header MJST be transmitted into the packet network.
The N and P bits MJST be used to signal pointer adjustnents as
normal. See Table 1 and section 8 for details.

6.1.3. CEMRDI

The CEM function MJUST send CEM RDI towards the packet network during
| oss of packet synchronization. This MJST be acconplished by setting
the R bit to one in the CEM header. This applies for both structured
and unstructured CEM
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6.2. PSN to SONET/ SDH

The foll owi ng sections discuss how the various conditions on the
packet network are converted into SONET/ SDH i ndi cati ons.

6.2.1. AIS-P Indication

There are several conditions in the packet network that will cause
the structured CEM de-packetization function to send an Al S-P
i ndi cati on onto a SONET/ SDH channel .

The first of these is the receipt of structured CEM packets with the
N and P bits set to one, and the D-bit set to zero. This is an
explicit indication of AlS-P being received at the far-end of the
packet network, with DBA disabled for AIS-P. The CEM de-packeti zer
MUST play out the received SPE fragment (which will incidentally be
carrying all ones), and MJST configure the SONET/ SDH Overhead to
signal AIS-P as defined in [T1.105], [G 707], and [ GR- 253].

The second case is the receipt of structured CEM packets with the N
and P bits set to one, and the D-bit set to one. This is an explicit
i ndi cation of AIS-P being received at the far-end of the packet
network, with DBA enabled for AIS-P. The CEM de-packetizer MJST pl ay
out one packet’'s worth of all ones for each packet received, and MJST
configure the SONET/ SDH Overhead to signal AlS-P as defined in
[T1.105], [G 707], and [GR-253].

A third case that will cause a structured CEM de-packeti zation
function to send an AIS-P indication onto a SONET/ SDH channel is |oss
of packet synchroni zation.

6.2.2. STS SPE Unequi pped I ndication

There are three conditions in the packet network that will cause the
CEM function to transmt STS SPE Unequi pped | ndications onto the
SONET/ SDH channel .

The first, which is transparent to CEM is the receipt of regular CEM
packets that happen to be carrying an SPE that contains the
appropriate Path Overhead to signal STS SPE Unequi pped. This case
does not require any special processing on the part of the CEM

de- packeti zer.

The second case is the receipt of structured CEM packets that have

the Dbit set to one to indicate that DBA is active and the N and P
bits set to 00 binary, 01 binary, or 10 binary to indicate STS SPE
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Unequi pped with or without pointer adjustnents. The CEM

de- packetizer MJST use this information to transmt a packet of all
zeros onto the SONET/ SDH i nterface, and adjust the payl oad pointer as
necessary.

The third case when a structured CEM de-packetizer MJST send an STS
SPE Unequi pped I ndication towards the SONET/ SDH i nterface is when the
VC- 1 abel has been withdrawn due to de-provisioning of the circuit.

7. O ocking Mdes

It is necessary to be able to regenerate the input service clock at
the output interface. Two clocking nodes are supported: synchronous
and asynchronous. Selection of the clocking node is nade as part of
service provisioning. Both ends of the enulated circuit nust be
configured with the sane cl ocki ng node.

7.1. Synchronous

Wien synchronous SONET/SDH timing is available at both ends of the
circuit, the issue of clock recovery becomes nmuch sinpler

7.1.1. Synchronous Unstructured CEM

For unstructured CEM the external clock is used to clock each bit
onto the optical carrier

7.1.2. Synchronous Structured CEM

For structured CEM the external clock is used to clock the SONET/ SDH
carrier. The N and P bits are used to signal negative or positive
poi nter adjustment events between structured CEM endpoi nts.

If there is a frequency offset between the frame rate of the
transport overhead and that of the SONET/ SDH SPE, then the alignment
of the SPE shall periodically slip back or advance in tine through
positive or negative stuffing. The N and P bits are used to replay
the pointer adjustnent events and elinminate transport jitter

During a negative pointer adjustnment event, the H3 byte fromthe
SONET/ SDH streamis incorporated into the CEM packet payload in order
with the rest of the SPE. During a positive pointer adjustnent
event, the stuff byte is not included in the CEM packet payl oad.

The poi nter adjustnment event MJST be transnmitted in three consecutive
packets by the packetizer. The de-packetizer MJST play out the

poi nter adjustnment event when the first packet of the three with the
NP bits set is received.
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The CEM de- packetizer MJST utilize the CEM sequence nunbers to insure
t hat SONET/ SDH poi nter adjustnent events are not played any nore
frequently than once per every three CEM packets transnitted by the
renot e CEM packeti zer.

Ref erences [T1.105], [G 707], and [ GR-253] specify that pointer

adj ustnent events MJST be separated by three SONET/ SDH franmes wi t hout
a pointer adjustment event. |In order to relay all legal pointer

adj ustnent events, the packet size for a specific circuit MJST be no
larger than (783 * 4 * N)/3, where Nis the STS-Nc nultiplier.

However, sonme SONET/ SDH equi pnent al |l ows pointer adjustnents to occur
in back-to-back SONET/SDH franmes. |In order to support this
possibility, the packet size for a particular circuit SHOULD be no

| arger than (783*N)/3, where Nis the STS-Nc multiplier.

Since the m ninumvalue of Nis one, CEM i npl enentati ons SHOULD
support a mni num payl oad |l ength of 783/3 or 261 bytes. Snaller
payl oad | engths MAY be supported as an option.

7.2. Asynchronous

If synchronous timng is not avail able, other nmethods MAY be enpl oyed
to regenerate the circuit tinmng.

For structured CEM the CEM packetizer SHOULD generate the N and P
bits as usual. However, wi thout external synchronization, this
information is not sufficient to reliably justify the SPE within the
SONET/ SDH transport fram ng at the CEM de-packetizer. The

de- packeti zer MAY enpl oy an adaptive algorithmto introduce pointer
adj ustnent events to map the CEM SPE to the SONET/ SDH transport

frami ng. Regardless of whether the N and P bits are used by the

de- packetizer as part of the adaptive clock recovery algorithm they
MUST still be used in conjunction with the D-bit to signal AIS-P, STS
SPE Unequi pped, and DBA.

For unstructured CEM the CEM de-packetizer MAY use an adaptive cl ock
recovery technique to regenerate the SONET/ SDH transport cl ock.

An exanpl e adapti ve cl ock recovery nethod can be found in section
3.4.2 of [VTQA].

8. CEMLSP Signaling
For maxi num network scaling in MPLS applications, CEM LSP signaling
may be performed using the Label Distribution Protocol (LDP) Extended

Di scovery nechani sm as augnented by the Pseudo-Wre id Forward Error
Correction (PWd FEC) El enent defined in [RFC4447]. MPLS traffic
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10.

11.

11.

tunnel s may be dedicated to CEM or shared with other MPLS-based
services. The value 0x8008 is used for the PWE3 PW Type in the PWd
FEC El ement in order to signify that the LSP being signaled is to
carry CEM Note that the generic control word defined in [GR-253] is
not used, as its functionality is included in the CEM encapsul ati on
header .

Alternatively, static |abel assignnment may be used, or a dedicated
traffic engineered LSP may be used for each CEM service.

Nor mal CEM packets are fixed in length for all of the packets of a
particular enulated TDM stream This length is signaled using the
CEM Payl oad Bytes paraneter defined in [RFC4447], or it is statically
provi sioned for each CEM servi ce.

At this time, other aspects of the CEM service MIST be statically
provi si oned.

Security Considerations

The CEM encapsul ation is subject to all of the general security
consi derations discussed in [RFC3985] and [RFC4447]. 1In addition
this docunent specifies only encapsul ations, and not the protocols
used to carry the encapsul ated packets across the PSN. Each such
protocol may have its own set of security issues, but those issues
are not affected by the encapsul ations specified herein. Note that
the security of the transported CEM service will only be as good as
the security of the PSN. This level of security may be | ess rigorous
then that available froma native TDM servi ce due to the inherent

di fferences between circuit-sw tched and packet-sw tched public

net wor ks.

| ANA Consi der ati ons

| ANA has already all ocated the PWE3 PW Type val ue 0x0008 for this
specification. No further actions are required.
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Appendi x A.  SONET/ SDH Rat es and Fornats

For sinmplicity, the discussion in this section uses SONET
term nol ogy, but it applies equally to SDH as well. SDH- equival ent
term nology is shown in the tables.

The basi ¢ SONET nodul ar signal is the synchronous transport

signal -level 1 (STS-1). A nunber of STS-1s may be multiplexed into
hi gher-1 evel signals denoted as STS-N, with N synchronous payl oad
envel opes (SPEs). The optical counterpart of the STS-Nis the
Optical Carrier-level N, or OGN Table 2 lists standard SONET |i ne
rates discussed in this docunent.

OC Level oG 1 OC 3 oC 12 OC- 48 OC- 192
SDH Term - STM 1 STM 4 STM 16 STM 64
Li ne Rate(Md/s) 51.840 155.520 622.080 2,488.320 9, 953.280

Tabl e 2. Standard SONET Li ne Rates

Each SONET frame is 125 us and consists of nine rows. An STS-N frane
has nine rows and N*90 colums. O the N*90 columms, the first N3
columms are transport overhead and the other N*87 columms are SPEs.

A nunmber of STS-1s may al so be linked together to forma super-rate
signal with only one SPE. The optical super-rate signal is denoted
as OC-Nc, which has a higher payload capacity than OC N

The first 9-byte colum of each SPE is the Path Overhead (POH) and
the remai ning colums formthe payl oad capacity with fixed stuff
(STS-Nc only). The fixed stuff, which is purely overhead, is N3-1
columms for STS-Nc. Thus, STS-1 and STS-3c do not have any fi xed
stuff, STS-12c has three colums of fixed stuff, and so on

The POH of an STS-1 or STS-Nc is always nine bytes in nine rows. The
payl oad capacity of an STS-1 is 86 columms (774 bytes) per frane.

The payl oad capacity of an STS-Nc is (N*87)-(N 3) columms per frane.
Thus, the payload capacity of an STS-3c is (3*87 - 1)*9 = 2,340 bytes
per frane. As another exanple, the payload capacity of an STS-192c
is 149,760 bytes, which is exactly 64 tinmes larger than the STS-3c.

There are 8,000 SONET frames per second. Therefore, the SPE size,
(POH plus payl oad capacity) of an STS-1 is 783*8*8, 000 = 50. 112 M/ s.
The SPE size of a concatenated STS-3c is 2,349 bytes per frane or
150. 336 Mo/s. The payl oad capacity of an STS-192c is 149, 760 bytes
per frane, which is equivalent to 9,584.640 Mo/s. Table 3 lists the
SPE and payl oad rates supported.
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SONET STS Level STS-1 STS-3¢c  STS-12c STS- 48c¢ STS-192c
SDH VC Level - VC-4 VC-4-4c VC-4-16¢ VC- 4- 64c
Payl oad Si ze( Byt es) 774 2,340 9, 360 37, 440 149, 760
Payl oad Rate(Md/s) 49.536 149.760 599.040 2,396.160 9,584.640
SPE Si ze( Byt es) 783 2,349 9, 396 37,584 150, 336
SPE Rat e( M/ s) 50.112 150.336 601.344 2,405.376 9,621.504

Table 3. Payload Size and Rate

To support circuit emulation, the entire SPE of a SONET STS or SDH VC
I evel is encapsul ated into packets, using the encapsul ati on defi ned
in section 5, for carriage across packet-sw tched networKks.

Appendi x B. ECC-6 Definition
ECC-6 is an Error Correction Code to protect the CEM header. This
provides single bit correction and the ability to detect up to two
bit errors.
Error Correction Code:
[--------------- Header bits 0-25 ------------------- | ECC-6 code|

0 1 2 3
01234567890123456789012345678901

T T S T i s L i S S S S S S S e T s
[11111000100011111010001011/10000 0
[11110100010010000101111111010000
[100011112100101110001121210011/00100 0]
|01 0011112100011 0011211100110100010 0]
|[00100010111111200112112101010000010
|[000100011111200112001120111211/00000 1]
R I T S e T i T e S S S T

Figure 7. ECC-6 Check Matrix X
The ECC-6 code protects the 32-bit CEM header as foll ows:

The encoder generates the 6-bit ECC using the matrix shown in Figure
7. In brief, the encoder builds another 26 columm by 6 row matri x
and cal cul ates even parity over the rows. The matrix col ums
represent CEM header bits 0 through 25.

Denote each columm of the ECC-6 check matrix by X[], and each col um
of the internediate encoder matrix as Y[]. CEM] denotes the CEM
header and ECC[] is the error correction code that is inserted into
CEM header bits 26 through 31.
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for i =0to 25 {
if CEMi] = 0 {
Y[i] = 0;
} else {
Y[i] = Xi];
}

In other words, for each CEM header bit (i) set to one, set the
resulting matrix colum Y[i] according to Figure 7.

The final ECC-6 code is calculated as even parity of each rowinY
(i.e., ECCO k]=CEM 25+k] =even parity of row k).

The receiver also uses matrix X to calculate an internediate matrix
Y based on all 32 bits of the CEM header. Therefore, Y is 32
colums wi de and includes the ECC-6 code.

for i =0to 31 {
if CEMi] = 0 {
Y[i] = 0;
} else {
Y [i]l = Xil;
}

The receiver then appends the inconing ECC-6 code to Y as col um 32
(ECC 0] should align with row 0) and cal cul ates even parity for each
row. The result is a single 6-bit colum Z If all 6 bits are O,
there are no bit errors (or at |least no detectable errors).

O herwise, it uses Z to performa reverse |ookup on X[] fromFigure
7. |If Z matches colum Xi], then there is a single bit error. The
recei ver should invert bit CEMi] to correct the header. |If Z fails
to match any colum of X, then the CEM header contains nore than one
bit error and the CEM packet MJST be di scarded.

Note that the ECC-6 code provides single-bit correction and 2-bit
detection of errors within the received ECC-6 code itself.
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